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Concepts

Découvrez Astra Trident

Astra Trident est un projet open source entierement pris en charge, géré par NetApp
dans le cadre du "Gamme de produits Astra". Il a été congu pour vous aider a répondre
aux demandes de persistance de vos applications conteneurisées a l'aide d’interfaces
standard, telles que l'interface de stockage de conteneurs (CSlI).

Présentation

Astra Trident déploie dans les clusters Kubernetes en tant que pods et fournit des services d’orchestration du
stockage dynamique pour vos workloads Kubernetes. Il permet a vos applications conteneurisées de
consommer rapidement et facilement le stockage persistant a partir du vaste portefeuille de NetApp,
notamment ONTAP (AFF/FAS/Select/Cloud/Amazon FSX pour NetApp ONTAP), le logiciel Element (NetApp
HCI/SolidFire), le service Azure NetApp Files et Cloud Volumes Service sur Google Cloud.

Astra Trident est également une technologie fondamentale de NetApp Astra, qui répond a vos besoins en
matiére de protection des données, de reprise apres incident, de portabilité et de migration pour les workloads

Kubernetes, en exploitant la technologie leader de gestion des données NetApp pour les copies Snapshot, la
sauvegarde, la réplication et le clonage.

Architectures de cluster Kubernetes prises en charge

Astra Trident est pris en charge avec les architectures Kubernetes suivantes :

Architectures en cluster Pris en charge Installation par défaut
Kubernetes

Maitre unique, calcul Oui. Oui.

Plusieurs maitres, calcul Oui. Oui.

Maitre, et cd, calculer Oui. Oui.

Maitrise, infrastructure, calcul Oui. Oui.

Qu’est-ce qu’Astra ?

Astra facilite la gestion, la protection et le déplacement de leurs workloads riches en données qui s’exécutent
sur Kubernetes, dans les clouds publics et sur site. Astra provisionne et fournit un stockage persistant pour les
conteneurs utilisant Astra Trident, un portefeuille de stockage étendu et éprouvé de NetApp dans le cloud
public et sur site. Il offre également un ensemble complet de fonctionnalités avancées de gestion des données
intégrant la cohérence applicative, telles que les copies Snapshot, la sauvegarde et la restauration, les
journaux d’activité et le clonage actif pour la protection des données, la reprise d’activité, I'audit des données
et la migration pour les workloads Kubernetes.

Vous pouvez vous inscrire pour un essai gratuit sur la page Astra.


https://docs.netapp.com/us-en/astra-family/intro-family.html

Pour en savoir plus

* "Gamme NetApp Astra"
* "Documentation relative au service aprés-vente Astra Control"
+ "Documentation Astra Control Center"

* "Documentation de I’API Astra"

Pilotes ONTAP

Astra Trident propose cing pilotes de stockage ONTAP uniques pour la communication
avec les clusters ONTAP.

Pilotes pris en charge par Astra Control

Astra Control assure une protection, une reprise d’activité et une mobilité transparentes (en déplagant des
volumes entre les clusters Kubernetes) pour les volumes créés avec le systéme ontap-nas, ontap-nas-
flexgroup, et ontap-san pilotes. Voir "Conditions préalables a la réplication d’Astra Control" pour plus
d’informations.

* Vous devez utiliser ontap-nas adapté aux charges de travail de production qui nécessitent
une protection des données, une reprise d’activité et la mobilité.

* Utiliser ontap-san-economy Lorsque vous prévoyez une utilisation de volume, celle-ci
devrait étre bien supérieure a celle prise en charge par ONTAP.

@ * Utiliser ontap-nas-economy Ce n’est que lorsque I'utilisation prévue des volumes sera
beaucoup plus élevée que ce que prend en charge ONTAP, et le ontap-san-economy le
pilote ne peut pas étre utilisé.

* Ne pas utiliser ontap-nas—-economy si vous prévoyez d’avoir besoin en termes de
protection des données, de reprise sur incident ou de mobilité.

Pilotes de stockage Astra Trident pour ONTAP

ASTRA Trident fournit les pilotes de stockage suivants pour communiquer avec le cluster ONTAP. Les modes
d’acces pris en charge sont : ReadWriteOnce (RWO), ReadOnlyMey (ROX), ReadWriteMaly (RWX),
ReadWriteOncePod (RWOP).

Conducteur Protocole Mode Modes d’accés pris en  Systémes de fichiers
Volume charge pris en charge
ontap-nas NFS Systeme de RWO, ROX, RWX, RWOP « », nfs, smb
PME fichiers
ontap-nas—-economy NFS Systéme de RWO, ROX, RWX, RWOP « », nfs, smb
PME fichiers
ontap-nas-flexgroup NFS Systeme de RWO, ROX, RWX, RWOP « », nfs, smb
PME fichiers


https://docs.netapp.com/us-en/astra-family/intro-family.html
https://docs.netapp.com/us-en/astra/get-started/intro.html
https://docs.netapp.com/us-en/astra-control-center/index.html
https://docs.netapp.com/us-en/astra-automation/get-started/before_get_started.html
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites

Conducteur Protocole Mode Modes d’acces pris en  Systémes de fichiers

Volume charge pris en charge
ontap-san ISCSI Bloc RWO, ROX, RWX, RWOP Pas de systéme de
fichiers, périphérique de
bloc brut
ontap-san ISCSI Systeme de RWO, ROX, RWOP xfs, ext3, ext4d
fichiers

RWX n’est pas disponible
en mode de volume du
systeme de fichiers.

ontap-san-economy ISCSI Bloc RWO, ROX, RWX, RWOP Pas de systéme de
fichiers, périphérique de
bloc brut
Ontap—san—economy ISCSI Systéme de RWO, ROX, RWOP XfS, ext3, extd
fichiers

RWX n’est pas disponible
en mode de volume du
systeme de fichiers.

Les systemes ONTAP back-end peuvent étre authentifiés a I'aide des informations
d’identification de connexion pour un rdle de sécurité (nom d’utilisateur/mot de passe), ou bien a

@ I'aide de la clé privée et du certificat installés sur le cluster ONTAP. Vous pouvez mettre a jour
les systémes back-end existants pour passer d’'un mode d’authentification a I'autre avec
tridentctl update backend.

Provisionnement

Le provisionnement avec Astra Trident a deux phases principales. La premiere phase
associe une classe de stockage a I'ensemble des pools de stockage back-end appropriés
et effectue la préparation nécessaire avant le provisionnement. La deuxiéme phase inclut
la création du volume lui-méme et nécessite le choix d’'un pool de stockage a partir de
ceux associés a la classe de stockage du volume en attente.

Association de classe de stockage

L’association de pools de stockage back-end a une classe de stockage repose sur les attributs demandés par
la classe de stockage et sur leur storagePools, additionalStoragePools, et excludeStoragePools
listes. Lorsque vous créez une classe de stockage, Trident compare les attributs et les pools proposés par
chacun de ses systemes back-end a ceux requis par la classe de stockage. Si les attributs et le nom d’un pool
de stockage correspondent a tous les attributs et noms de pool demandés, Astra Trident ajoute ce pool de
stockage a I'ensemble des pools de stockage appropriés pour cette classe de stockage. D’autre part, Astra
Trident ajoute tous les pools de stockage répertoriés dans le additionalStoragePools énumérez cet
ensemble, méme si leurs attributs ne remplissent pas tous ou aucun des attributs demandés par la classe de
stockage. Vous devez utiliser le excludeStoragePools liste pour remplacer et supprimer les pools de
stockage utilisés pour une classe de stockage. La solution Astra Trident effectue un processus similaire
chaque fois que vous ajoutez un nouveau systéme back-end, en vérifiant si ses pools de stockage



correspondent a ceux des classes de stockage existantes et en supprimant ceux qui ont été marqués comme
exclus.

Création du volume

Astra Trident utilise ensuite les associations entre les classes de stockage et les pools de stockage pour
déterminer ou provisionner les volumes. Lorsque vous créez un volume, Astra Trident commence par obtenir
'ensemble des pools de stockage correspondant a la classe de stockage du volume. De plus, si vous spécifiez
un protocole pour le volume, Astra Trident supprime les pools de stockage qui ne peuvent pas fournir le
protocole demandé (par exemple, un back-end NetApp HCI/SolidFire ne peut pas fournir un volume basé sur
les fichiers, tandis qu’un back-end ONTAP NAS ne peut pas fournir un volume basé sur les blocs). Astra
Trident répartit de maniére aléatoire I'ordre de ce jeu, afin de faciliter une distribution homogéne des volumes,
puis I'itérate via lui pour tenter de provisionner le volume sur chaque pool de stockage. S'il réussit sur un, il
retourne avec succes, en enregistrant les échecs rencontrés dans le processus. Astra Trident renvoie une
défaillance uniquement si il ne parvient pas a approvisionner tous les pools de stockage disponibles pour la
classe et le protocole de stockage demandés.

Snapshots de volume

Découvrez comment Astra Trident gére la création de copies Snapshot de volume pour
ses pilotes.

En savoir plus sur la création de snapshots de volume

* Pourle ontap-nas, ontap-san, gcp-cvs, et azure-netapp-files Chaque volume persistant est
mappé a un FlexVol. Par conséquent, des snapshots de volume sont créés sous forme de snapshots
NetApp. La technologie Snapshot de NetApp offre une stabilité, une évolutivité, une capacité de
restauration et des performances supérieures a celles des technologies snapshot concurrentes. Ces
copies Snapshot sont extrémement efficaces, aussi bien en termes de temps de création que d’espace de
stockage.

* Pour le ontap-nas-flexgroup Chaque pilote de volume persistant est mappé a un FlexGroup. Par
conséquent, des snapshots de volume sont créés sous forme de snapshots NetApp FlexGroup. La
technologie Snapshot de NetApp offre une stabilité, une évolutivité, une capacité de restauration et des
performances supérieures a celles des technologies snapshot concurrentes. Ces copies Snapshot sont
extrémement efficaces, aussi bien en termes de temps de création que d’espace de stockage.

* Pourle ontap-san-economy Le pilote et les volumes persistants sont mis en correspondance avec les
LUN créées sur les volumes FlexVol partagés. Les copies FlexClone de la LUN associée permettent
d’obtenir les copies Snapshot VolumeSnapshot de la LUN associée. La technologie FlexClone d’ONTAP
permet de créer quasi instantanément des copies de jeux de données, méme les plus volumineux. Les
copies partagent les blocs de données avec leurs parents. Aucun stockage n’est nécessaire, sauf pour les
métadonnées.

* Pourle solidfire-san Pilote, chaque volume persistant est mappé sur une LUN créée dans le cluster
NetApp Element/NetApp HCI. Les copies Snapshot VolumeCas sont représentées par des copies
Snapshot Element de la LUN sous-jacente. Ces snapshots sont des copies a un point dans le temps et ne
prennent en charge qu’une petite quantité de ressources et d’espace systeme.

* Lorsque vous travaillez avec le ontap-nas et ontap-san Les snapshots ONTAP sont des copies
ponctuelles de la FlexVol et consomment de I'espace sur la FlexVol elle-méme. Cela peut entrainer la
quantité d’espace inscriptible dans le volume pour une réduction du temps lors de la création ou de la
planification des snapshots. L'une des fagons simples de résoudre ce probleme est d’augmenter le volume
en le redimensionnant via Kubernetes. Une autre option consiste a supprimer les snapshots qui ne sont
plus nécessaires. Lors de la suppression d’un Snapshot VolumeCas créé via Kubernetes, Astra Trident



supprime le snapshot ONTAP associé. Les snapshots ONTAP qui n'ont pas été créés par Kubernetes
peuvent également étre supprimés.

Avec Astra Trident, vous pouvez utiliser Volumesnapshots pour créer de nouveaux volumes persistants a partir
d’entre eux. La création de volumes persistants est effectuée a partir de ces copies Snapshot a I'aide de la
technologie FlexClone pour les systémes back-end ONTAP et CVS pris en charge. Lors de la création d'un
volume persistant a partir d’'un snapshot, le volume de sauvegarde est un volume FlexClone du volume parent
du snapshot. Le solidfire-san Le pilote utilise des clones de volumes logiciels Element pour créer des
volumes persistants a partir de snapshots. Ici, cela crée un clone a partir du snapshot Element.

Pools virtuels

Les pools virtuels fournissent une couche d’abstraction entre les systémes back-end de
stockage Astra Trident et Kubernetes StorageClasses. lIs permettent a un
administrateur de définir des aspects, tels que I'emplacement, les performances et la
protection pour chaque systéme back-end, de fagon commune et indépendante du
systéme back-end StorageClass spécifiez le type de back-end physique, de pool back-
end ou de type back-end a utiliser pour répondre aux critéres souhaités.

En savoir plus sur les pools virtuels

L’administrateur du stockage peut définir des pools virtuels sur n’importe quel systéme back-end Trident Astra
dans un fichier de définition JSON ou YAML.

. e
Premium =
Exis Protai b Standard Storage Classes
Protection
| |
|
| |

Virtual Storage Pools

|Abstraction layer)

A Azure Multiple Backend Types

AWS Region 1 ANF Region 1

Tout aspect spécifié en dehors de la liste des pools virtuels est global au back-end et s’appliquera a tous les
pools virtuels, tandis que chaque pool virtuel peut spécifier un ou plusieurs aspects individuellement
(remplagant les aspects backend-global).



* Lors de la définition de pools virtuels, n’essayez pas de réorganiser 'ordre des pools virtuels
@ existants dans une définition backend.

* Nous vous conseillons de modifier les attributs d’un pool virtuel existant. Vous devez définir
un nouveau pool virtuel pour apporter des modifications.

La plupart des aspects sont spécifiés dans des termes spécifiques au systeme back-end. Il est primordial que
les valeurs de I'aspect ne soient pas exposées en dehors du conducteur du back-end et ne soient pas
disponibles pour la correspondance dans StorageClasses. A la place, 'administrateur définit un ou
plusieurs libellés pour chaque pool virtuel. Chaque étiquette est une paire clé:valeur et les étiquettes sont
souvent répandues sur différents systémes back-end. Tout comme les aspects, les étiquettes peuvent étre
spécifiées par pool ou globales au back-end. Contrairement aux aspects, qui ont des noms et des valeurs
prédéfinis, 'administrateur dispose d’une entiére discrétion pour définir les clés et les valeurs de libellé selon
les besoins. Pour plus de commodité, les administrateurs du stockage peuvent définir des étiquettes par pool
virtuel et les volumes de groupe par étiquette.

A SstorageClass identifie le pool virtuel a utiliser en référencant les étiquettes dans un parametre de
sélection. Les sélecteurs de pool virtuel prennent en charge les opérateurs suivants :

Opérateur Exemple La valeur d’étiquette d’un pool doit :
= performance=premium Correspondance

= performance !=extréme Ne correspond pas

in emplacement a (est, ouest) Etre dans 'ensemble de valeurs

notin performances notin (argent, bronze) Ne pas étre dans I'ensemble de valeurs
<key> la protection Existe avec n’importe quelle valeur
I<key> Iprotection N’existe pas

Groupes d’accés de volume

Découvrez I'utilisation d’Astra Trident "groupes d’acces de volume".

Ignorez cette section si vous utilisez CHAP, qui est recommandé pour simplifier la gestion et

@ éviter la limite de mise a I'échelle décrite ci-dessous. De plus, si vous utilisez Astra Trident en
mode CSI, vous pouvez ignorer cette section. Astra Trident utilise CHAP lorsqu’il est installé en
tant que mécanisme de provisionnement CSI| amélioré.

En savoir plus sur les groupes d’accés aux volumes

Astra Trident peut utiliser des groupes d’accés de volume pour contrdler I'accés aux volumes qu’il provisionne.
Si CHAP est désactivé, il attend de trouver un groupe d’accés appelé trident Sauf si vous spécifiez un ou
plusieurs ID de groupe d’acces dans la configuration.

Astra Trident associe de nouveaux volumes aux groupes d’accés configurés, mais il ne crée ni ne gere d’autre
maniére les groupes d’accés eux-mémes. Le ou les groupes d’accés doivent exister avant I'ajout du systéme
de stockage back-end a Astra Trident. lls doivent également contenir les IQN iSCSI de chaque noeud du
cluster Kubernetes qui pourraient monter les volumes provisionnés par ce systéeme back-end. Dans la plupart
des installations, cela inclut tous les noeuds workers dans le cluster.


https://docs.netapp.com/us-en/element-software/concepts/concept_solidfire_concepts_volume_access_groups.html

Pour les clusters Kubernetes de plus de 64 nceuds, vous devez utiliser plusieurs groupes d’acces. Chaque
groupe d’acces peut contenir jusqu’a 64 IQN et chaque volume peut appartenir a quatre groupes d’acces.
Avec quatre groupes d’accés configurés au maximum, n'importe quel noeud d’un cluster de 256 nceuds
maximum pourra accéder a n'importe quel volume. Pour connaitre les derniéres limites des groupes d’accés
aux volumes, reportez-vous a la section "ici".

Si vous modifiez la configuration a partir d’'une configuration qui utilise la valeur par défaut trident Groupe
d’accés a un groupe qui utilise également d’autres, inclure I'ID pour le trident groupe d’accés dans la liste.


https://docs.netapp.com/us-en/element-software/concepts/concept_solidfire_concepts_volume_access_groups.html
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