Configuration et gestion des systémes
back-end
Astra Trident

NetApp
January 14, 2026

This PDF was generated from https://docs.netapp.com/fr-fr/trident-2402/trident-use/backends.html on
January 14, 2026. Always check docs.netapp.com for the latest.



Sommaire

Configuration et gestion des systémes back-end 1
Configuration des systemes back-end 1
Azure NetApp Files 1

Configurer un back-end Azure NetApp Files 1
Préparez la configuration d’'un back-end Azure NetApp Files 5
Exemples et options de configuration du back-end Azure NetApp Files 8
Configurer un systeme Cloud Volumes Service pour Google Cloud backend 18
Détails du pilote Google Cloud 18
En savoir plus sur la prise en charge d’Astra Trident pour Cloud Volumes Service pour Google Cloud. . 18
Options de configuration du back-end 19
Options de provisionnement de volumes 21
Exemples de type de service CVS-Performance 21
Exemples de type de service CVS 30
Et la suite ? 34
Configurer un systeme NetApp HCI ou SolidFire backend 34
Détails du pilote d’élément 34
Avant de commencer 35
Options de configuration du back-end 35
Exemple 1 : configuration back-end pour solidfire-san avec trois types de volume 36
Exemple 2 : configuration du back-end et de la classe de stockage pour solidfire-san pilote avec
pools virtuels 37
Trouvez plus d’informations 41
Pilotes SAN de ONTAP 41
Présentation du pilote SAN ONTAP 41
Préparez la configuration du systéme back-end avec les pilotes SAN ONTAP 43
Options et exemples de configuration des SAN ONTAP 50
Pilotes NAS ONTAP 65
Présentation du pilote NAS ONTAP 65
Préparez la configuration d’'un systéme back-end avec les pilotes NAS ONTAP 67
Options et exemples de configuration du NAS ONTAP 75
Amazon FSX pour NetApp ONTAP 94
Utilisez Astra Trident avec Amazon FSX pour NetApp ONTAP 94
Intégration d’Amazon FSX pour NetApp ONTAP 98
Exemples et options de configuration de FSX pour ONTAP 102
Configurez le module complémentaire Astra Trident EKS version 23.10 sur le cluster EKS 110
Création de systemes back-end avec kubectl 113
TridentBackendConfig 114
Présentation des étapes 115
Etape 1 : créez un code secret Kubernetes 115
Etape 2 : créez le TridentBackendConfig CR 117
Etape 3 : vérifier I'état du TridentBackendConfig CR 117

(Facultatif) étape 4 : pour plus de détails 118



Gestion des systemes back-end
Effectuer la gestion back-end avec kubectl
Gestion back-end avec tridentctl
Passez d’une option de gestion back-end a une autre

120
120
121
123



Configuration et gestion des systemes back-end

Configuration des systemes back-end

Un systeme back-end définit la relation entre Astra Trident et un systéme de stockage. Il
explique a Astra Trident comment communiquer avec ce systéme de stockage et
comment Astra Trident doit provisionner des volumes a partir de celui-ci.

Astra Trident propose automatiquement des pools de stockage back-end correspondant aux exigences
définies par une classe de stockage. Découvrez comment configurer le systeme back-end pour votre systéeme
de stockage.

« "Configurer un back-end Azure NetApp Files"

+ "Configurer un systéme back-end Cloud Volumes Service pour Google Cloud Platform"

+ "Configurer un systeme NetApp HCI ou SolidFire backend"

* "Configurer un systéme back-end avec des pilotes NAS ONTAP ou Cloud Volumes ONTAP"

« "Configurer un systeme back-end avec des pilotes ONTAP ou Cloud Volumes ONTAP SAN"

* "Utilisez Astra Trident avec Amazon FSX pour NetApp ONTAP"

Azure NetApp Files

Configurer un back-end Azure NetApp Files

Vous pouvez configurer Azure NetApp Files en tant que back-end pour Astra Trident.
Vous pouvez relier des volumes NFS et SMB a I'aide d’'un back-end Azure NetApp Files.
ASTRA Trident prend également en charge la gestion des identifiants a I'aide d’identités
gérées pour les clusters Azure Kubernetes Services (AKS).

Détails du pilote Azure NetApp Files

ASTRA Trident fournit les pilotes de stockage Azure NetApp Files suivants pour communiquer avec le cluster.
Les modes d’acces pris en charge sont : ReadWriteOnce (RWO), ReadOnlyMey (ROX), ReadWriteMaly
(RWX), ReadWriteOncePod (RWOP).

Conducteur Protocole Mode Modes d’acces pris en  Systémes de fichiers
Volume charge pris en charge
azure-netapp-files NFS Systeme de  RWO, ROX, RWX, RWOP nfs, smb
PME fichiers

Considérations

* Le service Azure NetApp Files ne prend pas en charge des volumes de moins de 100 Go. ASTRA Trident
crée automatiquement des volumes de 100 Gio si un volume plus petit est demandé.

 Astra Trident prend en charge les volumes SMB montés sur des pods qui s’exécutent uniquement sur des
nceuds Windows.



Identités gérées pour AKS

Prise en charge d’Astra Trident "identités gérées" Pour les clusters Azure Kubernetes Services. Pour tirer parti
de la gestion rationalisée des informations d’identification offerte par les identités gérées, vous devez disposer
des éléments suivants :

* Cluster Kubernetes déployé a 'aide d’AKS
* Identités gérées configurées sur le cluster AKS kubernetes

* ASTRA Trident a été installé et inclut le cloudProvider a spécifier "Azure".

Opérateur Trident

Pour installer Astra Trident a I'aide de I'opérateur Trident, modifiez
tridentorchestrator cr.yaml arégler cloudProvider @ "Azure". Par exemple :

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

Gouvernail

L’exemple suivant illustre l'installation des ensembles Astra Trident cloudProvider A Azure a l'aide
de la variable d’environnement $CP:

helm install trident trident-operator-100.2402.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code>tridentcti</code>

Dans I'exemple suivant, Astra Trident et le systéme sont installés cloudProvider marquer a
Azure:

tridentctl install --cloud-provider="Azure" -n trident

Identité cloud pour AKS

L'identité cloud permet aux pods Kubernetes d’accéder aux ressources Azure en s’authentifiant comme
identité de workload au lieu de fournir des informations d’identification Azure explicites.

Pour tirer parti de I'identité cloud dans Azure, vous devez disposer des éléments suivants :


https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview

* Cluster Kubernetes déployé a 'aide d’AKS

* Identité de la charge de travail et émetteur oidc configurés sur le cluster AKS Kubernetes

* ASTRA Trident a été installé et inclut le cloudProvider a spécifier "Azure" et cloudIdentity
spécification de l'identité du workload



Opérateur Trident

Pour installer Astra Trident a I'aide de I'opérateur Trident, modifiez
tridentorchestrator cr.yaml arégler cloudProvider @ "Azure" etjeu cloudIdentity a
azure.workload.identity/client-1id: XXXXXXXX—XXKXX—XXXKXK—XXKXX-XXXKXXXXKXXKX.

Par exemple :

apivVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
*cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX-XXXX-—

XXXX—XXXX—XXXXXXXKXXXX"*

Gouvernail

Définissez les valeurs des indicateurs cloud-Provider (CP) et cloud-ldentity (ci) a l'aide des
variables d’environnement suivantes :

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX—XXXX=XXXX—XXXX=
:$:9:9:0:9:9:0:0:0:0. &

Dans I'exemple suivant, vous installez Astra Trident et les ensembles cloudProvider A Azure &
I'aide de la variable d’environnement $CP et définit le cloudIdentity a l'aide de la variable
d’environnement $CI:

helm install trident trident-operator-100.2402.0.tgz --set
cloudProvider=$CP --set cloudIdentity=$CI

<code>tridentcti</code>

Définissez les valeurs des indicateurs cloud Provider et cloud Identity a 'aide des variables
d’environnement suivantes :

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—
XXXXXXXXXXX"

Dans I'exemple suivant, Astra Trident et le systéme sont installés cloud-provider marquer a $CP,
et cloud-identity a $CI:



tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident

Préparez la configuration d’un back-end Azure NetApp Files

Avant de pouvoir configurer le systéme back-end Azure NetApp Files, vous devez vous
assurer que les exigences suivantes sont respectées.

Prérequis pour les volumes NFS et SMB

Si vous utilisez Azure NetApp Files pour la premiére fois ou dans un nouvel emplacement, une configuration
initiale est requise pour configurer Azure NetApp Files et créer un volume NFS. Reportez-vous a la section
"Azure : configurez Azure NetApp Files et créez un volume NFS".

Pour configurer et utiliser un "Azure NetApp Files" back-end, vous avez besoin des éléments suivants :

* subscriptionID, tenantID, clientID, location, et clientSecret Sont

@ facultatives lors de l'utilisation d’identités gérées sur un cluster AKS.

°* tenantID, clientID, et clientSecret Sont facultatives lors de l'utilisation d’'une
identité de cloud sur un cluster AKS.

Un pool de capacité. Reportez-vous a la section "Microsoft : créez un pool de capacité pour Azure NetApp
Files".

Sous-réseau delégué a Azure NetApp Files. Reportez-vous a la section "Microsoft : déleguer un sous-
réseau a Azure NetApp Files".
subscriptionID Depuis un abonnement Azure avec Azure NetApp Files activé.

tenantlID, clientID, et clientSecret a partir d'un "Enregistrement d’applications" Dans Azure Active
Directory avec les autorisations suffisantes pour le service Azure NetApp Files. L'enregistrement de
I'application doit utiliser 'une des options suivantes :

o Role propriétaire ou contributeur "Predéfinie par Azure".

° A"Rdle de contributeur personnalisé” au niveau de 'abonnement (assignableScopes) Avec les
autorisations suivantes qui sont limitées a ce qu’exige Astra Trident. Aprées avoir créé le rble
personnalisé, "Attribuez le réle a I'aide du portail Azure".


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://azure.microsoft.com/en-us/services/netapp/
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal

Role de contributeur personnalisé

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": ({
"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited

permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"

1y
"permissions": [
{

"actions": [
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete”,

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat



ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"
1y
"notActions": [],
"dataActions": [],

"notDataActions": []

* Azure location qui contient au moins un "sous-réseau délégué". A partir de Trident 22.01, le location
le paramétre est un champ obligatoire au niveau supérieur du fichier de configuration back-end. Les
valeurs d’emplacement spécifiées dans les pools virtuels sont ignorées.

* A utiliser Cloud Identity, obtenirle client ID a partir d’'un "identité gérée attribuée par I'utilisateur”
Et spécifiez cet ID dans azure.workload.identity/client-id: XXXXXXXX—XXXX—XXXX—XXXX-

XXXXKXXKXXKXXX.

Exigences supplémentaires pour les volumes SMB

Pour créer un volume SMB, vous devez disposer des éléments suivants :
« Active Directory configuré et connecté a Azure NetApp Files. Reportez-vous a la section "Microsoft :
création et gestion des connexions Active Directory pour Azure NetApp Files".

* Cluster Kubernetes avec un nceud de contréleur Linux et au moins un nceud worker Windows exécutant
Windows Server 2019. Astra Trident prend en charge les volumes SMB montés sur des pods qui
s’exécutent uniquement sur des nceuds Windows.

* Au moins un secret Astra Trident contenant vos informations d’identification Active Directory pour que
Azure NetApp Files puisse s’authentifier auprés d’Active Directory. Pour générer un secret smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—from-literal password='password'

* Un proxy CSI configuré en tant que service Windows. Pour configurer un csi-proxy, voir "GitHub : proxy


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://github.com/kubernetes-csi/csi-proxy

CSI1" ou "GitHub : proxy CSI pour Windows" Pour les nceuds Kubernetes s’exécutant sur Windows.

Exemples et options de configuration du back-end Azure NetApp Files

Découvrez les options de configuration NFS et SMB backend pour Azure NetApp Files et
passez en revue les exemples de configuration.

Options de configuration du back-end

ASTRA Trident utilise votre configuration back-end (sous-réseau, réseau virtuel, niveau de service et
emplacement) pour créer des volumes Azure NetApp Files sur des pools de capacité disponibles a
'emplacement demandé et qui correspondent au niveau de service et au sous-réseau requis.

@ Astra Trident ne prend pas en charge les pools de capacité manuels de QoS.

Les systemes Azure NetApp Files back-end proposent ces options de configuration.

Parameétre Description Valeur par défaut
version Toujours 1
storageDriverName Nom du pilote de stockage « azure-netapp-files »
backendName Nom personnalisé ou systéme Nom du pilote + "_" + caractéres
back-end de stockage aléatoires
subscriptionID L'ID d’abonnement de votre
abonnement Azure

Facultatif lorsque les identités
gérées sont activées sur un cluster
AKS.

tenantID ID locataire d’'un enregistrement
d’application

Facultatif lorsque des identités
gérées ou des identités de cloud
sont utilisées sur un cluster AKS.

clientID L’ID client d’'un enregistrement
d’application

Facultatif lorsque des identités
gérées ou des identités de cloud
sont utilisées sur un cluster AKS.

clientSecret Secret client d’'un enregistrement
d’application

Facultatif lorsque des identités
gérées ou des identités de cloud
sont utilisées sur un cluster AKS.

serviceLevel Un de Standard, Premium, ou « » (aléatoire)
Ultra


https://github.com/kubernetes-csi/csi-proxy
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md

Parameétre

location

resourceGroups

netappAccounts

capacityPools

virtualNetwork

subnet

networkFeatures

nfsMountOptions

Description Valeur par défaut

Nom de I'emplacement Azure dans
lequel les nouveaux volumes
seront créés

Facultatif lorsque les identités
gérées sont activées sur un cluster
AKS.

Liste des groupes de ressources «[] » (sans filtre)
pour le filtrage des ressources
découvertes

Liste des comptes NetApp «[] » (sans filtre)
permettant de filtrer les ressources
découvertes

Liste des pools de capacité pour le «[] » (sans filtre, aléatoire)
filtrage des ressources découvertes

Nom d’un réseau virtuel avec un «»
sous-réseau délégué

Nom d’un sous-réseau délégué a  « »
Microsoft.Netapp/volumes

L’ensemble des fonctions de vnet  « »
pour un volume peut étre Basic ou
Standard.

Les fonctions réseau ne sont pas
disponibles dans toutes les régions
et peuvent étre activées dans un
abonnement. Spécification
networkFeatures lorsque la
fonctionnalité n’est pas activée, le
provisionnement du volume
échoue.

Contréle précis des options de « nfsvers=3 »
montage NFS.

Ignoré pour les volumes SMB.

Pour monter des volumes a I'aide
de NFS version 4.1, incluez
nfsvers=4 Dans la liste des
options de montage délimitées par
des virgules, choisissez NFS v4.1.

Les options de montage définies
dans une définition de classe de
stockage remplacent les options de
montage définies dans la
configuration backend.



Parameétre Description Valeur par défaut

limitVolumeSize Echec du provisionnement si la « » (non appliqué par défaut)
taille du volume demandé est
supérieure a cette valeur

debugTraceFlags Indicateurs de débogage a utiliser  nul
lors du dépannage. Exemple
\{"api": false, "method":
true, "discovery": true}.
Ne l'utilisez pas a moins que vous
ne soyez en mesure de résoudre
les problémes et que vous ayez
besoin d’'un vidage détaillé des
journaux.

nasType Configurez la création de volumes nfs
NFS ou SMB.

Les options sont nfs, smb ou nul.
La valeur null par défaut sur les
volumes NFS.

@ Pour plus d’informations sur les fonctionnalités réseau, reportez-vous a la section "Configurer
les fonctions réseau d’'un volume Azure NetApp Files".

Autorisations et ressources requises

Si vous recevez une erreur « aucun pool de capacité trouvé » lors de la création d’'une demande de volume
persistant, il est probable que votre enregistrement d’application ne dispose pas des autorisations et des
ressources requises (sous-réseau, réseau virtuel, pool de capacité). Si le débogage est activé, Astra Trident
consigne les ressources Azure découvertes lors de la création du back-end. Vérifiez que vous utilisez un réle
approprié.

Les valeurs de resourceGroups, netappAccounts, capacityPools, virtualNetwork, et subnet peut
étre spécifié a I'aide de noms courts ou complets. Les noms complets sont recommandés dans la plupart des
cas, car les noms abrégés peuvent faire correspondre plusieurs ressources avec le méme nom.

Le resourceGroups, netappAccounts, et capacityPools les valeurs sont des filtres qui limitent
I'ensemble des ressources découvertes aux ressources disponibles pour ce stockage back-end et peuvent
étre spécifies dans n’importe quelle combinaison. Les noms complets suivent le format suivant :

Type Format

Groupe de ressources <groupe de ressources>

Compte NetApp <groupe de ressources>/<compte netapp>

Pool de capacité <groupe de ressources>/<compte netapp>/<pool de
capacité>

Réseau virtuel <groupe de ressources>/<réseau virtuel>

Sous-réseau <groupe de ressources>/<réseau virtuel>/<sous-
réseau>

10


https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features

Provisionnement de volume

Vous pouvez contréler le provisionnement de volume par défaut en spécifiant les options suivantes dans une
section spéciale du fichier de configuration. Reportez-vous a la section Exemples de configurations pour plus

d’informations.

Paramétre Description

Reégles d’exportation pour les
nouveaux volumes.

exportRule

exportRule Doit étre une liste
séparée par des virgules d’'une

combinaison d’adresses IPv4 ou de

sous-réseaux |IPv4 en notation
CIDR.

Ignoré pour les volumes SMB.

Contréle la visibilité du répertoire
.snapshot

snapshotDir

Taille par défaut des nouveaux
volumes

size

Les autorisations unix des
nouveaux volumes (4 chiffres
octaux).

unixPermissions

Ignoré pour les volumes SMB.

Exemples de configurations

Valeur par défaut

« 0.0.0.0/0 »

« faux »

« 100 G »

« » (fonction d’apercu, liste blanche
requise dans I'abonnement)

Les exemples suivants montrent des configurations de base qui laissent la plupart des paramétres par défaut.

C’est la facon la plus simple de définir un back-end.

11



Configuration minimale

Il s’agit de la configuration back-end minimale absolue. Avec cette configuration, Astra Trident détecte
tous vos comptes NetApp, pools de capacité et sous-réseaux délégués a Azure NetApp Files a
'emplacement configuré, et place de nouveaux volumes dans I'un de ces pools et sous-réseaux de
maniére aléatoire. Parce que nasType est omis, le nfs La valeur par défaut s’applique et le systeme
back-end provisionne les volumes NFS.

Cette configuration est idéale lorsque vous commencez a utiliser Azure NetApp Files et que vous
essayez d’autres fonctionnalités, mais dans la pratique, vous voudrez ajouter de I'étendue aux volumes
que vous provisionnez.

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus

Identités gérées pour AKS

Cette configuration back-end omet subscriptionID, tenantID, clientID, et clientSecret, qui
sont facultatives lors de I'utilisation d’identités gérées.

12

apivVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files

capacityPools: ["ultra-pool"]
resourceGroups: ["aks-ami-eastus-rg"]
netappAccounts: ["smb-na"]

virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet



Identité cloud pour AKS

Cette configuration back-end omet tenantID, clientID, et clientSecret, qui sont facultatives lors
de l'utilisation d’une identité de nuage.

apivVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files

capacityPools: ["ultra-pool"]
resourceGroups: ["aks-ami-eastus-rg"]
netappAccounts: ["smb-na"]

virtualNetwork: eastus-prod-vnet

subnet: eastus—-anf-subnet

location: eastus

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

Configuration de niveau de service spécifique avec filtres de pool de capacité

Cette configuration back-end place les volumes dans des Azure eastus emplacement dans un Ultra
pool de capacité. ASTRA Trident détecte automatiquement tous les sous-réseaux délégués a Azure
NetApp Files a cet emplacement et place un nouveau volume sur I'un d’entre eux de maniére aléatoire.

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2



Configuration avancée
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Cette configuration back-end réduit davantage I'étendue du placement des volumes sur un seul sous-
réseau et modifie également certains parameétres par défaut du provisionnement des volumes.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi
unixPermissions: '0777'



Configuration de pool virtuel

Cette configuration back-end définit plusieurs pools de stockage dans un seul fichier. Cette fonction est
utile lorsque plusieurs pools de capacité prennent en charge différents niveaux de service, et que vous
souhaitez créer des classes de stockage dans Kubernetes qui les représentent. Des étiquettes de pools

virtuels ont été utilisées pour différencier les pools en fonction de performance.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

Définitions des classes de stockage

Les éléments suivants StorageClass les définitions font référence aux pools de stockage ci-dessus.
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Exemples de définitions utilisant parameter.selector légale

A l'aide de parameter.selector vous pouvez spécifier pour chaque StorageClass pool virtuel utilisé
pour héberger un volume. Les aspects définis dans le pool sélectionné seront définis pour le volume.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"

allowVolumeExpansion: true

Exemples de définitions pour les volumes SMB

A l'aide de nasType, node-stage-secret-name, et node-stage-secret-namespace, Vous pouvez
spécifier un volume SMB et fournir les informations d’identification Active Directory requises.
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Configuration de base sur I’espace de noms par défaut

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

Utilisation de secrets différents par espace de noms

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

Utilisation de secrets différents par volume

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}



(D nasType: smb Filtres pour les pools qui prennent en charge les volumes SMB. nasType:
nfs ounasType: null Filires pour pools NFS.

Créer le backend

Apres avoir créé le fichier de configuration backend, exécutez la commande suivante :
tridentctl create backend -f <backend-file>

Si la création du back-end échoue, la configuration du back-end est erronée. Vous pouvez afficher les journaux
pour déterminer la cause en exécutant la commande suivante :

tridentctl logs

Apres avoir identifié et corrigé le probleme avec le fichier de configuration, vous pouvez exécuter de nouveau
la commande create.

Configurer un systéeme Cloud Volumes Service pour Google
Cloud backend

Découvrez comment configurer NetApp Cloud Volumes Service pour Google Cloud en
tant que backend pour votre installation d’Astra Trident a I'aide des exemples de
configuration fournis.

Détails du pilote Google Cloud

ASTRA Trident offre le gcp-cvs pour communiquer avec le bloc d’'instruments. Les modes d’acces pris en
charge sont : ReadWriteOnce (RWO), ReadOnlyMey (ROX), ReadWriteMaly (RWX), ReadWrite OncePod
(RWOP).

Conducteur Protocole Mode Volume Modes d’accés pris en Systémes de fichiers pris en
charge charge
gcp-cvs NFS Systeme de  RWO, ROX, RWX, RWOP nfs
fichiers

En savoir plus sur la prise en charge d’Astra Trident pour Cloud Volumes Service
pour Google Cloud

Astra Trident peut créer des volumes Cloud Volumes Service dans un des deux "types de service":

« CVS-Performance : le type de service Astra Trident par défaut. Ce type de service aux performances
optimisées est parfaitement adapté aux charges de travail de production qui exigent des performances
élevées. Le type de service CVS-Performance est une option matérielle prenant en charge les volumes
d’une taille minimale de 100 Gio. Vous pouvez choisir 'une des options "trois niveaux de service":

° standard

18


https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-types
https://cloud.google.com/architecture/partners/netapp-cloud-volumes/service-levels#service_levels_for_the_cvs-performance_service_type

° premium
° extreme

» CVS: Le type de service CVS fournit une haute disponibilité zonale avec des niveaux de performance
limités a modérés. Le type de service CVS est une option logicielle utilisant des pools de stockage pour
prendre en charge des volumes de 1 Gio. Le pool de stockage peut contenir jusqu’a 50 volumes dans
lesquels tous les volumes partagent la capacité et les performances du pool. Vous pouvez choisir 'une des
options "deux niveaux de service":

° standardsw
° zoneredundantstandardsw

Ce dont vous avez besoin

Pour configurer et utiliser le "Cloud Volumes Service pour Google Cloud" back-end, vous avez besoin des
éléments suivants :

* Un compte Google Cloud configuré avec NetApp Cloud Volumes Service
* Numéro de projet de votre compte Google Cloud
* Compte de service Google Cloud avec le netappcloudvolumes.admin rble

* Fichier de clé API pour votre compte Cloud Volumes Service

Options de configuration du back-end

Chaque back-end provisionne les volumes dans une seule région Google Cloud. Pour créer des volumes dans
d’autres régions, vous pouvez définir des systémes back-end supplémentaires.

Parameétre Description Valeur par défaut
version Toujours 1
storageDriverName Nom du pilote de stockage « gcp-cvs »
backendName Nom personnalisé ou systeme back-end de stockage Nom du pilote + " " +
partie de la clé API
storageClass Parametre facultatif utilisé pour spécifier le type de
service CVS.

Utiliser software Pour sélectionner le type de
service CVS. Sinon, Astra Trident suppose un type de
service CVS-Performance (hardware).

storagePools Type de service CVS uniquement. Parameétre facultatif
utilisé pour spécifier les pools de stockage pour la
création du volume.

projectNumber Numeéro de projet de compte Google Cloud. La valeur
est disponible sur la page d’accueil du portail Google
Cloud.

hostProjectNumber Requis si 'utilisation d’un réseau VPC partagé. Dans
ce sceénario, projectNumber est le projet de service,
et hostProjectNumber est le projet hbte.
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Paramétre Description Valeur par défaut

apiRegion Région Google Cloud dans laquelle Astra Trident crée
des volumes Cloud Volumes Service. Lors de la
création de clusters Kubernetes inter-région, de
volumes créés dans un apiRegion Peut étre utilisé
pour des charges de travail planifiées sur des nceuds
sur plusieurs régions Google Cloud.

Le trafic entre les régions colte plus cher.

apiKey Clé API pour le compte de service Google Cloud avec
le netappcloudvolumes.admin réle.

[l inclut le contenu au format JSON du fichier de clé
privée d’'un compte de service Google Cloud (copié en
compte dans le fichier de configuration back-end).

proxyURL URL proxy si le serveur proxy doit se connecter au
compte CVS. Le serveur proxy peut étre un proxy
HTTP ou HTTPS.

Pour un proxy HTTPS, la validation du certificat est
ignorée pour permettre I'utilisation de certificats auto-
signés dans le serveur proxy.

Les serveurs proxy avec authentification activée ne
sont pas pris en charge.

nfsMountOptions Contréle précis des options de montage NFS. « nfsvers=3 »

limitVolumeSize Echec du provisionnement si la taille du volume « » (non appliqué par
demandé est supérieure a cette valeur. défaut)

servicelevel Niveau de service CVS-Performance ou CVS pour les CVS-Performance par
nouveaux volumes. défaut est « standard ».
Les valeurs CVS-Performance sont standard, CVS default est
premium, OU extreme. "standardsw".

Les valeurs CVS sont standardsw ou
zoneredundantstandardsw.

network Réseau Google Cloud utilisé pour les volumes Cloud  « par défaut »
Volumes Service.

debugTraceFlags Indicateurs de débogage a utiliser lors du dépannage. nul
Exemple \ {"api":false, "method":true}.

Ne l'utilisez pas a moins que vous ne soyez en
mesure de résoudre les problémes et que vous ayez
besoin d’un vidage détaillé des journaux.
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Parameétre

allowedTopologies

Description Valeur par défaut

Pour activer I'accés inter-région, votre définition de
classe de stockage pour allowedTopologies doit
inclure toutes les régions.

Par exemple :

- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

Options de provisionnement de volumes

Vous pouvez contréler le provisionnement de volume par défaut dans le defaults section du fichier de

configuration.

Parameétre

exportRule

snapshotDir

snapshotReserve

size

Description Valeur par défaut

Regles d’exportation pour les « 0.0.0.0/0 »
nouveaux volumes. Doit étre une

liste séparée par des virgules d’'une

combinaison d’adresses |IPv4 ou de
sous-réseaux |[Pv4 en notation

CIDR.

Acces au . snapshot répertoire « faux »

Pourcentage de volume réservé « » (Accepter CVS par défaut de 0)
pour les snapshots

La taille des nouveaux volumes. Le type de service CVS-
Performance utilise par défaut «
CVS-Performance minimum est de 100 Gio ».
100 Gio.
Le type de service CVS n’est pas

CVS est au minimum de 1 Gio. défini par défaut mais nécessite au
moins 1 Gio.

Exemples de type de service CVS-Performance

Les exemples suivants fournissent des exemples de configuration pour le type de service CVS-Performance.

21



Exemple 1 : configuration minimale

Il s’agit de la configuration back-end minimale avec le type de service CVS-Performance par défaut et le
niveau de service « standard » par défaut.

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3b1l/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
XsYgogyxy4zg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"
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auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
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Exemple 2 : configuration du niveau de service

Dans cet exemple, nous présentons les options de configuration du back-end, y compris les niveaux de
service et les valeurs par défaut des volumes.

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3b1l/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
XsYgogyxy4zg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"
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auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '5'
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
size: 5Ti
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Exemple 3 : configuration de pool virtuel

26

Utilisation de cet échantillon storage pour configurer des pools virtuels et StorageClasses cela leur
renvoie. Reportez-vous a la section Définitions des classes de stockage pour voir comment les classes
de stockage ont été définies.

Ici, des valeurs par défaut spécifiques sont définies pour tous les pools virtuels, qui définissent le
snapshotReserve a5 % etle exportRule a 0.0.0.0/0. Les pools virtuels sont définis dans le
storage section. Chaque pool virtuel individuel définit sa propre définition servicelLevel, et certains
pools remplacent les valeurs par défaut. Des étiquettes de pools virtuels ont été utilisées pour différencier
les pools en fonction de performance et protection.

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"'
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m



znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zqg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
labels:
cloud: gcp
region: us-west2
storage:
- labels:
performance: extreme
protection: extra
servicelevel: extreme
defaults:
snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard



servicelevel: standard

Définitions des classes de stockage

Les définitions de classe de stockage suivantes s’appliquent & 'exemple de configuration de pool virtuel. A
laide de parameters.selector, Vous pouvez spécifier pour chaque classe de stockage le pool virtuel
utilisé pour héberger un volume. Les aspects définis dans le pool sélectionné seront définis pour le volume.
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Exemple de classe de stockage

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs—-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io

parameters:

selector: "performance=premium; protection=standard"

allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-premium
provisioner: csi.trident.netapp.io

parameters:

selector: "performance=premium; protection=standard"

allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-standard
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=standard"
allowVolumeExpansion: true
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection
provisioner: csi.trident.netapp.io
parameters:

selector: "protection=extra"
allowVolumeExpansion: true

* La premiére classe de stockage (cvs-extreme-extra-protection) correspond au premier pool
virtuel. Il s’agit du seul pool offrant des performances extrémes avec une réserve Snapshot de 10 %.

* La derniere classe de stockage (cvs-extra-protection) appelle tout pool de stockage qui fournit une
réserve d’instantanés de 10%. Astra Trident décide du pool virtuel sélectionné et s’assure que les
exigences de la réserve de snapshots sont respectées.

Exemples de type de service CVS

Les exemples suivants fournissent des exemples de configuration pour le type de service CVS.
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Exemple 1 : configuration minimale

Il s’agit de la configuration back-end minimale utilisant storageClass Pour spécifier le type de service
CVS et la valeur par défaut standardsw niveau de service.

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-eastd
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jJK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
XsYgoegyxy4zg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
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client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/ocauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/v1/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com

servicelevel: standardsw



Exemple 2 : configuration du pool de stockage

Cet exemple de configuration back-end utilise storagePools pour configurer un pool de stockage.

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079'
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"
private key: |-

MITEvAIBADANBgkghkiG9wOBAQEFAASCBKYwggSiAgEAAOIBAQDaT+0Oui9FBAW1 9
L1AGEkrYU5xd9K5N105JMkIFNDSwCD+Nv+jdl1Gvt FRLaLKSRvXyF5wzvztmODNS+
qtScpQ+5cFpQkuGtvIUI+N6qtuVYYO3b504Kp5CtqVPICgMIakK2j8pZTIgqUiMum/
5/Y90TbZrjAHSMgIm2nHzFgq2X0rgVMaHghI 6ATm4 DOuWx8XGWKTGIP1c0gPgqdlgsS
LLaWOH4VIZQZCAYyWSIUp9CAMwgHgdGOuhFNfCgMmED6PRUVVLsLvcg86X+QSWRIk
ETgE1j/sGCenPF7ti1DhGBFafd9hPnxg9PZY29ArEZwY9G/ZjZQXTWPgsOVvxiNR
DxZRC3GXAgMBAAECggEACN5¢c59bG/qnVEVI1CwMAa1M5M22z09JFh1L11jKwnt NP
Vilw2eTW2+UE7HbJru/S7KQgASDNn9kvCrakEahPRuddUMrDOvG4kT1/IODV6uFuk
Y0sZfbgd4iMUQ21smvGsqFzwloYWS5qzO1lW83ivXH/HW/1igkmY2eW+EPRS/hwSSu
SscR+SoJI7PBOBWSJh1V4yqYf3veD/D95el12CVHIRCkL85DKumeZ+yHENpiXGZAE
£8xSs4a500Pm6NHhevCw2a/UQ95/foXNUR450HtbjieJo50+FF6EYZQGEU2ZHZ08
37FBKuaJkdGWoxgaI9TL7agkGkFMF4F2qv0ZM+vy8QKBgQD40oVuOkIJDI1IhkTHP86W
esFlwlkpWyJRIZATLIOG/rVpslnX+XdDgOWQf4umdLNauS5hYEHILUGZSGs1Xk3/B
NHwWR60OXFugEKNi1u83d0zS1HhTy7PZp0Zdj5a/vVvQfPDMz 70vsgLRA7YCAbdzuQO0
+Ahg0ZtwvgOHQO64hdWO0ukpYRRWKBgQODgyHj 98ogswoYula+pPlySOpPwlLmjwKyNm
/HayzCp+Qjiyy7Tzg8AUqlH10u83XbV428jvg7kDhO7PCCKFg+mMmfgHmTpb0Mag
KpKnZg4ipsgPlyHNNEoRmcailXbwIhCLewMgMrggUiLOmCw4PscL5nK+4GKu2XE1
JLgIWAZFMOKBgFHKQIXXRAJ1kR3XpGHOGN890pZ0kCVSrgjubalef/5KY1FCt8ew
F/+aIxM21QSvmWQYOvVCnhuY/F2GFaQ7d0om3decuwI0CX/xy7PjHMkLXa2uazs4
WR17sLduj62RgGXRLX0c0QkwBiNFyHbRcpdkZJIQuibYMhBa+757SxT4BtACGAWMWT
UucocRXzZm/pdvz9wteNH3YDWnJILMxml1KCO6gMXbBoYrliY4sm3ywJWMC+1Cd/H8A
Gecxd/xVu5SmA2L2N3KMql82zhz8Th0G5DwKyDRJIGOQ0Q4 6yuNXOoYE] Lo4W] yk8Me
+t1Q8iK98EOUMZnhTgfSpSNE1bz2AgnzQ3MNIuECgYAqdvdVPnKGEvdtZ2DjyMoJd
E89UIC41W]jICGmHsd8W65+3X0RWMzKMT6aZc5tK9J5dHVMWIETnbM+1TImdBBEFga
NWOC6£f3r2xbGXHhaWS1l+nobpTuvlo56ZRIVvVk71FMsiddzMuHH8pxfgNJemwA4P
ThDHCejv035NNVE6KyoO0tA==

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"



auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelevel: Standardsw

Et la suite ?

Aprés avoir crée le fichier de configuration backend, exécutez la commande suivante :
tridentctl create backend -f <backend-file>

Si la création du back-end échoue, la configuration du back-end est erronée. Vous pouvez afficher les journaux
pour déterminer la cause en exécutant la commande suivante :

tridentctl logs

Apres avoir identifié et corrigé le probleme avec le fichier de configuration, vous pouvez exécuter de nouveau
la commande create.

Configurer un systeme NetApp HCI ou SolidFire backend

Découvrez comment créer et utiliser un back-end Element avec votre installation Astra
Trident.

Détails du pilote d’élément

ASTRA Trident offre le solidfire-san pilote de stockage pour communiquer avec le cluster. Les modes
d’acceés pris en charge sont : ReadWriteOnce (RWO), ReadOnlyMey (ROX), ReadWriteMaly (RWX),
ReadWriteOncePod (RWOP).

Le solidfire-san le pilote de stockage prend en charge les modes file et block volume. Pour le

Filesystem En mode volume, Astra Trident crée un volume et crée un systeme de fichiers. Le type de
systeme de fichiers est spécifié par la classe de stockage.
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Conducteur Protocole
solidfire-san ISCSI
solidfire-san ISCSI

Avant de commencer

Mode Volume

Bloc

Systeme de fichiers RWO, RWOP

RWO, ROX, RWX,
RWOP

Modes d’acces pris Systémes de
en charge

fichiers pris en
charge

Aucun systeme de
fichiers.
Périphérique de bloc
brut.

xfs, ext3, ext4

Vous aurez besoin des éléments suivants avant de créer un back-end d’élément.

+ Systéme de stockage pris en charge exécutant le logiciel Element.

* Identifiants de locataire ou administrateur de cluster NetApp HCI/SolidFire pouvant gérer les volumes

» Tous vos nceuds workers Kubernetes doivent avoir installé les outils iISCSI appropriés. Reportez-vous a la
section "informations de préparation du nceud de travail".

Options de configuration du back-end

Voir le tableau suivant pour les options de configuration du back-end :

Parameétre
version
storageDriverName

backendName

Endpoint

SVIP

labels

TenantName

InitiatorIFace

UseCHAP

AccessGroups

Description

Nom du pilote de stockage

Nom personnalisé ou systéme
back-end de stockage

MVIP pour le cluster SolidFire avec

les identifiants de locataire

Port et adresse IP de stockage
(iISCSI)

Ensemble d’étiquettes arbitraires
au format JSON a appliquer aux
volumes.

Nom du locataire a utiliser (créé si
introuvable)

Limitez le trafic iSCSI a une
interface hote spécifique

Utilisez CHAP pour authentifier
iSCSI. ASTRA Trident utilise le
protocole CHAP.

Liste des ID de groupes d’acces a
utiliser

Valeur par défaut
Toujours 1
Toujours « solidfire-san ».

“SolidFire_” + adresse IP de
stockage (iSCSI)

«»

« par défaut »

vrai

Recherche I'ID d’un groupe d’acces
nommé « trident »
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Parameétre Description Valeur par défaut

Types Spécifications de QoS

limitVolumeSize Echec du provisionnement si la « » (non appliqué par défaut)
taille du volume demandé est
supérieure a cette valeur

debugTraceFlags Indicateurs de débogage a utiliser  nul
lors du dépannage. Exemple,
{“api”:false, “méthode”:true}

@ Ne pas utiliser debugTraceFlags a moins que vous ne soyez en mesure de dépanner et que
vous ayez besoin d’'un vidage détaillé des journaux.

Exemple 1 : configuration back-end pour solidfire-san avec trois types de

volume

Cet exemple montre un fichier back-end utilisant I'authentification CHAP et la modélisation de trois types de
volumes avec des garanties de QoS spécifiques. Il est fort probable que vous définiriez ensuite des classes de
stockage pour consommer chacune de ces catégories a I'aide de I' TOPS paramétre de classe de stockage.
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

Exemple 2 : configuration du back-end et de la classe de stockage pour
solidfire-san pilote avec pools virtuels

Cet exemple représente le fichier de définition du back-end configuré avec des pools virtuels ainsi que des
classes de stockage qui les renvoient.

Astra Trident copie les étiquettes présentes sur un pool de stockage vers le LUN de stockage back-end lors du
provisionnement. Pour plus de commodité, les administrateurs du stockage peuvent définir des étiquettes par
pool virtuel et les volumes de groupe par étiquette.

Dans I'exemple de fichier de définition de back-end illustré ci-dessous, des valeurs par défaut spécifiques sont
définies pour tous les pools de stockage, qui définissent le type Du niveau Silver. Les pools virtuels sont
définis dans le storage section. Dans cet exemple, certains pools de stockage définissent leur propre type et
certains d’entre eux remplacent les valeurs par défaut définies ci-dessus.

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
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SVIP: "<svip>:3260"

TenantName: "<tenant>"
UseCHAP: true
Types:

- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: '4'
zone: us-east-la
type: Gold
- labels:
performance: silver
cost: '3"
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: '2'"
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: '1'
zone: us-east-1d

Les définitions de classe de stockage suivantes font référence aux pools virtuels ci-dessus. A I'aide du
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parameters.selector Chaque classe de stockage indique quel(s) pool(s) virtuel(s) peut(s) étre utilisé(s)
pour héberger un volume. Les aspects définis dans le pool virtuel sélectionné seront définis pour le volume.

La premiére classe de stockage (solidfire-gold-four) sera mappé sur le premier pool virtuel. Il s’agit du
seul pool offrant des performances Gold avec un Volume Type QoS De l'or. La derniére classe de stockage

(solidfire-silver) appelle n'importe quel pool de stockage qui offre une performance silver. Astra Trident
va décider du pool virtuel sélectionné et s’assurer que les besoins en stockage sont satisfaits.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=gold; cost=4"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=3"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=bronze; cost=2"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=1"
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver"

fsType: "ext4d"
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Trouvez plus d’informations

* "Groupes d’accés de volume"

Pilotes SAN de ONTAP

Présentation du pilote SAN ONTAP

Découvrez comment configurer un back-end ONTAP avec les pilotes ONTAP et Cloud

Volumes ONTAP SAN.

Détails du pilote SAN ONTAP

ASTRA Trident fournit les pilotes de stockage SAN suivants pour communiquer avec le cluster ONTAP. Les
modes d’accés pris en charge sont : ReadWriteOnce (RWO), ReadOnlyMey (ROX), ReadWriteMaly (RWX),
ReadWriteOncePod (RWOP).

@ Si vous utilisez Astra Control pour la protection, la restauration et la mobilité, lisez Compatibilité
du pilote Astra Control.

Conducteur

ontap-san

ontap-san

ontap-san

Protocole Mode

Volume
ISCSI Bloc
ISCSI Systeme de
fichiers

NVMe/TCP Bloc

Reportez-
vous a la
section
Autres
considératio
ns relatives
au
NVMe/TCP.

Modes d’acces pris en
charge

RWO, ROX, RWX, RWOP

RWO, RWOP

ROX et RWX ne sont pas
disponibles en mode de
volume du systéme de
fichiers.

RWO, ROX, RWX, RWOP

Systémes de fichiers
pris en charge

Pas de systéme de
fichiers, périphérique de
bloc brut

xfs, ext3, ext4d

Pas de systeme de
fichiers, périphérique de
bloc brut

41


https://docs.netapp.com/fr-fr/trident-2402/trident-concepts/vol-access-groups.html

Conducteur Protocole Mode Modes d’acces pris en  Systémes de fichiers

Volume charge pris en charge
ontap-san NVMe/TCP Systéme de RWO, RWOP xfs, ext3, ext4
fichiers
Reportez- ROX et RWX ne sont pas
vous a la disponibles en mode de
section volume du systéme de
Autres fichiers.
considératio
ns relatives
au
NVMe/TCP.
ontap-san-economy ISCSI Bloc RWO, ROX, RWX, RWOP Pas de SyStéme de
fichiers, périphérique de
bloc brut
ontap-san-economy ISCSI Systeme de RWO, RWOP xfs, ext3, ext4d
fichiers

ROX et RWX ne sont pas
disponibles en mode de
volume du systéme de
fichiers.

Compatibilité du pilote Astra Control

Astra Control assure une protection, une reprise d’activité et une mobilité transparentes (en déplacant des
volumes entre les clusters Kubernetes) pour les volumes créés avec le systéeme ontap-nas, ontap-nas-
flexgroup, et ontap-san pilotes. Reportez-vous a la section "Conditions préalables a la réplication d’Astra
Control" pour plus d’informations.

* Utiliser ontap-san—-economy uniquement si le nombre d’utilisations du volume persistant
doit étre supérieur a "Limites de volume ONTAP prises en charge".

* Utiliser ontap-nas-economy uniquement si le nombre d’utilisations du volume persistant
@ doit étre supérieur a "Limites de volume ONTAP prises en charge" et le ontap-san-
economy le pilote ne peut pas étre utilisé.

* Ne pas utiliser ontap-nas-economy si vous prévoyez d’avoir besoin en termes de
protection des données, de reprise sur incident ou de mobilité.

Autorisations utilisateur

Astra Trident devrait étre exécuté en tant qu’administrateur de ONTAP ou du SVM, généralement a I'aide du
admin utilisateur du cluster ou un vsadmin Utilisateur d’'un SVM ou un utilisateur avec un autre nom qui a le
méme role. Pour les déploiements Amazon FSX pour NetApp ONTAP, Astra Trident devrait étre exécuté en
tant qu’administrateur ONTAP ou SVM, a l'aide du cluster £sxadmin utilisateur ou un vsadmin Utilisateur
d’un SVM ou un utilisateur avec un autre nom qui a le méme rdle. Le fsxadmin l'utilisateur remplace limitée
l'utilisateur administrateur du cluster.
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Si vous utilisez le 1imitAggregateUsage parametre, des autorisations d’administration du
@ cluster sont requises. Avec Amazon FSX pour NetApp ONTAP avec Astra Trident, le

limitAggregateUsage le parameétre ne fonctionne pas avec le vsadmin et £sxadmin

comptes d'utilisateur. L’'opération de configuration échoue si vous spécifiez ce parametre.

S’il est possible de créer au sein de ONTAP un réle plus restrictif qu’un pilote Trident peut utiliser, nous ne le
recommandons pas. La plupart des nouvelles versions de Trident appellent des API supplémentaires qui
devront étre prises en compte, ce qui complique les mises a niveau et risque d’erreurs.

Autres considérations relatives au NVMe/TCP

ASTRA Trident prend en charge le protocole NVMe (non-volatile Memory Express) a I'aide du ontap-san
pilote comprenant :

* IPv6
* Copies Snapshot et clones de volumes NVMe
* Redimensionnement d’un volume NVMe

 Importation d’'un volume NVMe créé en dehors d’Astra Trident afin que son cycle de vie puisse étre géré
par Astra Trident

* Chemins d’accés multiples natifs NVMe

* Arrét normal ou sans gracieuse des nceuds K8s (24.02)
ASTRA Trident ne prend pas en charge :

* DH-HMAC-CHAP pris en charge par NVMe de maniéere native
» Chemins d’acces multiples du mappeur de périphériques (DM)
* Cryptage LUKS

Préparez la configuration du systéme back-end avec les pilotes SAN ONTAP

Découvrez les exigences et les options d’authentification pour la configuration d’'un back-
end ONTAP avec des pilotes SAN ONTAP.

De formation

Pour tous les systémes back-end ONTAP, Astra Trident requiert au moins un agrégat affecté a la SVM.

N’oubliez pas que vous pouvez également exécuter plusieurs pilotes et créer des classes de stockage qui
pointent vers I'un ou 'autre. Par exemple, vous pouvez configurer un san-dev classe qui utilise le ontap-
san conducteur et a san-default classe qui utilise le ontap-san-economy une seule.

Tous vos noeuds workers Kubernetes doivent avoir installé les outils iISCSI appropriés. Reportez-vous a la
section "Préparez le nceud de travail" pour plus d’'informations.

Authentifiez le back-end ONTAP

Astra Trident propose deux modes d’authentification d’'un systéme back-end ONTAP.

» Basé sur les informations d’identification : nom d’utilisateur et mot de passe pour un utilisateur ONTAP
disposant des autorisations requises. Il est recommandé d’utiliser un roéle de connexion de sécurité
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prédéfini, par exemple admin ou vsadmin Pour garantir une compatibilité maximale avec les versions
ONTAP.

» Basé sur des certificats : Astra Trident peut également communiquer avec un cluster ONTAP a l'aide d’un
certificat installé sur le systeme back-end. Dans ce cas, la définition backend doit contenir des valeurs
encodées Baseb64 du certificat client, de la clé et du certificat d’autorité de certification de confiance, le cas
échéant (recommandé).

Vous pouvez mettre a jour les systémes back-end existants pour passer d’'une méthode basée sur les
identifiants a une méthode basée sur les certificats. Toutefois, une seule méthode d’authentification est prise
en charge a la fois. Pour passer a une méthode d’authentification différente, vous devez supprimer la méthode
existante de la configuration backend.

Si vous tentez de fournir les deux identifiants et les certificats, la création du back-end
@ échoue avec une erreur indiquant que plus d’'une méthode d’authentification a été fournie dans
le fichier de configuration.

Activer 'authentification basée sur les informations d’identification

Astra Trident nécessite les identifiants d’'un administrateur SVM-scoped/cluster-scoped pour communiquer
avec le ONTAP backend. Il est recommandé d’utiliser des réles standard prédéfinis tels que admin ou
vsadmin. Il est ainsi possible d’assurer une compatibilité avec les futures versions ’'ONTAP et d’exposer les
API de fonctionnalités a utiliser avec les futures versions d’Astra Trident. Un réle de connexion de sécurité
personnalisé peut étre créé et utilisé avec Astra Trident, mais il n’est pas recommandé.

Voici un exemple de définition du back-end :
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

Gardez a I'esprit que la définition du back-end est le seul endroit ou les informations d’identification sont
stockées en texte brut. Une fois le systéme backend créé, les noms d’utilisateur/mots de passe sont codés
avec Base64 et stockés sous forme de secrets Kubernetes. La création ou la mise a jour d’'un back-end est la
seule étape qui nécessite la connaissance des informations d’identification. Il s’agit donc d’'une opération
uniqguement administrative, qui doit étre effectuée par 'administrateur Kubernetes/du stockage.

Activer 'authentification basée sur certificat

Les systémes back-end, nouveaux et existants, peuvent utiliser un certificat et communiquer avec le systeme
back-end ONTAP. Trois parameétres sont requis dans la définition du back-end.

« ClientCertificate : valeur encodée en Base64 du certificat client.

+ ClientPrivateKey : valeur encodée en Base64 de la clé privée associée.

» TrustedCACertificate : valeur encodée Base64 du certificat CA de confiance. Si vous utilisez une autorité
de certification approuvée, ce parametre doit &tre fourni. Ceci peut étre ignoré si aucune autorité de
certification approuvée n’est utilisée.

Un flux de travail type comprend les étapes suivantes.

Etapes
1. Générez un certificat client et une clé. Lors de la génération, définissez le nom commun (CN) sur
I'utilisateur ONTAP pour qu’il s’authentifie.
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. Ajoutez un certificat d’autorité de certification de confiance au cluster ONTAP. Il se peut déja que
'administrateur de stockage gére cet espace. Ignorer si aucune autorité de certification approuvée n’est
utilisée.

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>
3. Installez le certificat client et la clé (a partir de I'étape 1) sur le cluster ONTAP.

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. Veérifiez que le role de connexion de sécurité ONTAP est pris en charge cert methode d’authentification.

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

5. Testez l'authentification a I'aide d’un certificat généré. Remplacer <ONTAP Management LIF> et <vserver
name> par Management LIF IP et SVM name.

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. Encodez le certificat, la clé et le certificat CA de confiance avec Base64.

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64
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7. Créez le back-end a I'aide des valeurs obtenues a partir de I'étape précédente.

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

fom - fom e -
fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

et Fom o e bt
fom - fom—m————— +

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fom - Fomm et i
e it fomm - +

Mettre a jour les méthodes d’authentification ou faire pivoter les informations d’identification

Vous pouvez mettre a jour un back-end existant pour utiliser une méthode d’authentification différente ou pour
faire pivoter leurs informations d’identification. Cela fonctionne de deux manieres : les systemes back-end qui
utilisent le nom d’utilisateur/mot de passe peuvent étre mis a jour pour utiliser des certificats ; les systemes
back-end qui utilisent des certificats peuvent étre mis a jour en fonction du nom d’utilisateur/mot de passe.
Pour ce faire, vous devez supprimer la méthode d’authentification existante et ajouter la nouvelle méthode
d’authentification. Utilisez ensuite le fichier backend.json mis a jour contenant les paramétres requis a exécuter
tridentctl backend update.
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

Lors de la rotation des mots de passe, 'administrateur du stockage doit d’abord mettre a jour le
mot de passe de l'utilisateur sur ONTAP. Cette opération est suivie d’'une mise a jour du back-

(D end. Lors de la rotation de certificats, plusieurs certificats peuvent étre ajoutés a I'utilisateur. Le
back-end est ensuite mis a jour pour utiliser le nouveau certificat, en suivant lequel I'ancien
certificat peut étre supprimé du cluster ONTAP.

La mise a jour d’'un back-end n’interrompt pas I'accés aux volumes qui ont déja été créés, et n’a aucun impact
sur les connexions de volume effectuées aprés. Une mise a jour réussie indique qu’Astra Trident peut
communiquer avec le systeme back-end ONTAP et gérer les opérations de volumes a venir.

Authentifier les connexions avec le protocole CHAP bidirectionnel

Astra Trident peut authentifier les sessions iSCSI avec le protocole CHAP bidirectionnel pour le ontap-san et
ontap-san-economy pilotes. Pour cela, il faut activer useCHAP dans votre définition backend. Lorsqu’il est
réglé sur true, Astra Trident configure la sécurité initiateur par défaut du SVM sur CHAP bidirectionnel et
définit le nom d’utilisateur et les secrets a partir du fichier back-end. NetApp recommande d’utiliser le protocole
CHAP bidirectionnel pour I'authentification des connexions. Voir I'exemple de configuration suivant :
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

Le useCHAP Parameétre est une option booléenne qui ne peut étre configurée qu’une seule fois.
Elle est définie sur FALSE par défaut. Une fois la valeur true définie, vous ne pouvez pas la
définir sur false.

En plus de useCHAP=true, le chapInitiatorSecret, chapTargetInitiatorSecret,
chapTargetUsername, et chapUsername les champs doivent étre inclus dans la définition back-end. Les
secrets peuvent étre modifiés apres la création d’'un back-end en cours d’exécution tridentctl update.

Comment cela fonctionne

Par réglage useCHAP A vrai dire, 'administrateur du stockage demande a Astra Trident de configurer le
protocole CHAP sur le systéme back-end. Ceci inclut les éléments suivants :

» Configuration du protocole CHAP sur le SVM :

> Si le type de sécurité initiateur par défaut du SVM est none (défini par défaut) et il n’y a pas de LUN
préexistantes déja présentes dans le volume, Astra Trident définit le type de sécurité par défaut sur
CHAP Et procédez a la configuration de I'initiateur CHAP et du nom d’utilisateur cible et des secrets.

o Sile SVM contient des LUN, Astra Trident n’active pas le protocole CHAP sur le SVM. Cela garantit
que l'acces aux LUNs déja présentes sur le SVM n’est pas restreint.

« Configuration de l'initiateur CHAP et du nom d’utilisateur cible et des secrets ; ces options doivent étre
spécifiées dans la configuration backend (comme indiqué ci-dessus).

Une fois le systéme back-end créé, Astra Trident crée un correspondant tridentbackend CRD et stocke les
secrets et noms d’utilisateur CHAP sous forme de secrets Kubernetes. Tous les volumes persistants créés par
Astra Trident sur ce back-end seront montés et rattachés au protocole CHAP.

Rotation des identifiants et mise a jour des systémes back-end

Vous pouvez mettre a jour les informations d’identification CHAP en mettant a jour les paramétres CHAP dans
le backend. json fichier. Cela nécessitera la mise a jour des secrets CHAP et I'utilisation de tridentctl
update pour refléter ces modifications.
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Lors de la mise a jour des secrets CHAP pour un back-end, vous devez utiliser tridentctl

@ pour mettre a jour le backend. Ne mettez pas a jour les identifiants du cluster de stockage via
l'interface de ligne de commande/ONTAP car Astra Trident ne pourra pas détecter ces
modifications.

cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rqgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- F——— +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o e Rt it e
o t———————— +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | 7

o o e
- e +

Les connexions existantes ne seront pas affectées. Elles restent actives si les identifiants sont mis a jour par
Astra Trident sur le SVM. Les nouvelles connexions utiliseront les informations d’identification mises a jour et
les connexions existantes continuent de rester actives. La déconnexion et la reconnexion des anciens volumes
persistants se traduront par I'utilisation des identifiants mis a jour.

Options et exemples de configuration des SAN ONTAP

Découvrez comment créer et utiliser les pilotes SAN ONTAP avec votre installation Astra
Trident. Cette section fournit des exemples de configuration back-end et des détails sur le
mappage des systémes back-end aux classes de stockage.
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Options de configuration du back-end

Voir le tableau suivant pour les options de configuration du back-end :

Paramétre Description
version

storageDrive Nom du pilote de stockage
rName

backendName Nom personnalisé ou systéme back-end de stockage

managementLI Adresse IP d’'un cluster ou d’'une LIF de management
F du SVM.

Un nom de domaine complet (FQDN) peut étre
spécifié.

Peut étre défini pour utiliser des adresses IPv6 si

Astra Trident a été installé a I'aide de l'indicateur IPv6.

Les adresses IPv6 doivent étre définies entre
crochets, par exemple

[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555

1.

Pour un basculement MetroCluster transparent,
reportez-vous au Exemple MetroCluster.

datallIF Adresse IP de la LIF de protocole.

Ne pas spécifier pour iSCSI. utilisations d’Astra
Trident "Mappage de LUN sélectif ONTAP" Pour
découvrir les LIFs iSCI nécessaires a I'établissement
d’'une session multi-chemin. Un avertissement est
génére si dataLIF est explicitement défini.

Omettre pour MetroCluster. Voir Exemple
MetroCluster.

svm Serveur virtuel de stockage a utiliser

Omettre pour MetroCluster. Voir Exemple
MetroCluster.

useCHAP Utilisez CHAP pour authentifier iSCSI pour les pilotes
SAN ONTAP [Boolean].

Réglez sur true Pour qu’Astra Trident configure et
utilise le protocole CHAP bidirectionnel comme
authentification par défaut pour la SVM donnée en
back-end. Reportez-vous a la section "Préparez la
configuration du systéme back-end avec les pilotes
SAN ONTAP" pour plus d’informations.

Valeur par défaut
Toujours 1

ontap-nas, ontap-nas-
economy, ontap-nas-
flexgroup, ontap-san, ontap-
san—-economy

Nom du pilote +" " + dataLIF

«10.0.0.1 », «
[2001:1234:abcd::fefe] »

Dérivé par la SVM

Dérivé d’'un SVM managementLIF
est spécifié

false
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Parameétre

chapInitiato
rSecret

labels

chapTargetIn
itiatorSecre
t

chapUsername

chapTargetUs
ername

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate

username

password

svm

storagePrefi
X

limitAggrega
teUsage
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Description

Secret de l'initiateur CHAP. Requis si useCHAP=true

Ensemble d’étiquettes arbitraires au format JSON a
appliquer aux volumes

Secret de linitiateur cible CHAP. Requis si
useCHAP=true

Nom d’utilisateur entrant. Requis si useCHAP=true

Nom d’utilisateur cible. Requis si useCHAP=true

Valeur encodée en Base64 du certificat client. Utilisé
pour l'authentification par certificat

Valeur encodée en Base64 de la clé privée du client.
Utilisé pour I'authentification par certificat

Valeur encodée en Base64 du certificat CA de
confiance. Facultatif. Utilisé pour I'authentification
basée sur des certificats.

Le nom d’utilisateur devait communiquer avec le
cluster ONTAP. Utilisé pour I'authentification basée
sur les identifiants.

Mot de passe requis pour communiquer avec le
cluster ONTAP. Utilisé pour I'authentification basée
sur les identifiants.

Serveur virtuel de stockage a utiliser

Préfixe utilisé pour le provisionnement des nouveaux
volumes dans la SVM.

Ne peut pas étre modifié ultérieurement. Pour mettre
a jour ce parametre, vous devez créer un nouveau
backend.

Echec du provisionnement si I'utilisation est
supérieure a ce pourcentage.

Si vous utilisez un systéme Amazon FSX pour le
systeme back-end NetApp ONTAP, ne spécifiez pas
limitAggregateUsage. Le fourni fsxadmin et
vsadmin Ne contiennent pas les autorisations
requises pour récupérer l'utilisation d’agrégats et le
limiter a 'aide d’Astra Trident.

Valeur par défaut

«

«

«

«

«

«

«

«

«

«

Dérivé d’'un SVM managementLIF
est spécifié

trident

«

»

»

»

»

»

» (non appliqué par défaut)



Paramétre Description Valeur par défaut

limitvVolumeS Echec du provisionnement si la taille du volume « » (non appliqué par défaut)
ize demandé est supérieure a cette valeur.

Restreint également la taille maximale des volumes
qu'il gére pour les gtrees et les LUN.

lunsPerFlexv Nombre maximal de LUN par FlexVol, doit étre 100
ol compris dans la plage [50, 200]

debugTraceFl Indicateurs de débogage a utiliser lors du dépannage. null
ags Exemple, {"api":false, "method":true}

Ne pas utiliser sauf si vous effectuez un dépannage et
que vous avez besoin d’un vidage de journal détaillé.

useREST Parametre booléen pour utiliser les API REST de false
ONTAP. Apercu technique

useREST est fourni sous forme d’apercu technique **
qui est recommandé pour les environnements de test
et non pour les charges de travail de production.
Lorsqu’il est réglé sur true, Astra Trident va utiliser
les APl REST de ONTAP pour communiquer avec le
systeme back-end. Cette fonctionnalité requiert
ONTAP 9.11.1 et versions ultérieures. En outre, le rle
de connexion ONTAP utilisé doit avoir acces au
ontap client supplémentaire. Ceci est satisfait par le
pré-défini vsadmin et cluster—-admin réles.

useREST N’est pas pris en charge par MetroCluster.

useREST Est pleinement qualifié pour NVMe/TCP.

sanType Utilisez pour sélectionner i scsi Pour iSCSI ou nvme iscsi sivide
Pour NVMe/TCP.

Options de configuration back-end pour les volumes de provisionnement

Vous pouvez contrbler le provisionnement par défaut a I'aide de ces options dans defaults section de la
configuration. Pour un exemple, voir les exemples de configuration ci-dessous.

Paramétre Description Valeur par défaut
spaceAllocat Allocation d’espace pour les LUN « vrai »
ion

spaceReserve Mode de réservation d’espace ; « aucun » (fin) ou «  « aucun »
volume » (épais)

snapshotPoli Regle Snapshot a utiliser « aucun »
cy



Parameétre

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

luksEncrypti
on

securityStyl
e

tieringPolic
y

Description

QoS policy group a affecter pour les volumes créés.
Choisissez une de qosPolicy ou adaptiveQosPolicy
par pool de stockage/back-end.

Avec Astra Trident, les groupes de régles de QoS
doivent étre utilisés avec ONTAP 9.8 ou version
ultérieure. Nous recommandons I'utilisation d’un
groupe de regles de qualité de service non partagé et
nous assurer que le groupe de regles est appliqué a
chaque composant individuellement. Un groupe de
régles de QoS partagé appliquera le plafond du débit
total de toutes les charges de travail.

Groupe de régles de QoS adaptative a attribuer aux
volumes créés. Choisissez une de qosPolicy ou
adaptiveQosPolicy par pool de stockage/back-end

Pourcentage de volume réservé pour les snapshots

Séparer un clone de son parent lors de sa création

Activez NetApp Volume Encryption (NVE) sur le
nouveau volume. La valeur par défaut est false.
Pour utiliser cette option, NVE doit étre sous licence
et activé sur le cluster.

Si NAE est activé sur le back-end, tous les volumes
provisionnés dans Astra Trident seront activés par
NAE.

Pour plus d’informations, se reporter a :
"Fonctionnement d’Astra Trident avec NVE et NAE".

Activez le cryptage LUKS. Reportez-vous a la section
"Utiliser la configuration de clé unifiée Linux (LUKS)".

Le cryptage LUKS n’est pas pris en charge pour
NVMe/TCP.

Style de sécurité pour les nouveaux volumes

Régle de hiérarchisation a utiliser « aucun »

Exemples de provisionnement de volumes

Voici un exemple avec des valeurs par défaut définies :
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Valeur par défaut

«»

«»

« 0 » si snapshotPolicy est «
aucun », sinon « »

« faux »

« faux »

«»

unix

« Snapshot uniquement » pour la
configuration SVM-DR antérieure a
ONTAP 9.5
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
qgosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

Pour tous les volumes créés a l'aide de ontap-san Avec d’autres pilotes, Astra Trident ajoute
une capacité supplémentaire de 10 % au systéme FlexVol pour prendre en charge les
meétadonnées de LUN. La LUN sera provisionnée avec la taille exacte que I'utilisateur demande

(D dans la demande de volume persistant. Astra Trident ajoute 10 % au systéme FlexVol (dont la
taille disponible dans ONTAP). Les utilisateurs obtiennent a présent la capacité utilisable
requise. Cette modification empéche également que les LUN ne soient en lecture seule, a
moins que I'espace disponible soit pleinement utilisé. Cela ne s’applique pas a I'économie
d’ontap-san.

Pour les systemes back-end définis snapshotReserve, Astra Trident calcule la taille des volumes comme
suit :

Total volume size = [ (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

Le modéle 1.1 est le modele 10 % d’Astra Trident supplémentaire qui s’ajoute a la baie FlexVol pour prendre
en charge les métadonnées de la LUN. Pour snapshotReserve =5 % et demande de volume persistant = 5
Gio, la taille totale du volume est de 5,7 Gio et la taille disponible est de 5,5 Gio. Le volume show la
commande doit afficher des résultats similaires a cet exemple :
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Volume Aggregate State i Available Used%

_pvc_89flcl56_3801_4ded_9f9d_034d54c39514
online RW 18GB 5.00GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd

online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951la_@Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

Actuellement, le redimensionnement est le seul moyen d’utiliser le nouveau calcul pour un volume existant.

Exemples de configuration minimaux

Les exemples suivants montrent des configurations de base qui laissent la plupart des paramétres par défaut.
C’est la fagon la plus simple de définir un back-end.

@ Si vous utilisez Amazon FSX sur NetApp ONTAP avec Astra Trident, nous vous recommandons
de spécifier des noms DNS pour les LIF au lieu d’adresses IP.

Exemple de SAN ONTAP

Il s’agit d’'une configuration de base utilisant le ontap-san conducteur.

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin
password: <password>

Exemple d’économie SAN ONTAP

version: 1

storageDriverName: ontap-san-—-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

username: vsadmin

password: <password>
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Exemple MetroCluster

Vous pouvez configurer le back-end pour éviter d’avoir a mettre a jour manuellement la définition du
back-end aprés le basculement et le rétablissement pendant "Réplication et restauration des SVM".

Pour un basculement et un rétablissement fluides, préciser le SVM en utilisant managementLIF et
omettre le dataLIF et svm paramétres. Par exemple :

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

Exemple d’authentification basée sur un certificat

Dans cet exemple de configuration de base clientCertificate, clientPrivateKey, et
trustedCACertificate (Facultatif, si vous utilisez une autorité de certification approuvée) est
renseigné backend. json Et prendre les valeurs codées en base64 du certificat client, de la clé privée et
du certificat CA de confiance, respectivement.

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
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Exemples CHAP bidirectionnels

Ces exemples créent un backend avec useCHAP réglez sur true.

Exemple CHAP de SAN ONTAP

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm _iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

Exemple CHAP d’économie SAN ONTAP

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>
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Exemple NVMe/TCP

Un SVM doit étre configuré avec NVMe sur votre back-end ONTAP. Il s’agit d’'une configuration back-end
de base pour NVMe/TCP.

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

SVmMm: svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

Exemples de systémes back-end avec pools virtuels

Dans ces exemples de fichiers de définition back-end, des valeurs par défaut spécifiques sont définies pour
tous les pools de stockage, tels que spaceReserve aucune, spaceAllocation lors de la fausse idée, et
encryption faux. Les pools virtuels sont définis dans la section stockage.

ASTRA Trident définit les étiquettes de provisionnement dans le champ « Commentaires ». Les commentaires

sont définis sur le FlexVol. Astra Trident copie toutes les étiquettes présentes sur un pool virtuel vers le volume
de stockage lors du provisionnement. Pour plus de commaodité, les administrateurs du stockage peuvent définir
des étiquettes par pool virtuel et les volumes de groupe par étiquette.

Dans ces exemples, certains pools de stockage sont définis comme étant leurs propres spaceReserve,
spaceAllocation, et encryption et certains pools remplacent les valeurs par défaut.
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Exemple de SAN ONTAP
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version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'

gosPolicy: standard
labels:
store: san store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000"
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000'
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

qosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



Exemple d’économie SAN ONTAP

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store
region: us east 1
storage:
- labels:
app: oracledb
cost: '30'
zone: us_ east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20"'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10"
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
- labels:
department: legal
creditpoints: '5000'
zone: us_east lc
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defaults:
spaceAllocation: 'true'
encryption: 'false'

Exemple NVMe/TCP

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme_Svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: 'false'
encryption: 'true'
storage:
- labels:
app: testApp
cost: '20'
defaults:
spaceAllocation: 'false'
encryption: 'false'

Mappage des systémes back-end aux classes de stockage

Les définitions de classe de stockage suivantes font référence au Exemples de systemes back-end avec pools
virtuels. A l'aide du parameters.selector Chaque classe de stockage indique quels pools virtuels peuvent
étre utilisés pour héberger un volume. Les aspects définis dans le pool virtuel sélectionné seront définis pour le
volume.

* Le protection-gold StorageClass est mappé sur le premier pool virtuel du ontap-san back-end. Il
s’agit du seul pool offrant une protection de niveau Gold.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* Le protection-not-gold StorageClass sera mappé au deuxieme et au troisieme pool virtuel dans
ontap-san back-end. Ce sont les seuls pools offrant un niveau de protection autre que Gold.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* Le app-mysqgldb StorageClass sera mappé sur le troisieme pool virtuel dans ontap-san-economy
back-end. Il s’agit du seul pool offrant la configuration du pool de stockage pour I'application de type
mysqldb.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* Le protection-silver-creditpoints-20k StorageClass sera mappé sur le second pool virtuel
dans ontap-san back-end. Il s’agit de la seule piscine offrant une protection de niveau argent et 20000
points de crédit.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* Le creditpoints-5k StorageClass sera mappé sur le troisieme pool virtuel dans ontap-san back-end
et le quatrieme pool virtuel dans ontap-san-economy back-end. Il s’agit des seules offres de pool avec
5000 points de crédit.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:

selector: "creditpoints=5000"

fsType: "ext4d"

* Lemy-test-app-sc La classe de stockage est mappée sur testAPP pool virtuel dans ontap-san
pilote avec sanType: nvme. |l s'agit de la seule offre de piscine testApp.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Astra Trident va décider du pool virtuel sélectionné et s’assurer que les besoins en stockage sont satisfaits.

Pilotes NAS ONTAP

Présentation du pilote NAS ONTAP

Découvrez comment configurer un back-end ONTAP avec les pilotes ONTAP et NAS
Cloud Volumes ONTAP.
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Détails du pilote NAS ONTAP

ASTRA Trident fournit les pilotes de stockage NAS suivants pour communiquer avec le cluster ONTAP. Les
modes d’acces pris en charge sont : ReadWriteOnce (RWO), ReadOnlyMey (ROX), ReadWriteMaly (RWX),
ReadWriteOncePod (RWOP).

@ Si vous utilisez Astra Control pour la protection, la restauration et la mobilité, lisez Compatibilite
du pilote Astra Control.

Conducteur Protocole Mode Modes d’accés pris en  Systémes de fichiers
Volume charge pris en charge
ontap-nas NFS Systeme de  RWO, ROX, RWX, RWOP « », nfs, smb
PME fichiers
ontap-nas-economy NFS Systeme de  RWO, ROX, RWX, RWOP « », nfs, smb
PME fichiers
ontap-nas-flexgroup NFS Systeme de  RWO, ROX, RWX, RWOP « », nfs, smb
PME fichiers

Compatibilité du pilote Astra Control

Astra Control assure une protection, une reprise d’activité et une mobilité transparentes (en déplacant des
volumes entre les clusters Kubernetes) pour les volumes créés avec le systeme ontap-nas, ontap-nas-
flexgroup, et ontap-san pilotes. Reportez-vous a la section "Conditions prealables a la réplication d’Astra
Control" pour plus d’'informations.

* Utiliser ontap-san-economy uniquement si le nombre d’utilisations du volume persistant
doit étre supérieur a "Limites de volume ONTAP prises en charge".

* Utiliser ontap-nas-economy uniquement si le nombre d’utilisations du volume persistant
@ doit étre supérieur a "Limites de volume ONTAP prises en charge" et le ontap-san-
economy le pilote ne peut pas étre utilisé.

* Ne pas utiliser ontap-nas—-economy si vous prévoyez d’avoir besoin en termes de
protection des données, de reprise sur incident ou de mobilité.

Autorisations utilisateur

Astra Trident devrait étre exécuté en tant qu’administrateur de ONTAP ou du SVM, généralement a l'aide du
admin utilisateur du cluster ou un vsadmin Utilisateur d'un SVM ou un utilisateur avec un autre nom qui a le
méme rble.

Pour les déploiements Amazon FSX pour NetApp ONTAP, Astra Trident devrait étre exécuté en tant
gu’administrateur ONTAP ou SVM, a l'aide du cluster fsxadmin utilisateur ou un vsadmin Utilisateur d’un
SVM ou un utilisateur avec un autre nom qui a le méme role. Le £sxadmin l'utilisateur remplace limitée
I'utilisateur administrateur du cluster.
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Si vous utilisez le 1imitAggregateUsage parametre, des autorisations d’administration du
@ cluster sont requises. Avec Amazon FSX pour NetApp ONTAP avec Astra Trident, le

limitAggregateUsage le parameétre ne fonctionne pas avec le vsadmin et £sxadmin

comptes d'utilisateur. L’'opération de configuration échoue si vous spécifiez ce parametre.

S’il est possible de créer au sein de ONTAP un réle plus restrictif qu’un pilote Trident peut utiliser, nous ne le
recommandons pas. La plupart des nouvelles versions de Trident appellent des API supplémentaires qui
devront étre prises en compte, ce qui complique les mises a niveau et risque d’erreurs.

Préparez la configuration d’un systéme back-end avec les pilotes NAS ONTAP

Découvrez les exigences, les options d’authentification et les régles d’exportation pour la
configuration d’'un back-end ONTAP avec des pilotes NAS ONTAP.

De formation

* Pour tous les systemes back-end ONTAP, Astra Trident requiert au moins un agrégat affecté a la SVM.

* Vous pouvez executer plusieurs pilotes et créer des classes de stockage qui pointent vers I'un ou 'autre.
Par exemple, vous pouvez configurer une classe Gold qui utilise le ontap-nas Pilote et une classe
Bronze qui utilise le ontap-nas-economy une seule.

» Tous vos nceuds workers Kubernetes doivent avoir installé les outils NFS appropriés. Reportez-vous a la
section "ici" pour en savoir plus.

 Astra Trident prend en charge les volumes SMB montés sur des pods qui s’exécutent uniquement sur des
nceuds Windows. Reportez-vous a la section Préparez-vous au provisionnement des volumes SMB pour
plus d’informations.

Authentifiez le back-end ONTAP

Astra Trident propose deux modes d’authentification d’un systéme back-end ONTAP.

» Basé sur les informations d’identification : ce mode requiert des autorisations suffisantes pour le backend
ONTARP. Il est recommandé d’utiliser un compte associé a un réle de connexion de sécurité prédéfini, par
exemple admin ou vsadmin Pour garantir une compatibilité maximale avec les versions ONTAP.

» Basé sur un certificat : ce mode nécessite I'installation d’un certificat sur le back-end pour qu’Astra Trident
puisse communiquer avec un cluster ONTAP. Dans ce cas, la définition backend doit contenir des valeurs
encodées Base64 du certificat client, de la clé et du certificat d’autorité de certification de confiance, le cas
échéant (recommandé).

Vous pouvez mettre a jour les systémes back-end existants pour passer d’'une méthode basée sur les
identifiants a une méthode basée sur les certificats. Toutefois, une seule méthode d’authentification est prise
en charge a la fois. Pour passer a une méthode d’authentification différente, vous devez supprimer la méthode
existante de la configuration backend.

Si vous tentez de fournir les deux identifiants et les certificats, la création du back-end
@ échoue avec une erreur indiquant que plus d’'une méthode d’authentification a été fournie dans
le fichier de configuration.

Activer 'authentification basée sur les informations d’identification

Astra Trident nécessite les identifiants d’'un administrateur SVM-scoped/cluster-scoped pour communiquer
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avec le ONTAP backend. Il est recommandé d'utiliser des roles standard prédéfinis tels que admin ou
vsadmin. Il est ainsi possible d’assurer une compatibilité avec les futures versions dONTAP et d’exposer les
API de fonctionnalités a utiliser avec les futures versions d’Astra Trident. Un réle de connexion de sécurité
personnalisé peut étre créé et utilisé avec Astra Trident, mais il n’est pas recommandé.

Voici un exemple de définition du back-end :

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
datalIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

Gardez a I'esprit que la définition du back-end est le seul endroit ou les informations d’identification sont
stockées en texte brut. Une fois le systeme backend créé, les noms d’utilisateur/mots de passe sont codés
avec Baseb64 et stockés sous forme de secrets Kubernetes. La création/la conversion d’'un back-end est la
seule étape qui nécessite la connaissance des informations d’identification. Il s’agit donc d’une opération
uniguement administrative, qui doit étre effectuée par 'administrateur Kubernetes/du stockage.

Activez ’authentification basée sur les certificats

Les systemes back-end, nouveaux et existants, peuvent utiliser un certificat et communiquer avec le systeme
back-end ONTAP. Trois paramétres sont requis dans la définition du back-end.

* ClientCertificate : valeur encodée en Base64 du certificat client.

* ClientPrivateKey : valeur encodée en Base64 de la clé privée associée.

» TrustedCACertificate : valeur encodée Base64 du certificat CA de confiance. Si vous utilisez une autorité
de certification approuvée, ce parametre doit &tre fourni. Ceci peut étre ignoré si aucune autorité de

68



certification approuvée n’est utilisée.
Un flux de travail type comprend les étapes suivantes.

Etapes
1. Générez un certificat client et une clé. Lors de la génération, définissez le nom commun (CN) sur
l'utilisateur ONTAP pour qu’il s’authentifie.

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. Ajoutez un certificat d’autorité de certification de confiance au cluster ONTAP. Il se peut déja que
'administrateur de stockage gére cet espace. Ignorer si aucune autorité de certification approuvée n’est
utilisée.

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver—-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. Installez le certificat client et la clé (a partir de I'étape 1) sur le cluster ONTAP.

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. Vérifiez que le role de connexion de sécurité ONTAP est pris en charge cert methode d’authentification.

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -—-application http

—authentication-method cert -vserver <vserver—-name>

5. Testez I'authentification a I'aide d’un certificat généré. Remplacer <ONTAP Management LIF> et <vserver
name> par Management LIF IP et SVM name. Vous devez vous assurer que le LIF a sa politique de
service définie sur default-data-management.

curl -X POST -Lk https://<ONTAP-Management-—
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'
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6. Encodez le certificat, la clé et le certificat CA de confiance avec Base64.

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

7. Créez le back-end a I'aide des valeurs obtenues a partir de I'étape précédente.

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...OVaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

e fom o e e s
e fremememm=s I

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

S e et e et
fem====== fememe==== 4

| NasBackend | ontap-nas | 98el9b74-aecT-4a3d-8dcf-128e5033b214 |
online | 9 |

femmmmmmmm== R fes==s=ss=sscscscssossssssssssssss=sa==
from e fr e +

Mettre a jour les méthodes d’authentification ou faire pivoter les informations d’identification

Vous pouvez mettre a jour un back-end existant pour utiliser une méthode d’authentification différente ou pour
faire pivoter leurs informations d’identification. Cela fonctionne de deux maniéres : les systémes back-end qui
utilisent le nom d’utilisateur/mot de passe peuvent étre mis a jour pour utiliser des certificats ; les systémes
back-end qui utilisent des certificats peuvent étre mis a jour en fonction du nom d’utilisateur/mot de passe.
Pour ce faire, vous devez supprimer la méthode d’authentification existante et ajouter la nouvelle méthode
d’authentification. Utilisez ensuite le fichier backend.json mis a jour contenant les parameétres requis a exécuter
tridentctl update backend.
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +

Lors de la rotation des mots de passe, 'administrateur du stockage doit d’abord mettre a jour le
mot de passe de l'utilisateur sur ONTAP. Cette opération est suivie d’'une mise a jour du back-

@ end. Lors de la rotation de certificats, plusieurs certificats peuvent étre ajoutés a I'utilisateur. Le
back-end est ensuite mis a jour pour utiliser le nouveau certificat, en suivant lequel 'ancien
certificat peut étre supprimé du cluster ONTAP.

La mise a jour d’'un back-end n’interrompt pas I'accés aux volumes qui ont déja été créés, et n’a aucun impact
sur les connexions de volume effectuées aprés. Une mise a jour réussie indique qu’Astra Trident peut
communiquer avec le systeme back-end ONTAP et gérer les opérations de volumes a venir.

Gestion des régles d’exportation NFS

Astra Trident utilise les régles d’exportation NFS pour contréler 'accés aux volumes qu’il provisionne.
Astra Trident propose deux options pour 'utilisation des régles d’exportation :

 Astra Trident peut gérer la regle d’exportation de maniere dynamique. Dans ce mode de fonctionnement,
'administrateur du stockage spécifie une liste de blocs CIDR qui représentent les adresses IP admissibles.
Astra Trident ajoute automatiquement des adresses IP de nceud qui font partie de ces plages a la regle
d’exportation. En outre, lorsqu’aucun CIDRS n’est spécifié, toute adresse IP unicast globale trouvée sur les
nceuds est ajoutée a la regle d’exportation.
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* Les administrateurs du stockage peuvent créer une export-policy et ajouter des régles manuellement.
Astra Trident utilise la export policy par défaut, sauf si un nom différent de export policy est spécifié dans la
configuration.

Gérez les regles d’exportation de maniére dynamique

ASTRA Trident permet de gérer dynamiquement les régles d’exportation pour les systéemes ONTAP back-end.
Cela permet a 'administrateur du stockage de spécifier un espace d’adresse autorisé pour les adresses IP du
nceud de travail, au lieu de définir manuellement des régles explicites. Il simplifie considérablement la gestion
des export policy ; les modifications apportées a I'export policy ne nécessitent plus d’intervention manuelle sur
le cluster de stockage. De plus, cela permet de limiter 'acces au cluster de stockage uniquement aux nceuds
workers dont les adresses IP sont comprises dans la plage spécifiée, ce qui prend en charge une gestion
automatisée et précise.

N’utilisez pas NAT (Network Address Translation) lorsque vous utilisez des stratégies

@ d’exportation dynamiques. Avec NAT, le contréleur de stockage voit I'adresse NAT front-end et
non I'adresse IP réelle de I'h6te. L'accés sera donc refusé lorsqu’aucune correspondance n’est
trouvée dans les régles d’exportation.

Exemple

Deux options de configuration doivent étre utilisées. Voici un exemple de définition de back-end :

version: 1

storageDriverName: ontap-nas
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

Lorsque vous utilisez cette fonctionnalité, vous devez vous assurer que la jonction root dans

(D votre SVM posséde une export policy préecédemment créée avec une régle d’exportation qui
autorise le bloc CIDR (comme la export policy par défaut) du nceud. Suivez toujours les bonnes
pratiques recommandées par NetApp pour dédier un SVM a Astra Trident.

Voici une explication du fonctionnement de cette fonction a l'aide de I'exemple ci-dessus :

* autoExportPolicy est défini sur true. Cela signifie qu’Astra Trident va créer une export policy pour le
svml SVM et gere 'ajout et la suppression de regles a 'aide de autoExportCIDRs blocs d’adresse. Par
exemple, un backend avec UUID 403b5326-8482-40db-96d0-d83fb3f4daec et autoExportPolicy
réglez sur true crée une export-policy nommée trident-403b5326-8482-40db-96d0-
d83fb3f4daec Surle SVM.

* autoExportCIDRs contient une liste de blocs d’adresses. Ce champ est facultatif et il prend par défaut la
valeur ["0.0.0.0/0", ":/0"]. S'’il n’est pas défini, Astra Trident ajoute toutes les adresses de diffusion
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individuelle a périmétre global présentes sur les nceuds du worker.

Dans cet exemple, le 192.168.0.0/24 I'espace d’adressage est fourni. Cela indique que les adresses IP
des nceuds Kubernetes qui appartiennent a cette plage d’adresse seront ajoutées a la régle d’exportation
créée par Astra Trident. Lorsque Astra Trident enregistre un nceud sur lequel il s’exécute, il récupeére les
adresses IP du nceud et les vérifie par rapport aux blocs d’adresse fournis dans autoExportCIDRs. Aprés
avoir filtrage les adresses IP, Astra Trident crée des régles de politique d’exportation pour les adresses IP
clientes qu’il détecte, avec une régle pour chaque noeud qu'il identifie.

Vous pouvez mettre a jour autoExportPolicy et autoExportCIDRs pour les systéemes back-end aprés
leur création. Vous pouvez ajouter de nouveaux rapports CIDR pour un back-end qui est géré
automatiquement ou supprimé des rapports CIDR existants. Faites preuve de prudence lors de la suppression
des CIDR pour vous assurer que les connexions existantes ne sont pas tombées. Vous pouvez également
choisir de désactiver autoExportPolicy pour un back-end et revient a une export policy créée
manuellement. Pour ce faire, vous devrez définir le exportPolicy dans votre configuration backend.

Aprés la création ou la mise a jour d’Astra Trident, vous pouvez vérifier le systéme back-end a I'aide de
tridentctl ou le correspondant tridentbackend CRD :

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""

chapTargetUsername:
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>

fileSystemType: ext4

Lorsque des nceuds sont ajoutés a un cluster Kubernetes et enregistrés avec le contréleur Trident Astra, les
regles d’exportation des systémes back-end existants sont mises a jour (a condition qu’elles tombent dans la
plage d’adresse spécifiée dans la autoExportCIDRs pour le back-end).

Lorsqu’un nceud est retiré, Astra Trident vérifie tous les systémes back-end en ligne afin de supprimer la regle
d’acces du nceud. En supprimant cette IP de nceud des régles d’exportation des systémes back-end gérés,
Astra Trident empéche les montages erratiques, a moins que cette adresse IP soit réutilisée par un nouveau
nceud du cluster.
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Pour les systémes back-end existants, mise a jour du systéme back-end avec tridentctl update
backend S’assure qu’Astra Trident gére automatiquement les regles d’exportation. Cela créera une nouvelle
export policy nommée apres que I'UUID du back-end et les volumes présents sur le back-end utiliseront la
nouvelle export policy créée lorsqu’ils sont a nouveau montés.

La suppression d’'un back-end avec des régles d’exportation gérées automatiquement
supprimera I'export policy créée de maniere dynamique. Si le back-end est recréés, il est traité
comme un nouveau backend et entraine la création d’'une nouvelle export policy.

Si 'adresse IP d’un nceud actif est mise a jour, vous devez redémarrer le pod Astra Trident sur le nceud. Astra
Trident va ensuite mettre a jour la régle d’exportation pour les systémes back-end qu’il gére pour tenir compte
de ce changement d’IP.

Préparez-vous au provisionnement des volumes SMB

Avec un peu de préparation supplémentaire, vous pouvez provisionner des volumes SMB a 'aide de ontap-
nas pilotes.

On doit configurer les protocoles NFS et SMB/CIFS sur le SVM pour créer un ontap-nas-
economy Volume SMB pour ONTAP sur site. La configuration de I'un de ces protocoles entraine
I'échec de la création du volume SMB.

Avant de commencer
Avant de pouvoir provisionner des volumes SMB, vous devez disposer des éléments suivants :

* Cluster Kubernetes avec un nceud de contrdleur Linux et au moins un noeud worker Windows exécutant
Windows Server 2019. Astra Trident prend en charge les volumes SMB montés sur des pods qui
s’exécutent uniquement sur des nceuds Windows.

* Au moins un secret Astra Trident contenant vos identifiants Active Directory. Pour générer un secret
smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* Un proxy CSI configuré en tant que service Windows. Pour configurer un csi-proxy, voir "GitHub : proxy
CSI" ou "GitHub : proxy CSI pour Windows" Pour les nceuds Kubernetes s’exécutant sur Windows.

Etapes
1. Pour ONTAP sur site, vous pouvez choisir de créer un partage SMB ou Astra Trident peut en créer un pour
VOus.

@ Les partages SMB sont requis pour Amazon FSX pour ONTAP.

Vous pouvez créer les partages d’administration SMB de deux maniéres a 'aide de I' "Console de gestion
Microsoft" Dossier partagé snap-in ou a l'aide de l'interface de ligne de commande ONTAP. Pour créer les
partages SMB a I'aide de I'interface de ligne de commandes ONTAP :

a. Si nécessaire, créez la structure du chemin d’accés au répertoire pour le partage.

Le vserver cifs share create commande vérifie le chemin spécifié dans I'option -path lors de la
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création du partage. Si le chemin spécifié n’existe pas, la commande échoue.

b. Créer un partage SMB associé au SVM spécifié :

vserver cifs share create -vserver vserver name -share-name

share name -path path [-share-properties share properties,...]

[other attributes] [-comment text]

c. Vérifiez que le partage a été créé :

vserver cifs share show -share-name share name

@ Reportez-vous a la section "Créez un partage SMB" pour en savoir plus.

2. Lors de la création du back-end, vous devez configurer le suivant pour spécifier les volumes SMB. Pour
toutes les options de configuration back-end FSX pour ONTAP, voir "Exemples et options de configuration

de FSX pour ONTAP".

Parameétre

smbShare

nasType

securityStyle

unixPermissions

Description Exemple

Vous pouvez indiquer I'un des éléments suivants : le smb-share
nom d’un partage SMB créé a l'aide de la console

de gestion Microsoft ou de l'interface de ligne de

commandes ONTAP ; un nom permettant a Astra

Trident de créer le partage SMB. Vous pouvez

également laisser vide le parameétre pour empécher

'accés a un partage commun aux volumes.

Ce parametre est facultatif pour les ONTAP sur site.

Ce parameétre est requis pour Amazon FSX pour les
systemes back-end ONTAP et ne peut pas étre
vide.

Doit étre défini sur smb. si elle est nulle, la valeur smb
par défaut est nfs.

Style de sécurité pour les nouveaux volumes. ntfs ou mixed Pour les
volumes SMB

Doit étre défini sur ntfs ou mixed Pour les

volumes SMB.

Mode pour les nouveaux volumes. Doit rester vide « »
pour les volumes SMB.

Options et exemples de configuration du NAS ONTAP

Découvrez comment créer et utiliser des pilotes NAS ONTAP avec votre installation Astra
Trident. Cette section fournit des exemples de configuration back-end et des détails sur le
mappage des systémes back-end aux classes de stockage.
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Options de configuration du back-end

Voir le tableau suivant pour les options de configuration du back-end :

Parametre
version

storageDrive
rName

backendName

managementLI
F

dataLIF
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Description Valeur par défaut
Toujours 1
Nom du pilote de stockage « ontap-nas », « ontap-nas-

economy », « ontap-nas-flexgroup
», « ontap-san », « ontap-san-
economy »

Nom personnalisé ou systéeme back-end de stockage Nom du pilote +" " + dataLIF

Adresse IP d'un cluster ou d’une LIF de gestion SVM  « 10.0.0.1 », «
[2001:1234:abcd::fefe] »

Un nom de domaine complet (FQDN) peut étre

spécifié.

Peut étre défini pour utiliser des adresses IPv6 si
Astra Trident a été installé a I'aide de l'indicateur IPv6.
Les adresses IPv6 doivent étre définies entre
crochets, par exemple
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555

1.

Pour un basculement MetroCluster transparent,
reportez-vous au Exemple MetroCluster.

Adresse IP de la LIF de protocole. Adresse spécifiée ou dérivée d'un
SVM, si non spécifiée (non

Nous vous recommandons de spécifier dataLIF. Si recommande)

elle n'est pas fournie, Astra Trident extrait les LIF de

données du SVM. Vous pouvez spécifier un nom de

domaine complet (FQDN) a utiliser pour les

opérations de montage NFS, permettant de créer un

DNS Round-Robin pour équilibrer la charge sur

plusieurs LIF de données.

Peut étre modifié apres le réglage initial. Reportez-
vous a la section .

Peut étre défini pour utiliser des adresses IPV6 si
Astra Trident a été installé a I'aide de l'indicateur IPv6.
Les adresses IPv6 doivent étre définies entre
crochets, par exemple
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555

1.

Omettre pour MetroCluster. Voir Exemple
MetroCluster.



Parameétre

svm

autoExportPo
licy

autoExportCI
DRs

labels

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate
username

password

storagePrefi
X

limitAggrega
teUsage

limitVolumeS
ize

Description

Serveur virtuel de stockage a utiliser

Omettre pour MetroCluster. Voir Exemple
MetroCluster.

Activer la création et la mise a jour automatiques des
régles d’exportation [booléennes].

A l'aide du autoExportPolicy et
autoExportCIDRs Avec Astra Trident, il peut gérer
automatiquement les regles d’exportation.

Liste des CIDR permettant de filtrer les adresses IP
des nceuds Kubernetes par rapport a quand
autoExportPolicy est activé.

A l'aide du autoExportPolicy et
autoExportCIDRs Avec Astra Trident, il peut gérer
automatiquement les régles d’exportation.

Ensemble d’étiquettes arbitraires au format JSON a
appliquer aux volumes

Valeur encodée en Base64 du certificat client. Utilisé
pour l'authentification par certificat

Valeur encodée en Base64 de la clé privée du client.
Utilisé pour I'authentification par certificat

Valeur encodée en Base64 du certificat CA de
confiance. Facultatif. Utilisé pour I'authentification par
certificat

Nom d’utilisateur pour la connexion au cluster/SVM.
Utilisé pour I'authentification basée sur les identifiants

Mot de passe pour la connexion au cluster/SVM.
Utilisé pour I'authentification basée sur les identifiants

Préfixe utilisé pour le provisionnement des nouveaux
volumes dans la SVM. Ne peut pas étre mis a jour
une fois que vous l'avez défini

Echec du provisionnement si I'utilisation est
supérieure a ce pourcentage.

Ne s’applique pas a Amazon FSX pour ONTAP

Echec du provisionnement si la taille du volume
demandé est supérieure a cette valeur.

Restreint également la taille maximale des volumes
qu’il gére pour les qtrees et les LUN, et la
gtreesPerFlexvol L'option permet de
personnaliser le nombre maximal de gtree par
FlexVol.

Valeur par défaut

Dérivé d’'un SVM managementLIF

est spécifié

faux

['0.0.0.0/0", ":/0"]"

«»

«»

«€«»

«»

« trident »

« » (non appliqué par défaut)

« » (non appliqué par défaut)
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Parameétre

lunsPerFlexv
ol

debugTraceFl
ags

nasType

nfsMountOpti
ons

gtreesPerFle
xvol

smbShare
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Description Valeur par défaut

Nombre maximal de LUN par FlexVol, doit étre « 100 »
compris dans la plage [50, 200]

Indicateurs de débogage a utiliser lors du dépannage. nul
Exemple, {"api":false, "method":true}

Ne pas utiliser debugTraceFlags a moins que vous
ne soyez en mesure de dépanner et que vous ayez
besoin d’'un vidage détaillé des journaux.

Configurez la création de volumes NFS ou SMB. nfs

Les options sont nfs, smb ou nul. La valeur null par
défaut sur les volumes NFS.

Liste des options de montage NFS séparée pardes  « »
virgules.

Les options de montage des volumes Kubernetes
persistants sont généralement spécifiées dans les
classes de stockage, mais si aucune option de
montage n’est spécifiée dans une classe de stockage,
Astra Trident utilisera les options de montage
spécifiées dans le fichier de configuration du systéme
back-end.

Si aucune option de montage n’est spécifiée dans la
classe de stockage ou le fichier de configuration,
Astra Trident ne définit aucune option de montage sur
un volume persistant associé.

Nombre maximal de qtrees par FlexVol, qui doit étre  « 200 »
compris dans la plage [50, 300]

Vous pouvez indiquer I'un des éléments suivants : le  smb-share
nom d’un partage SMB créé a l'aide de la console de

gestion Microsoft ou de l'interface de ligne de

commandes ONTAP ; un nom permettant a Astra

Trident de créer le partage SMB. Vous pouvez

également laisser vide le parametre pour empécher

'acces a un partage commun aux volumes.

Ce paramétre est facultatif pour les ONTAP sur site.

Ce parameétre est requis pour Amazon FSX pour les
systemes back-end ONTAP et ne peut pas étre vide.



Parameétre

useREST

Description

Parametre booléen pour utiliser les APl REST de
ONTAP. Apercu technique

useREST est fourni sous forme d’apergu technique **
qui est recommandé pour les environnements de test
et non pour les charges de travail de production.
Lorsqu’il est réglé sur true, Astra Trident va utiliser
les APl REST de ONTAP pour communiquer avec le
systéeme back-end. Cette fonctionnalité requiert

ONTAP 9.11.1 et versions ultérieures. En outre, le rble

de connexion ONTAP utilisé doit avoir accés au
ontap client supplémentaire. Ceci est satisfait par le
pré-défini vsadmin et cluster-admin réles.

useREST N’est pas pris en charge par MetroCluster.

Valeur par défaut

faux

Options de configuration back-end pour les volumes de provisionnement

Vous pouvez contrbler le provisionnement par défaut a I'aide de ces options dans defaults section de la
configuration. Pour un exemple, voir les exemples de configuration ci-dessous.

Parameétre

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

Description

Allocation d’espace pour les LUN

Mode de réservation d’espace ; « aucun » (fin) ou «
volume » (épais)

Régle Snapshot a utiliser

QoS policy group a affecter pour les volumes créés.
Choisissez une de qosPolicy ou adaptiveQosPolicy
par pool de stockage/back-end

Groupe de régles de QoS adaptative a attribuer aux
volumes créés. Choisissez une de qosPolicy ou
adaptiveQosPolicy par pool de stockage/back-end.

Non pris en charge par I'’économie ontap-nas.

Pourcentage de volume réservé pour les snapshots

Séparer un clone de son parent lors de sa création

Valeur par défaut

«vrai »

« aucun »

« aucun »

«»

«»

« 0 » si snapshotPolicy est «
aucun », sinon « »

« faux »
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Parameétre

encryption

tieringPolic
y

unixPermissi
ons

snapshotDir
exportPolicy

securityStyl
e

Description

Activez NetApp Volume Encryption (NVE) sur le
nouveau volume. La valeur par défaut est false.
Pour utiliser cette option, NVE doit étre sous licence
et activé sur le cluster.

Si NAE est activé sur le back-end, tous les volumes
provisionnés dans Astra Trident seront activés par
NAE.

Pour plus d’informations, se reporter a :
"Fonctionnement d’Astra Trident avec NVE et NAE".

Régle de hiérarchisation a utiliser « aucun »

Mode pour les nouveaux volumes

Contréle 'accés au . snapshot répertoire
Export policy a utiliser

Style de sécurité pour les nouveaux volumes.

Prise en charge de NFS mixed et unix styles de
sécurité.

SMB prend en charge mixed et ntfs styles de
sécurité.

Valeur par défaut

« faux »

« Snapshot uniquement » pour la
configuration SVM-DR antérieure a
ONTAP 9.5

« 777 » pour les volumes NFS ;
vide (non applicable) pour les
volumes SMB

« faux »
« par défaut »

NFS par défaut est unix.

La valeur par défaut de SMB est
ntfs.

Avec Astra Trident, les groupes de regles de QoS doivent étre utilisés avec ONTAP 9.8 ou

®

version ultérieure. Il est recommandé d’utiliser un groupe de reégles de qualité de service non
partagé et de s’assurer que le groupe de regles est appliqué a chaque composant

individuellement. Un groupe de régles de QoS partagé appliquera le plafond du débit total de
toutes les charges de travail.

Exemples de provisionnement de volumes

Voici un exemple avec des valeurs par défaut définies :
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

Pour ontap-nas et ontap-nas—-flexgroups, Astra Trident utilise maintenant un nouveau calcul pour
s’assurer que la FlexVol est correctement dimensionnée avec le pourcentage de snapshots et la demande de
volume persistant. Lorsque I'utilisateur demande de volume persistant, Astra Trident crée le FlexVol d’origine
avec plus d’espace en utilisant le nouveau calcul. Ce calcul garantit que I'utilisateur recgoit 'espace inscriptible
demandé dans la demande de volume persistant et qu’il ne dispose pas d’'un espace minimal par rapport a ce
qgu’il a demandé. Avant le 21.07, lorsque I'utilisateur demande une demande de volume persistant (par
exemple, 5 Gio), et le snapshotReserve a 50 %, ils ne bénéficient que d’'un espace inscriptible de 2,5 Gio. En
effet, le nom d’utilisateur requis correspond a l'intégralité du volume et snapshotReserve représente un
pourcentage de cela. Avec Trident 21.07, il s’agit de I'espace inscriptible demandé par l'utilisateur et d’Astra
Trident définit le snapshotReserve nombre comme pourcentage de l'intégralité du volume. Cela ne
s’applique pas a ontap-nas-economy. Voir 'exemple suivant pour voir comment cela fonctionne :

Le calcul est le suivant :

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

Pour les snapshots Reserve = 50 %, et demande en volume PVC = 5 Gio, |a taille totale du volume est 2/0,5 =
10 Gio et la taille disponible est de 5 Gio, ce que l'utilisateur a demandé dans la demande de demande de
volume persistant. Le volume show la commande doit afficher des résultats similaires a cet exemple :
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Vserver Volume Aggregate State 'pe Size Available Used%

_pvc_89f1lcl56 3801 4ded4 9f9d _034d54c395f74
online Rw 18GB

pvc_eB372153_9ad9_474a_951a_088ael5elc@ba
online RW

2 entries were displayed.

Les systemes back-end des installations précédentes provisionnent les volumes comme expliqué ci-dessus
lors de la mise a niveau d’Astra Trident. Pour les volumes que vous avez créés avant la mise a niveau, vous
devez redimensionner leurs volumes afin que la modification puisse étre observée. Par exemple, un PVC de 2
Gio avec snapshotReserve=50 Auparavant, un volume doté d’'un espace inscriptible de 1 Gio. Le
redimensionnement du volume a 3 Gio, par exemple, fournit I'application avec 3 Gio d’espace inscriptible sur
un volume de 6 Gio.

Exemples de configuration minimaux

Les exemples suivants montrent des configurations de base qui laissent la plupart des paramétres par défaut.
C’est la facon la plus simple de définir un back-end.

@ Si vous utilisez Amazon FSX sur NetApp ONTAP avec Trident, nous vous recommandons de
spécifier des noms DNS pour les LIF au lieu d’adresses IP.

Exemple d’économie NAS ONTAP

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

Exemple de FlexGroup NAS ONTAP

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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Exemple MetroCluster

Vous pouvez configurer le back-end pour éviter d’avoir a mettre a jour manuellement la définition du
back-end aprés le basculement et le rétablissement pendant "Réplication et restauration des SVM".

Pour un basculement et un rétablissement fluides, préciser le SVM en utilisant managementLIF et
omettre le dataLIF et svm paramétres. Par exemple :

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

Exemple de volumes SMB

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
datalLIF: 10.0.0.2
svm: svm nfs
username: vsadmin
password: password


https://docs.netapp.com/fr-fr/trident-2402/trident-reco/backup.html#svm-replication-and-recovery

Exemple d’authentification basée sur un certificat

Il s’agit d’'un exemple de configuration back-end minimal. clientCertificate, clientPrivateKey,
et trustedCACertificate (Facultatif, si vous utilisez une autorité de certification approuvée) est
renseigné backend. json Et prendre les valeurs codées en base64 du certificat client, de la clé privée et
du certificat CA de confiance, respectivement.

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJIJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
storagePrefix: myPrefix

Exemple de régle d’export automatique

Cet exemple vous montre comment vous pouvez demander a Astra Trident d’utiliser des regles
d’exportation dynamiques pour créer et gérer automatiquement la regle d’exportation. Cela fonctionne de
la méme maniére pour le ontap-nas-economy et ontap-nas-flexgroup pilotes.

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4
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Exemple d’adresses IPv6

Cet exemple montre managementLIF Utilisation d’'une adresse IPVv6.

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-la
backend: testl-ontap-ipv6
svm: nas_ipv6_ svm
username: vsadmin

password: password

Exemple d’Amazon FSX pour ONTAP avec des volumes SMB

Le smbShare Parametre obligatoire pour FSX for ONTAP utilisant des volumes SMB.

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fqgdn.aws.com
nasType: smb

datalLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

Exemples de systémes back-end avec pools virtuels

Dans les exemples de fichiers de définition back-end présentés ci-dessous, des valeurs par défaut spécifiques
sont définies pour tous les pools de stockage, tels que spaceReserve aucune, spaceAllocation lors de la
fausse idée, et encryption faux. Les pools virtuels sont définis dans la section stockage.

ASTRA Trident définit les étiquettes de provisionnement dans le champ « Commentaires ». Les commentaires
sont définis sur FlexVol pour ontap-nas Ou FlexGroup pour ontap-nas-flexgroup. Astra Trident copie
toutes les étiquettes présentes sur un pool virtuel vers le volume de stockage lors du provisionnement. Pour
plus de commodite, les administrateurs du stockage peuvent définir des étiquettes par pool virtuel et les
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volumes de groupe par étiquette.

Dans ces exemples, certains pools de stockage sont définis comme étant leurs propres spaceReserve,
spaceAllocation, et encryption et certains pools remplacent les valeurs par défaut.
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Exemple de NAS ONTAP

version: 1
storageDriverN
managementLIF:
svm: svm nfs
username: admi
password: <pas
nfsMountOption
defaults:
spaceReserve
encryption:
qosPolicy: s
labels:
store: nas_s
k8scluster:
region: us_eas
storage:
- labels:
app: msoff
cost: '100
zone: us_eas
defaults:
spaceReser
encryption
unixPermis
adaptiveQo
- labels:
app: slack
cost: '75"
zone: us_eas
defaults:
spaceReser
encryption
unixPermis
- labels:
department
creditpoin
zZzone: us_eas
defaults:
spaceReser
encryption
unixPermis
- labels:
app: wordp

ame: ontap-nas
10.0.0.1

n
sword>

s: nfsvers=4

: none
'false'
tandard

tore
prod-cluster-1
t 1

ice

'

t la

ve: volume
: 'true!
sions: '0755'

sPolicy: adaptive-premium

t 1b

ve: none
: 'true'!
sions: '0755'

: legal
ts: '5000"
t 1b

ve: none
: 'true!

sions: '0755"

ress
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cost: '50'
zone: us_east lc
defaults:
spaceReserve: none

encryption: 'true'
unixPermissions: '0775'
labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'



Exemple de FlexGroup NAS ONTAP

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"'
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755'
- labels:

protection: gold

creditpoints: '30000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755'
- labels:

protection: silver

creditpoints: '20000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze

creditpoints: '10000"'
zone: us_east 1d
defaults:
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spaceReserve: volume

encryption: 'false'

unixPermissions:

'0775"



Exemple d’économie NAS ONTAP

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000"
zone: us_east la
defaults:

spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: bronze

creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755"
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_ east 1d
defaults:
spaceReserve: volume
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encryption: 'false'

unixPermissions: '0775"

Mappage des systéemes back-end aux classes de stockage

Les définitions de classe de stockage suivantes se rapportent a Exemples de systémes back-end avec pools
virtuels. A l'aide du parameters.selector Chaque classe de stockage indique quels pools virtuels peuvent
étre utilisés pour héberger un volume. Les aspects définis dans le pool virtuel sélectionné seront définis pour le
volume.

* Le protection-gold StorageClass sera mappé au premier et au deuxiéme pool virtuel de la ontap-
nas-flexgroup back-end. Il s’agit des seuls pools offrant une protection de niveau Gold.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* Le protection-not-gold StorageClass sera mappé au troisieme et au quatrieme pool virtuel du
ontap-nas-flexgroup back-end. Ce sont les seuls pools offrant un niveau de protection autre que I'or.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* Le app-mysqgldb StorageClass sera mappé sur le quatrieme pool virtuel du ontap-nas back-end. Il
s’agit du seul pool offrant la configuration du pool de stockage pour I'application de type mysqldb.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* TThe protection-silver-creditpoints-20k StorageClass sera mappé sur le troisi€me pool virtuel
du ontap-nas-flexgroup back-end. Il s’agit de la seule piscine offrant une protection de niveau argent
et 20000 points de crédit.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* Le creditpoints-5k StorageClass sera mappé sur le troisieme pool virtuel du ontap-nas back-end et
le second pool virtuel dans ontap-nas-economy back-end. Il s’agit des seules offres de pool avec 5000
points de crédit.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Astra Trident va décider du pool virtuel sélectionné et s’assurer que les besoins en stockage sont satisfaits.

Mise a jour datalLIF aprés la configuration initiale

Vous pouvez modifier la LIF de données aprés la configuration initiale en exécutant la commande suivante
pour fournir le nouveau fichier JSON back-end avec la LIF de données mise a jour.
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tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

Si des demandes de volume persistant sont associées a un ou plusieurs pods, tous les pods
@ correspondants doivent étre arrétés, puis réintégrés dans le but de permettre la nouvelle LIF de
données d’étre effective.

Amazon FSX pour NetApp ONTAP

Utilisez Astra Trident avec Amazon FSX pour NetApp ONTAP

"Amazon FSX pour NetApp ONTAP" Est un service AWS entiérement géré qui permet
aux clients de lancer et d’exécuter des systémes de fichiers optimisés par le systéme
d’exploitation du stockage NetApp ONTAP. La solution FSX pour ONTAP vous permet
d’exploiter les fonctionnalités, les performances et les capacités d’administration de
NetApp que vous connaissez bien, tout en profitant de la simplicité, de I'agilité, de la
sécurité et de I'évolutivité du stockage de données sur AWS. FSX pour ONTAP prend en
charge les fonctionnalités du systeme de fichiers ONTAP et les APl d’administration.

Présentation

Un systéme de fichiers est la ressource principale d’Amazon FSX, similaire a un cluster ONTAP sur site. Au
sein de chaque SVM, vous pouvez créer un ou plusieurs volumes, qui sont des conteneurs de données qui
stockent les fichiers et les dossiers dans votre systéme de fichiers. Avec Amazon FSX pour NetApp ONTAP,
Data ONTAP sera fourni en tant que systéme de fichiers géré dans le cloud. Le nouveau type de systeme de
fichiers est appelé NetApp ONTAP.

Avec Astra Trident avec Amazon FSX pour NetApp ONTAP, vous pouvez vous assurer que les clusters
Kubernetes exécutés dans Amazon Elastic Kubernetes Service (EKS) peuvent provisionner des volumes
persistants de bloc et de fichier sauvegardés par ONTAP.

Considérations

* Volumes SMB :
° Les volumes SMB sont pris en charge a l'aide de ontap-nas conducteur uniqguement.
> Les volumes SMB ne sont pas pris en charge par le module d’extension Astra Trident EKS.

o Astra Trident prend en charge les volumes SMB montés sur des pods qui s’exécutent uniquement sur
des nceuds Windows.

» Avant Astra Trident 24.02, les volumes créés sur des systemes de fichiers Amazon FSX pour lesquels les
sauvegardes automatiques sont activées ne pouvaient pas étre supprimés par Trident. Pour éviter ce
probléme dans Astra Trident 24.02 ou version ultérieure, spécifiez le fsxFilesystemID, AWS

apiRegion, AWS apikey 'Et AWS " secretKey Dans le fichier de configuration back-end pour AWS
FSX pour ONTAP.

94


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html

Si vous spécifiez un réle IAM pour Astra Trident, vous pouvez omettre de spécifier le

@ apiRegion, apiKey, et secretKey Champs vers Astra Trident de maniéere explicite. Pour
plus d’informations, reportez-vous a la section "Exemples et options de configuration de
FSX pour ONTAP".

Détails du pilote FSX pour ONTAP

Vous pouvez intégrer Astra Trident avec Amazon FSX pour NetApp ONTAP a l'aide des pilotes suivants :

* ontap-san: Chaque volume persistant provisionné est un LUN au sein de son propre volume Amazon
FSX pour NetApp ONTAP.

* ontap-san-economy: Chaque volume persistant provisionné est un LUN avec un nombre configurable
de LUN par Amazon FSX pour le volume NetApp ONTAP.

* ontap-nas: Chaque volume persistant provisionné est un volume Amazon FSX complet pour NetApp
ONTAP.

* ontap-nas-economy: Chaque volume persistant provisionné est un gtree, avec un nombre configurable
de gtrees par Amazon FSX pour le volume NetApp ONTAP.

* ontap-nas-flexgroup: Chaque volume persistant provisionné est un volume Amazon FSX complet
pour NetApp ONTAP FlexGroup.

Pour plus d’informations sur le pilote, reportez-vous a la section "Pilotes NAS" et "Pilotes SAN".

Authentification

Astra Trident propose deux modes d’authentification.

» Basé sur des certificats : Astra Trident communiquera avec le SVM sur votre systéme de fichiers FSX a
l'aide d’un certificat installé sur votre SVM.

* Basé sur les identifiants : vous pouvez utiliser le fsxadmin utilisateur pour votre systéme de fichiers ou
vsadmin Configuré pour votre SVM.

Astra Trident devrait étre exécuté en tant que A. vsadmin Utilisateur SVM ou en tant

@ qu’utilisateur avec un nom différent qui a le méme réle. Amazon FSX pour NetApp ONTAP
en a un fsxadmin Utilisateur qui remplace le ONTAP de maniere limitée admin utilisateur
du cluster. Nous vous recommandons vivement d’utiliser vsadmin Avec Astra Trident.

Vous pouvez mettre a jour les systémes back-end pour passer d’'une méthode basée sur les identifiants a une
méthode basée sur les certificats. Toutefois, si vous tentez de fournir des identifiants et des certificats *, la
création du back-end échouera. Pour passer a une méthode d’authentification différente, vous devez
supprimer la méthode existante de la configuration backend.

Pour plus d’informations sur I'activation de I'authentification, reportez-vous a la section authentification de votre
type de pilote :

» "Authentification NAS ONTAP"
» "Authentification SAN de ONTAP"
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Identité cloud pour EKS

L'identité cloud permet aux pods Kubernetes d’accéder aux ressources AWS en s’authentifiant en tant que réle
IAM AWS au lieu de fournir des informations d’identification AWS explicites.

Pour tirer parti de I'identité cloud dans AWS, vous devez disposer des éléments suivants :

* Cluster Kubernetes déployé a 'aide d’EKS

* ASTRA Trident a été installé et inclut le cloudProvider spécification "AWS" et cloudIdentity
Spécification du role IAM AWS.
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Opérateur Trident

Pour installer Astra Trident a I'aide de I'opérateur Trident, modifiez

tridentorchestrator cr.yaml arégler cloudProvider @ "AWS" etjeu cloudIdentity
Vers le réle IAM AWS.

Par exemple :

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "AWS"
cloudIdentity: "'eks.amazonaws.com/role-arn:
arn:aws:iam::123456:role/astratrident-role'"

Gouvernail

Définissez les valeurs des indicateurs cloud Provider et cloud Identity a 'aide des variables
d’environnement suivantes :

export CP="AWS"
export CI="'eks.amazonaws.com/role-arn:
arn:aws:iam::123456:role/astratrident-role"'"

Dans I'exemple suivant, vous installez Astra Trident et les ensembles cloudProvider a AWS a l'aide
de la variable d’environnement $CP Et définit I'identité cloud a I'aide de la variable d’environnement
SCI:

helm install trident trident-operator-100.2402.0.tgz --set
cloudProvider=$CP --set cloudIdentity=$CI

<code>tridentcti</code>

Définissez les valeurs des indicateurs cloud Provider et cloud Identity a 'aide des variables
d’environnement suivantes :

export CP="AWS"
export CI="'eks.amazonaws.com/role-arn:
arn:aws:iam::123456:role/astratrident-role'"

Dans I'exemple suivant, Astra Trident et le systéme sont installés cloud-provider marquer a $CP,
et cloud-identity a $CI:
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tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident

Trouvez plus d’informations

* "Documentation Amazon FSX pour NetApp ONTAP"
+ "Billet de blog sur Amazon FSX pour NetApp ONTAP"

Intégration d’Amazon FSX pour NetApp ONTAP

Vous pouvez intégrer votre systéme de fichiers Amazon FSX pour NetApp ONTAP avec
Astra Trident pour vous assurer que les clusters Kubernetes exécutés dans Amazon
Elastic Kubernetes Service (EKS) peuvent provisionner des volumes persistants de bloc
et de fichier sauvegardés par ONTAP.

De formation

En plus de "Exigences d’'Astra Trident", Pour intégrer FSX pour ONTAP avec Astra Trident, vous avez besoin
de:
* Un cluster Amazon EKS existant ou un cluster Kubernetes autogéré avec kubect1 installé.

» Systéme de fichiers Amazon FSX for NetApp ONTAP et machine virtuelle de stockage (SVM) accessibles
depuis les nceuds workers de votre cluster.

* Nceuds worker préts pour "NFS ou iSCSI".

@ Assurez-vous de suivre les étapes de préparation des nceuds requises pour Amazon Linux
et Ubuntu "Images de machine Amazon" (AMIS) en fonction de votre type ami EKS.

 Astra Trident prend en charge les volumes SMB montés sur des pods qui s’exécutent uniquement sur des
nceuds Windows. Reportez-vous a la section Préparez-vous au provisionnement des volumes SMB pour
plus d’informations.

Intégration des pilotes SAN et NAS de ONTAP

@ Si vous configurez la configuration pour les volumes SMB, vous devez lire Préparez-vous au
provisionnement des volumes SMB avant de créer le backend.

Etapes
1. Déployez Astra Trident avec I'un des "méthodes de déploiement”.

2. Collectez votre nom DNS de la LIF de gestion du SVM. Par exemple, recherchez le sur l'interface de ligne
de commandes AWS DNSName entrée sous Endpoints — Management aprés avoir exécuteé la
commande suivante :

aws fsx describe-storage-virtual-machines --region <file system region>
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3. Créer et installer des certificats pour "Authentification NAS backend" ou "Authentification San backend".

Vous pouvez vous connecter a votre systeme de fichiers (par exemple pour installer des
certificats) a l'aide de SSH a partir de n’importe quel endroit qui peut atteindre votre systeme

(D de fichiers. Utilisez le fsxadmin User, le mot de passe que vous avez configuré lors de la
création de votre systéme de fichiers et le nom DNS de gestion a partir de aws fsx
describe-file-systems.

4. Créer un fichier backend en utilisant vos certificats et le nom DNS de votre LIF de gestion, comme indiqué
dans I'exemple ci-dessous :

YAML

version: 1

storageDriverName: ontap-san

backendName: customBackendName

managementLIF: svm-XXXXXXXXXXXXXXXXX.Ls-XXXXXXXXXXXXXKXXXX.fsx.us—
east-2.aws.internal

svm: svmO0l

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc?2

clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

JSON

{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "customBackendName",
"managementLIF": "svm-XXXXXXXXXXXXXXXXX.fs-

XX XKXXKXXKXXKXXKXXKXXKXX . fsx.us-east-2.aws.internal",
"svm": "svmO1l",
"clientCertificate": "ZXROZXJIJwYXB...ICMgJ3BhcGVyc2",
"clientPrivateKey": "vciwKIyAgZG...0OcnksIGRlc2NyaX",
"trustedCACertificate": "zcyBbaG...b3Igb3duIGNsYXNz"

}

Vous pouvez également créer un fichier back-end en utilisant les informations d’identification du SVM (nom
d’utilisateur et mot de passe) stockées dans AWS Secret Manager, comme illustré ci-dessous :
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YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
managementLIF:
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name"

type: awsarn

JSON
{
"apiVersion": "trident.netapp.io/v1",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
by
"spec": {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-xXxxxxxXXxxxX"

}I
"managementLIF": null,
"credentials": {
"name": "arn:aws:secretsmanager:us-west-
21 XXXXXXXX:secret:secret-name",

"type": "awsarn"

100



Pour plus d’informations sur la création des systémes back-end, voir les liens suivants :

o "Configurez un back-end avec les pilotes NAS ONTAP"

o "Configurer un systéme back-end avec les pilotes SAN ONTAP"

Préparez-vous au provisionnement des volumes SMB

Vous pouvez provisionner des volumes SMB a l'aide de ontap-nas conducteur. Avant de terminer Intégration
des pilotes SAN et NAS de ONTAP procédez comme suit.

Avant de commencer

Avant de pouvoir provisionner des volumes SMB a l'aide de ontap-nas pilote, vous devez avoir les éléments
suivants.

» Cluster Kubernetes avec un nceud de contréleur Linux et au moins un nceud worker Windows exécutant
Windows Server 2019. Astra Trident prend en charge les volumes SMB montés sur des pods qui
s’exécutent uniquement sur des nceuds Windows.

* Au moins un secret Astra Trident contenant vos identifiants Active Directory. Pour générer un secret
smbcreds:

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'
* Un proxy CSI configuré en tant que service Windows. Pour configurer un csi-proxy, voir "GitHub : proxy
CSI1" ou "GitHub : proxy CSI pour Windows" Pour les nceuds Kubernetes s’exécutant sur Windows.
Etapes
1. Création de partages SMB. Vous pouvez créer les partages d’administration SMB de deux maniéres a

'aide de I' "Console de gestion Microsoft" Dossier partagé snap-in ou a I'aide de l'interface de ligne de
commande ONTAP. Pour créer les partages SMB a l'aide de l'interface de ligne de commandes ONTAP :

a. Si nécessaire, créez la structure du chemin d’accés au répertoire pour le partage.

Le vserver cifs share create commande vérifie le chemin spécifié dans I'option -path lors de la
création du partage. Si le chemin spécifié n’existe pas, la commande échoue.

b. Créer un partage SMB associé au SVM spécifié :

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]

[other attributes] [-comment text]
c. Vérifiez que le partage a été créé :

vserver cifs share show -share-name share name

@ Reportez-vous a la section "Créez un partage SMB" pour en savoir plus.
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2. Lors de la création du back-end, vous devez configurer le suivant pour spécifier les volumes SMB. Pour
toutes les options de configuration back-end FSX pour ONTAP, voir "Exemples et options de configuration

de FSX pour ONTAP".

Parameétre

smbShare

nasType

Description Exemple

Vous pouvez indiquer I'un des smb-share
éléments suivants : nom d’un

partage SMB créé a l'aide de la

console de gestion Microsoft ou

de l'interface de ligne de

commande ONTAP, ou nom

permettant a Astra Trident de

créer le partage SMB.

Ce parametre est requis pour
Amazon FSX pour les systémes
back-end ONTAP.

Doit étre défini sur smb. si elle smb
est nulle, la valeur par défaut est

nfs.

securityStyle Style de sécurité pour les
nouveaux volumes.

Doit étre défini sur ntfs ou

mixed Pour les volumes SMB.

ntfs ou mixed Pour les volumes
SMB

unixPermissions Mode pour les nouveaux volumes. « »

Doit rester vide pour les
volumes SMB.

Exemples et options de configuration de FSX pour ONTAP

Découvrez les options de configuration back-end pour Amazon FSX pour ONTAP. Cette

section fournit des exemples de configuration back-end.

Options de configuration du back-end

Voir le tableau suivant pour les options de configuration du back-end :

Parameétre Description

version

storageDriverName Nom du pilote de stockage
backendName Nom personnalisé ou systéme

back-end de stockage

102

Exemple

Toujours 1

ontap-nas, ontap-nas-
economy, ontap—-nas-
flexgroup, ontap-san, ontap-
san-economy

Nom du pilote +" " + dataLIF



Paramétre Description Exemple

managementLIF Adresse IP d’un cluster ou d’'une « 10.0.0.1 », «
LIF de gestion SVM [2001:1234:abcd::fefe] »

Un nom de domaine complet
(FQDN) peut étre spécifie.

Peut étre défini pour utiliser des
adresses IPv6 si Astra Trident a été
installé a I'aide de l'indicateur IPv6.
Les adresses IPv6 doivent étre
définies entre crochets, telles que
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555].

datalLIF Adresse IP de la LIF de protocole.

Pilotes NAS ONTAP: Nous vous
recommandons de spécifier
datalLIF. Si elle n’est pas fournie,
Astra Trident extrait les LIF de
données du SVM. Vous pouvez
spécifier un nom de domaine
complet (FQDN) a utiliser pour les
opérations de montage NFS,
permettant de créer un DNS
Round-Robin pour équilibrer la
charge sur plusieurs LIF de
données. Peut étre modifié aprés le
réglage initial. Reportez-vous a la
section .

Pilotes SAN ONTAP : ne pas
spécifier pour iISCSI. Astra Trident
utilise le mappage de LUN sélectif
de ONTAP pour découvrir les LIFs
iISCI nécessaires pour établir une
session multi-chemins. Un
avertissement est généré si dataLIF
est explicitement défini.

Peut étre défini pour utiliser des
adresses IPv6 si Astra Trident a été
installé a I'aide de l'indicateur IPv6.
Les adresses IPv6 doivent étre
définies entre crochets, telles que
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555].
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Paramétre Description Exemple

autoExportPolicy Activer la création et la mise a jour false
automatiques des regles
d’exportation [booléennes].

A l'aide du autoExportPolicy et
autoExportCIDRs Avec Astra
Trident, il peut gérer
automatiquement les régles
d’exportation.

autoExportCIDRs Liste des CIDR permettant de filtrer « [« 0.0.0.0/0 », «:/0 »] »
les adresses IP des nceuds
Kubernetes par rapport a quand
autoExportPolicy est active.

A l'aide du autoExportPolicy et
autoExportCIDRs Avec Astra
Trident, il peut gérer
automatiquement les regles
d’exportation.

labels Ensemble d’étiquettes arbitraires «»
au format JSON a appliquer aux
volumes

clientCertificate Valeur encodée en Base64 du «»

certificat client. Utilisé pour
I'authentification par certificat

clientPrivateKey Valeur encodée en Base64 de la «»
clé privée du client. Utilisé pour
I'authentification par certificat

trustedCACertificate Valeur encodée en Base64 du «»
certificat CA de confiance.
Facultatif. Utilisé pour
I'authentification basée sur des
certificats.

username Nom d’utilisateur pour la connexion
au cluster ou au SVM. Utilisé pour
I'authentification basée sur les
identifiants. Par exemple, vsadmin.

password Mot de passe pour se connecter au
cluster ou au SVM. Utilisé pour
I'authentification basée sur les

identifiants.
svm Serveur virtuel de stockage a Dérivé si une LIF de gestion SVM
utiliser est spécifiée.
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Paramétre Description Exemple

storagePrefiX Préfixe utilisé pour le trident
provisionnement des nouveaux
volumes dans la SVM.

Ne peut pas étre modifié apres sa
création. Pour mettre a jour ce
parameétre, vous devez créer un
nouveau backend.

limitAggregateUsage Ne spécifiez pas pour Amazon Ne pas utiliser.
FSX pour NetApp ONTAP.

Le fourni fsxadmin et vsadmin
Ne contiennent pas les
autorisations requises pour
récupérer l'utilisation d’agrégats et
le limiter a I'aide d’Astra Trident.

limitVolumeSize Echec du provisionnement si la « » (non appliqué par défaut)
taille du volume demandé est
supérieure a cette valeur.

Restreint également la taille
maximale des volumes qu’il gére
pour les gtrees et les LUN, et la
gtreesPerFlexvol L'option
permet de personnaliser le nombre
maximal de gtree par FlexVol.

lunsPerFlexvol Le nombre maximal de LUN par 100
FlexVol doit étre compris dans la
plage [50, 200].

SAN uniquement.

debugTraceFlags Indicateurs de débogage a utiliser  nul
lors du dépannage. Exemple,
{“api”:false, “méthode”:true}

Ne pas utiliser debugTraceFlags
a moins que vous ne soyez en
mesure de dépanner et que vous
ayez besoin d’'un vidage détaillé
des journaux.
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Parameétre

nfsMountOptions

nasType

gtreesPerFlexvol

smbShare
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Description

Liste des options de montage NFS
séparée par des virgules.

Les options de montage des
volumes Kubernetes persistants
sont généralement spécifiées dans
les classes de stockage, mais si
aucune option de montage n’est
spécifiée dans une classe de
stockage, Astra Trident utilisera les
options de montage spécifiées
dans le fichier de configuration du
systeme back-end.

Si aucune option de montage n’est
spécifiée dans la classe de
stockage ou le fichier de
configuration, Astra Trident ne
définit aucune option de montage
sur un volume persistant associé.

Configurez la création de volumes
NFS ou SMB.

Les options sont nfs, smb, ou nul.

Doit étre défini sur smb Pour les
volumes SMB. |a valeur NULL est
définie par défaut sur les volumes

NFS.

Nombre maximal de qtrees par
FlexVol, qui doit &tre compris dans
la plage [50, 300]

Vous pouvez indiquer I'un des
éléments suivants : nom d’un
partage SMB créé a l'aide de la
console de gestion Microsoft ou de
l'interface de ligne de commande
ONTAP, ou nom permettant a Astra
Trident de créer le partage SMB.

Ce parametre est requis pour
Amazon FSX pour les systémes
back-end ONTAP.

Exemple

«»

nfs

200

smb-share



Paramétre Description Exemple

useREST Parameétre booléen pour utiliserles false
API REST de ONTAP. Apergu
technique

useREST est fourni sous forme
d’apercu technique ** qui est
recommandé pour les
environnements de test et non pour
les charges de travail de
production. Lorsqu’il est réglé sur
true, Astra Trident va utiliser les
API REST de ONTAP pour
communiquer avec le systéme
back-end.

Cette fonctionnalité requiert ONTAP
9.11.1 et versions ultérieures. En
outre, le réle de connexion ONTAP
utilisé doit avoir accés au ontap
client supplémentaire. Ceci est
satisfait par le pré-défini vsadmin
et cluster—-admin réles.

aws Vous pouvez spécifier ce qui suit
dans le fichier de configuration
d’AWS FSX pour ONTAP :
- fsxFilesystemID: Spécifiez
I'ID du systeme de fichiers AWS nn
FSX. wn
- apiRegion: Nom de la région de wn
APl AWS.
- apikey: Clé d’API AWS.
- secretKey: Clé secrete AWS.

credentials Spécifiez les informations
d’identification du SVM FSX a
stocker dans AWS Secret Manager.
- name: Amazon Resource Name
(ARN) du secret, qui contient les
informations d’identification de
SVM.
- type: Défini sur awsarn.
Reportez-vous a la section "Créez
un secret AWS secrets Manager"
pour en savoir plus.

Mise a jour dataLIF aprés la configuration initiale

Vous pouvez modifier la LIF de données aprés la configuration initiale en exécutant la commande suivante
pour fournir le nouveau fichier JSON back-end avec la LIF de données mise a jour.
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tridentctl update backend <backend-name> -f <path-to-backend-json-file-

with-updated-dataLIF>

Si des demandes de volume persistant sont associées a un ou plusieurs pods, tous les pods
(D correspondants doivent étre arrétés, puis réintégrés dans le but de permettre la nouvelle LIF de

données d’étre effective.

Options de configuration back-end pour les volumes de provisionnement

Vous pouvez contréler le provisionnement par défaut a I'aide de ces options dans defaults section de la
configuration. Pour un exemple, voir les exemples de configuration ci-dessous.

Paramétre
spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve
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Description Valeur par défaut
Allocation d’espace pour les LUN  true

Mode de réservation d’espace ; none
“none” (fin) ou “volume” (épais)

Régle Snapshot a utiliser none

QoS policy group a affecter pour «»
les volumes créés. Choisissez une
de gosPolicy ou adaptiveQosPolicy
par pool de stockage ou back-end.

Avec Astra Trident, les groupes de
régles de QoS doivent étre utilisés
avec ONTAP 9.8 ou version
ultérieure.

Nous recommandons ['utilisation
d’un groupe de régles de qualité de
service non partagé et nous
assurer que le groupe de régles est
appliqué a chaque composant
individuellement. Un groupe de
regles de QoS partagé appliquera
le plafond du débit total de toutes
les charges de travail.

Groupe de regles de QoS «»
adaptative a attribuer aux volumes
créés. Choisissez une de qosPolicy

ou adaptiveQosPolicy par pool de
stockage ou back-end.

Non pris en charge par I'’économie
ontap-nas.

Pourcentage du volume réservé Si snapshotPolicy est none,
pour les snapshots « 0 » else « »



Parameétre

splitOnClone

encryption

luksEncryption

tieringPolicy

unixPermissions

securityStyle

Exemples de configurations

Description Valeur par défaut

Séparer un clone de son parent lors false
de sa création

Activez NetApp Volume Encryption false
(NVE) sur le nouveau volume. La

valeur par défaut est false. Pour

utiliser cette option, NVE doit étre

sous licence et activé sur le cluster.

Si NAE est activé sur le back-end,
tous les volumes provisionnés dans
Astra Trident seront activés par
NAE.

Pour plus d’informations, se
reporter a : "Fonctionnement
d’Astra Trident avec NVE et NAE".

Activez le cryptage LUKS. «»
Reportez-vous a la section "Utiliser

la configuration de clé unifiée Linux
(LUKS)".

SAN uniquement.

Régle de hiérarchisation a utiliser  snapshot-only Pourla

none configuration SVM-DR antérieure a

ONTAP 9.5

Mode pour les nouveaux volumes. «»

Laisser vide pour les volumes
SMB.

Style de sécurité pour les nouveaux NFS par défaut est unix.

volumes.

La valeur par défaut de SMB est

Prise en charge de NFS mixed et ntfs.
unix styles de sécurité.

SMB prend en charge mixed et
ntfs styles de sécurité.
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Configuration de la classe de stockage pour les volumes SMB

A l'aide de nasType, node-stage-secret-name, et node-stage-secret-namespace, Vous
pouvez spécifier un volume SMB et fournir les informations d’identification Active Directory requises. Les
volumes SMB sont pris en charge a I'aide de ontap—-nas conducteur uniquement.

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: nas-smb-sc

provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

Configuration pour AWS FSX pour ONTAP avec le gestionnaire de code secret

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
managementLIF:
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name"

type: awsarn

Configurez le module complémentaire Astra Trident EKS version 23.10 sur le
cluster EKS

ASTRA Trident simplifie la gestion du stockage Amazon FSX pour NetApp ONTAP dans
Kubernetes pour que vos développeurs et administrateurs puissent donner la priorité au
déploiement d’applications. Le module complémentaire Astra Trident EKS inclut les
derniers correctifs de sécurité et de bogues, et il est validé par AWS pour fonctionner
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avec Amazon EKS. Le module complémentaire EKS vous permet de vous assurer de
maniére cohérente que vos clusters Amazon EKS sont sécurisés et stables et de réduire

la quantité de travail a effectuer pour installer, configurer et mettre a jour des modules
complémentaires.

Prérequis
Vérifiez les points suivants avant de configurer le module complémentaire Astra Trident pour AWS EKS :

* Un compte de cluster Amazon EKS avec abonnement complémentaire

* Autorisations AWS sur AWS Marketplace :
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

» Type ami : Amazon Linux 2 (AL2_x86_64) ou Amazon Linux 2 Arm (AL2_ARM_64)
* Type de nceud : AMD ou ARM
* Un systeme de fichiers Amazon FSX pour NetApp ONTAP

Etapes

1. Sur votre cluster EKS Kubernetes, accédez a I'onglet Add-ons.

ERS 3 Clusters D netapp-test
= 1
nEtapp-tESt | © || Deletecluster |
(@ End of support for Kubernetes version 1.26 ts June 2024, if you don't update your cluster 1o 3 later version before that date, it will automatically enter extended support. After the extended support Update now |
praview ends, clusters on versions in extended suppart will be subjoct to additional fees. Leam more [8 '

* Cluster info e

part until June 2024 EKS
Overview Resources Compute Netwarking Add-ans Authentication Observability Update history Tags
Add-ons (3] s
Q. Find add-on Any category ¥ Advy status. ¥ 1

2. Accédez a add-ons AWS Marketplace et choisissez la catégorie Storage.
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AWS Marketplace add-ons (1) ||

Disarvay, sisbacriter b g corfigure EK% aod-om to enhance yoee CXF chatm

0, Fard oddfeon |

Filtbiring ofxsons

starage ¥ Any vpndor |:!r|jpriun|}rnudil r Clear filters |

RiNetApp  AstraTrident by NetApp o
Axirm Tradent sreamiiees L s for Meedpp ONTAP viorage massgemern » Esberness iu et
o Sl npers and adminkitrasons focin on spolcaton deployment, Fh for ONTAR Besibdity,
wpalatd ity and rtegraton apaAtiey ke 1 1B desl chpes for srgamigatoen serkmyg o
arnmneristd A1arage ok e, Mool ur'_hltE

Category Lsted by Copported warisdid  Prlong starthng ot
Morage NotApg, Inc, B 127 1,26, 1,25, Wiew pricing
124,123 drtaiy [#

—

3. Localisez AstraTrident par NetApp et cochez la case correspondant au module complémentaire Astra

Trident.

4. Choisissez la version souhaitée du module complémentaire.

Astra Trident by NetApp

Listed by Category Statr
MkstApe storage ) Ready to install
You're subscribed to this software View subscription J !
Yau can view the termis and pricing details for this product or choose
another offer if one is avaitable,
‘erslon
Sebec) b wiiion For this dd-on
V23 10U0-chealbmalel 1 v |
Select LAM rode
Sarlech o UMM prde By Lsed Wt T S0 Torcreain 5 rcw Fole, Tolloe (P imbrudiioms im thee Amuoon EXS L Guide L.
MNat set & |
(53 Fn'l'.rrmd:'s
Not et

| This goic-on will use-the 1AM rote ol Ehe nods whse I s

W

5. Sélectionnez I'option rdle IAM a hériter du nceud.

6. Configurez tous les paramétres facultatifs selon les besoins et sélectionnez Suivant.
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Review and add

Step 1: Select add-ons | Edn

Selected add-ons

r}. [ 5 o fed 1

Add-on naeme Y Type v Skafiun
metapp_tradent=operabor g E}"‘f"-'-:- to imtal
Step Z: Configure selected add-ons settings | Edit |

Selected add-ons version

Fedel-gen NI gt 1AM il

et —p ator I3 10.0-whabsailed. 1 Inhptt dreem pode

Cancel Previous | UErease

7. Sélectionnez Créer.

8. Vérifiez que I'état du complément est Active.

e hiduaTridumt by Msihpp

Installez/désinstallez le module complémentaire Astra Trident EKS a I'aide de I'interface de ligne de
commande

Installez le module complémentaire Astra Trident EKS a I’aide de I'interface de ligne de commande :

Les exemples de commandes suivants installent le module complémentaire Astra Trident EKS :

eksctl create addon --cluster K8s-arm --name netapp trident-operator --version
v23.10.0-eksbuild.
eksctl create addon --cluster K8s-arm --name netapp trident-operator --version

v23.10.0-eksbuild.1 (avec une version dédiée)

Désinstallez le module complémentaire Astra Trident EKS a I'aide de I'interface de ligne de commande :

La commande suivante désinstalle le module complémentaire Astra Trident EKS :
eksctl delete addon --cluster K8s-arm --name netapp trident-operator

Création de systemes back-end avec kubectl

Un systeme back-end définit la relation entre Astra Trident et un systéme de stockage. Il
explique a Astra Trident comment communiquer avec ce systéme de stockage et
comment Astra Trident doit provisionner des volumes a partir de celui-ci. Aprés
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l'installation d’Astra Trident, I'étape suivante consiste a créer un systéeme back-end. Le
TridentBackendConfig La définition de ressource personnalisée (CRD) vous permet
de créer et de gérer des systemes back-end Trident directement via l'interface
Kubernetes. Vous pouvez le faire en utilisant kubect1 Ou l'outil CLI équivalent pour
votre distribution Kubernetes.

TridentBackendConfig

TridentBackendConfig (tbc, tbconfig, thackendconfig) Estun CRD au rythme de noms qui vous
permet de gérer les systémes back-end Astra Trident a 'aide de kubectl. Avec Kubernetes et les
administrateurs de stockage, il est désormais possible de créer et de gérer des systémes back-end
directement via la CLI Kubernetes sans avoir besoin d’un utilitaire de ligne de commande dédié (
tridentctl).

Lors de la création d’'un TridentBackendConfig objet:

* Un systeme back-end est créé automatiquement par Astra Trident en fonction de la configuration que vous
fournissez. Il est représenté en interne en tant que TridentBackend (tbe, tridentbackend) CR.

* Le TridentBackendConfig est lié de maniére unique a un TridentBackend Créé par Astra Trident.

Chacun TridentBackendConfig gére un mappage un-a-un avec un TridentBackend. La premiere est
l'interface fournie a I'utilisateur pour concevoir et configurer les systémes back-end, tandis que Trident
représente I'objet back-end réel.

TridentBackend ASTRA Trident crée automatiquement des CRS. Vous ne devez pas les
modifier. Si vous voulez effectuer des mises a jour vers les systémes back-end, modifiez le
TridentBackendConfig objet.

Reportez-vous a I'exemple suivant pour connaitre le format du TridentBackendConfig CR:

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

Vous pouvez également consulter les exemples de la "programme d’installation trident" répertoire des
exemples de configuration pour la plate-forme/le service de stockage souhaité.
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Le spec il prend des paramétres de configuration spécifiques au back-end. Dans cet exemple, le back-end
utilise le ontap-san pilote de stockage et utilise les paramétres de configuration qui sont présentés ici. Pour
obtenir |a liste des options de configuration du pilote de stockage souhaité, reportez-vous au "informations de
configuration backend pour votre pilote de stockage".

Le spec la section inclut également credentials et deletionPolicy les champs qui viennent d’étre
introduits dans le TridentBackendConfig CR:

* credentials: Ce parametre est un champ obligatoire et contient les informations d’identification utilisées
pour s’authentifier aupres du systéme/service de stockage. Cette configuration est définie sur un code
secret Kubernetes créé par I'utilisateur. Les informations d’identification ne peuvent pas étre transmises en
texte brut et entrainent une erreur.

* deletionPolicy: Ce champ définit ce qui doit se produire lorsque TridentBackendConfig est
supprimé. |l peut prendre I'une des deux valeurs possibles :

° delete: Cela entraine la suppression des deux TridentBackendConfig CR et le back-end
associé. Il s’agit de la valeur par défaut.

° retain: Lorsqu’'un TridentBackendConfig La demande de modification est supprimée, la
définition de l'arriere-plan est toujours présente et peut étre gérée avec tridentctl. Définition de la
stratégie de suppression sur retain permet aux utilisateurs de revenir a une version antérieure (avant
la version 21.04) et de conserver les systémes back-end créés. La valeur de ce champ peut étre mise
a jour apreés un TridentBackendConfig est crée.

Le nom d’'un backend est défini a 'aide de spec.backendName. S’il n’est pas spécifié, le nom
@ du back-end est défini sur le nom du TridentBackendConfig objet (metadata.name). Il est
recommandé de définir explicitement les noms backend a I'aide de spec.backendName.

Systémes back-end créés avec tridentctl n'avez pas de lien associé
TridentBackendConfig objet. Vous avez la possibilité de choisir de gérer de tels systémes

back-end avec kubectl en créant un TridentBackendConfig CR. Vous devez veiller a
spécifier des paramétres de configuration identiques (par exemple spec.backendName,
spec.storagePrefix, spec.storageDriverName, etc.). Astra Trident lie automatiquement
le nouveau produit TridentBackendConfig avec le back-end existant.

Présentation des étapes

Pour créer un nouveau back-end a 'aide de kubect1, vous devez effectuer les opérations suivantes :

1. Créer un "Le secret de Kubernetes". Le secret est qu’Astra Trident doit communiquer avec le
cluster/service de stockage.

2. Créer un TridentBackendConfig objet. Elle contient des informations spécifiques sur le cluster/service
de stockage et fait référence au secret créé a I'étape précédente.

Aprés avoir créé un back-end, vous pouvez observer son état en utilisant kubectl get tbc <tbc-name>
-n <trident-namespace> et recueillez des détails supplémentaires.

Etape 1 : créez un code secret Kubernetes

Créez un secret qui contient les informations d’identification d’accés pour le back-end. Ce point est unique a
chaque service/plateforme de stockage. Voici un exemple :
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kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:

name: backend-tbc-ontap-san-secret

type: Opaque
stringData:

username: cluster-admin

password: password

Ce tableau récapitule les champs a inclure dans le Secret pour chaque plate-forme de stockage :

Description des champs secrets Secret

de la plate-forme de stockage

Azure NetApp Files

Cloud Volumes Service pour GCP

Cloud Volumes Service pour GCP

Element (NetApp HCI/SolidFire)

ONTAP

ONTAP

ONTAP

ONTAP
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ID client

id_clé_privée

clé_privée

Point final

nom d’utilisateur

mot de passe

ClientPrivateKey

ChapUsername

Description des champs

ID client d’'un enregistrement
d’application

ID de la clé privée. Partie de la clé
API pour le compte de service GCP
avec le réle d’administrateur CVS

Clé privée. Partie de la clé API
pour le compte de service GCP
avec le réle d’administrateur CVS

MVIP pour le cluster SolidFire avec
les identifiants de locataire

Nom d’utilisateur pour la connexion
au cluster/SVM. Utilisé pour
I'authentification basée sur les
identifiants

Mot de passe pour la connexion au
cluster/SVM. Utilisé pour
I'authentification basée sur les
identifiants

Valeur encodée en Base64 de la
clé privée du client. Utilisé pour
I'authentification basée sur des
certificats

Nom d’utilisateur entrant. Requis si
useCHAP=vrai. Pour ontap-san
et ontap-san-economy



Description des champs secrets Secret Description des champs
de la plate-forme de stockage

ONTAP Chapeau InitiatorSecret Secret de linitiateur CHAP. Requis
si useCHAP=vrai. Pour ontap-
san et ontap-san-economy

ONTAP ChapTargetUsername Nom d’utilisateur cible. Requis si
useCHAP=vrai. Pour ontap-san
et ontap-san-economy

ONTAP ChapTargetlnitiatorSecret Secret de l'initiateur cible CHAP.
Requis si useCHAP=vrai. Pour
ontap-san et ontap-san-
economy

Le secret créé dans cette étape sera référencé dans le spec.credentials champ du
TridentBackendConfig objet créé a I'étape suivante.

Etape 2 : créez le TridentBackendConfig CR

Vous étes maintenant prét a créer votre TridentBackendConfig CR. Dans cet exemple, un back-end qui
utilise le ontap-san le pilote est créé a l'aide du TridentBackendConfig objetillustré ci-dessous :

kubectl -n trident create -f backend-tbc-ontap-san.yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

Etape 3 : vérifier I'état du TridentBackendConfig CR

Maintenant que vous avez créé le TridentBackendConfig CR, vous pouvez vérifier I'état. Voir 'exemple
suivant :
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kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

Un back-end a été créé avec succes et lié au TridentBackendConfig CR.
La phase peut prendre I'une des valeurs suivantes :

* Bound: Le TridentBackendConfig La demande de modification est associée a un back-end, et ce
backend contient configRef réglez sur TridentBackendConfig ID de CR.

* Unbound: Représenté en utilisant "". Le TridentBackendConfig l'objet n’est pas lié a un back-end.
Tout nouveau TridentBackendConfig Les CRS sont dans cette phase par défaut. Une fois la phase
modifiée, elle ne peut plus revenir a Unbound.

* Deleting: Le TridentBackendConfig CR deletionPolicy a été configuré pour supprimer. Lorsque
le TridentBackendConfig La demande de modification est supprimée, elle passe a I'état Suppression.

> Si aucune demande de volume persistant n’existe sur le back-end, supprimez le
TridentBackendConfig Il en résultera la suppression du systéme back-end et du systéme Astra
Trident TridentBackendConfig CR.

o Si un ou plusieurs ESV sont présents sur le back-end, il passe a I'état de suppression. Le
TridentBackendConfig La CR entre ensuite la phase de suppression. Le back-end et
TridentBackendConfig Sont supprimés uniquement apres la suppression de tous les ESV.

* Lost: Le back-end associé al' TridentBackendConfig Le CR a été accidentellement ou délibérément
supprimé et le TridentBackendConfig La CR a toujours une référence au back-end supprimé. Le
TridentBackendConfig La CR peut toujours étre supprimée, quel que soit le deletionPolicy valeur.

* Unknown: Astra Trident n’est pas en mesure de déterminer I'état ou I'existence du back-end associé au
TridentBackendConfig CR. Par exemple, sile serveur d’API ne répond pas ou si
tridentbackends.trident.netapp.io CRD manquant. Cela peut nécessiter une intervention.

A ce stade, un systeme back-end est créé avec succes ! Plusieurs opérations peuvent également étre traitées,
par exemple "mises a jour du systéme back-end et suppressions".

(Facultatif) étape 4 : pour plus de détails

Vous pouvez exécuter la commande suivante pour obtenir plus d’informations sur votre systéeme back-end :

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete
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En outre, vous pouvez également obtenir un vidage YAML/JSON de TridentBackendConfig.

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-¢c74a4559d09%c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699%6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created

phase: Bound

backendInfo contient le backendName et le backendUUID du back-end créé en réponse a
TridentBackendConfig CR. Le lastOperationStatus champ représente I'état de la derniére opération
du TridentBackendConfig CR, qui peut étre déclenché par l'utilisateur (par exemple, l'utilisateur a modifié
quelque chose dans spec) Ou déclenché par Astra Trident (par exemple lors du redémarrage d’Astra Trident).
Il peut étre réussi ou échoué. phase représente I'état de la relation entre TridentBackendConfig CR etle
backend. Dans I'exemple ci-dessus, phase A la valeur limitée, ce qui signifie que le
TridentBackendConfig CR est associé au back-end.

Vous pouvez exécuter le kubectl -n trident describe tbc <tbc-cr-name> commande pour obtenir
des détails sur les journaux d’événements.
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Vous ne pouvez pas mettre a jour ou supprimer un backend qui contient un associé
TridentBackendConfig objet utilisant tridentctl. Pour comprendre les étapes de
passage d’'un a l'autre tridentctl et TridentBackendConfig, "voirici".

Gestion des systemes back-end

Effectuer la gestion back-end avec kubectl

Découvrez comment effectuer des opérations de gestion back-end a l'aide de kubectl.

Supprimer un back-end

En supprimant un TridentBackendConfig, Vous demandez a Astra Trident de supprimer/conserver les
systémes back-end (sur la base deletionPolicy). Pour supprimer un back-end, assurez-vous que
deletionPolicy est configuré pour supprimer. Pour supprimer uniquement le TridentBackendConfig,
assurez-vous que deletionPolicy est défini sur conserver. Cela permet de s’assurer que le systeme
backend est toujours présent et qu’il peut étre géré a 'aide de tridentctl.

Exécutez la commande suivante :

kubectl delete tbc <tbc-name> -n trident

Astra Trident ne supprime pas les secrets Kubernetes qui étaient utilisés par TridentBackendConfig.
L'utilisateur Kubernetes est chargé de nettoyer les secrets. Il faut faire attention lors de la suppression des
secrets. Vous devez supprimer les secrets uniguement s’ils ne sont pas utilisés par les systémes back-end.

Affichez les systémes back-end existants

Exécutez la commande suivante :

kubectl get tbc -n trident

Vous pouvez également exécuter tridentctl get backend -n trident ou tridentctl get
backend -o yaml -n trident pour obtenir une liste de tous les systemes back-end existants, Cette liste
comprend également les systémes back-end créés avec tridentctl.

Mettre a jour un back-end

Il peut y avoir plusieurs raisons de mettre a jour un backend :
* Les informations d’identification du systéme de stockage ont été modifiées. Pour mettre a jour les
identifiants, le code secret Kubernetes utilisé dans le TridentBackendConfig 'objet doit étre mis a jour.

Avec Astra Trident, le systéme back-end est automatiquement mis a jour avec les derniéres informations
d’identification fournies. Exécutez la commande suivante pour mettre a jour le code secret Kubernetes :

kubectl apply -f <updated-secret-file.yaml> -n trident
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* Les parameétres (tels que le nom du SVM ONTAP utilisé) doivent étre mis a jour.

° Vous pouvez mettre a jour TridentBackendConfig Objets directement dans Kubernetes a I'aide de
la commande suivante :

kubectl apply -f <updated-backend-file.yaml>

° Vous pouvez également apporter des modifications a I'existant TridentBackendConfig CR a l'aide
de la commande suivante :

kubectl edit tbc <tbc-name> -n trident

* En cas d’échec d’'une mise a jour du back-end, le systéme back-end continue de rester dans
sa derniére configuration connue. Vous pouvez afficher les journaux pour déterminer la
cause en cours d’exécution kubectl get tbc <tbc-name> -o yaml -n trident ou

(D kubectl describe tbc <tbc-name> -n trident.

» Aprés avoir identifié et corrigé le probléme avec le fichier de configuration, vous pouvez
relancer la commande update.

Gestion back-end avec tridentctl

Découvrez comment effectuer des opérations de gestion back-end a I'aide de
tridentctl.

Créer un back-end

Apres avoir créé un "fichier de configuration back-end", exécutez la commande suivante :
tridentctl create backend -f <backend-file> -n trident

Si la création du systéme back-end échoue, la configuration du systéme back-end était erronée. Vous pouvez
afficher les journaux pour déterminer la cause en exécutant la commande suivante :

tridentctl logs -n trident

Une fois que vous avez identifié et corrigé le probleme avec le fichier de configuration, vous pouvez
simplement exécuter le create commande de nouveau.

Supprimer un back-end

Pour supprimer un back-end d’Astra Trident, procédez comme suit :

1. Récupérer le nom du systéme back-end :
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tridentctl get backend -n trident

2. Supprimer le backend :

tridentctl delete backend <backend-name> -n trident

Si Astra Trident a provisionné des volumes et des snapshots a partir de ce backend qui existe

@ toujours, la suppression du back-end empéche les nouveaux volumes d’étre provisionnés. Le
systeme back-end continuera a exister dans un état « Suppression » et Trident continuera a
gérer ces volumes et ces snapshots jusqu’a leur suppression.

Affichez les systémes back-end existants

Pour afficher les systémes back-end dont Trident a conscience, procédez comme suit :

* Pour obtenir un récapitulatif, exécutez la commande suivante :
tridentctl get backend -n trident
* Pour obtenir tous les détails, exécutez la commande suivante :

tridentctl get backend -o json -n trident

Mettre a jour un back-end

Aprés avoir créé un nouveau fichier de configuration back-end, exécutez la commande suivante :
tridentctl update backend <backend-name> -f <backend-file> -n trident

En cas d’échec de la mise a jour back-end, quelque chose était incorrect avec la configuration back-end ou
vous avez tenté une mise a jour non valide. Vous pouvez afficher les journaux pour déterminer la cause en
exécutant la commande suivante :

tridentctl logs -n trident

Une fois que vous avez identifié et corrigé le probléme avec le fichier de configuration, vous pouvez
simplement exécuter le update commande de nouveau.

Identifier les classes de stockage qui utilisent un systéme back-end

Voici un exemple de questions que vous pouvez répondre avec le fichier JSON tridentctl sorties des
objets back-end. Ceci utilise le §q utilitaire que vous devez installer.
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tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

Cela s’applique également aux systémes back-end créés par I'utilisation TridentBackendConfig.

Passez d’une option de gestion back-end a une autre

Découvrez les différentes facons de gérer les systémes back-end avec Astra Trident.

Options de gestion des systémes back-end

Avec l'introduction de TridentBackendConfig, les administrateurs ont désormais deux méthodes uniques
de gestion des systémes back-end. Ceci pose les questions suivantes :

* Les systémes back-end peuvent étre créés avec tridentctl étre géré avec TridentBackendConfig?

* Les systemes back-end peuvent étre créés avec TridentBackendConfig gestion via tridentctl?

Gérez tridentctl utilisation de systémes back-end TridentBackendConfig

Cette section aborde les étapes requises pour gérer les systémes back-end créés a l'aide de tridentctl
Directement via I'interface Kubernetes en créant la TridentBackendConfig objets.

Cela s’applique aux scénarios suivants :
* Systémes back-end existants, sans systéme TridentBackendConfig parce qu’ils ont été créés avec
tridentctl.

* Nouveaux systémes back-end créés avec tridentctl, tandis que d’autres TridentBackendConfig
les objets existent.

Dans les deux cas, le systéme back-end restera présent. Avec Astra Trident, qui planifie les volumes et les
exécute. Les administrateurs peuvent choisir 'une des deux options suivantes :

* Continuer a utiliser tridentctl pour gérer les systéemes back-end créés en utilisant ces systémes.

* Lier les systémes back-end créés a l'aide de tridentctl a un nouveau TridentBackendConfig objet.
Ainsi, le systéme back-end sera géré a l'aide de kubectl et non tridentctl.

Pour gérer un systéme back-end existant a l'aide de kubect1, vous devez créer un
TridentBackendConfig cela se lie au back-end existant. Voici un apercu du fonctionnement de ces
éléments :

1. Créez un code secret Kubernetes. Le secret est qu’Astra Trident doit communiquer avec le cluster/service
de stockage.

2. Créer un TridentBackendConfig objet. Elle contient des informations spécifiques sur le cluster/service
de stockage et fait référence au secret créé a I'étape précédente. Vous devez veiller a spécifier des
paramétres de configuration identiques (par exemple spec.backendName, spec.storagePrefix,
spec.storageDriverName, etc.). spec.backendName doit étre défini sur le nom du back-end existant.
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Etape 0 : identifier le back-end

Pour créer un TridentBackendConfig qui se lie a un back-end existant, vous devez obtenir la configuration
back-end. Dans cet exemple, supposons qu’un back-end a été créé a l'aide de la définition JSON suivante :

tridentctl get backend ontap-nas-backend -n trident

e b o

Rt ettt o o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

e ettt e T o

et it +——————— o ———— +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc-
90b3be5ab5d7 | online | 25 |

o Fom e

Rt it bt - - +

cat ontap-nas-backend.json

"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

"username": "cluster-admin",

"password": "admin-password",

"defaults": {

"spaceReserve": "none",
"encryption": "false"
}I
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [

{
"labels":{"app":"msoffice", "cost":"100"},
"zone":"us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {"app":"mysgldb", "cost":"25"},
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"zone":"us east 1d",
"defaults": {

"spaceReserve": "volume",
"encryption": "false",
"unixPermissions™: "0775"

Etape 1 : créez un code secret Kubernetes

Créez un secret qui contient les informations d’identification du back-end, comme indiqué dans cet exemple :

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

Etape 2 : créer un TridentBackendConfig CR

L’étape suivante consiste a créer un TridentBackendConfig CR qui se lie automatiquement au pré-existant
ontap-nas-backend (comme dans cet exemple). Assurez-vous que les exigences suivantes sont
respectées :

* Le méme nom de back-end est défini dans spec.backendName.
» Les parameétres de configuration sont identiques au back-end d’origine.
* Les pools virtuels (le cas échéant) doivent conserver le méme ordre que dans le back-end d’origine.

 Les identifiants sont fournis via un code secret Kubernetes et non en texte brut.

Dans ce cas, le TridentBackendConfig se présente comme suit :
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

Etape 3 : vérifier I'état du TridentBackendConfig CR

Aprés le TridentBackendConfig a été créée, sa phase doit étre Bound. Il devrait également refléter le
méme nom de back-end et UUID que celui du back-end existant.
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e
Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

Le systéme back-end sera désormais entierement géré a 'aide du systéme tbc-ontap-nas-backend
TridentBackendConfig objet.

Gérez TridentBackendConfig utilisation de systémes back-end tridentctl

"tridentctl’ possibilité d'afficher la liste des systemes back-end créés a
1l'aide de "TridentBackendConfig . En outre, les administrateurs ont la
possibilité de choisir entre la gestion complete de ces systemes back-end
“tridentctl’® en supprimant "TridentBackendConfig et en fait bien sir

"spec.deletionPolicy’ est défini sur “retain’.

Etape 0 : identifier le back-end

Par exemple, supposons que le back-end suivant a été créé a 'aide de TridentBackendConfig:
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

A partir de la sortie, on voit cela TridentBackendConfig A été créé avec succes et est lié a un back-end
[observer 'UUID du back-end].

Etape 1 : confirmer deletionPolicy est défini sur retain

Passons en revue les avantages de deletionPolicy. Il doit étre défini sur retain. Cela permet de
s’assurer que lorsqu’un TridentBackendConfig La demande de modification est supprimée, la définition de
l'arriere-plan est toujours présente et peut étre gérée avec tridentctl.

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain
kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'"{"spec":{"deletionPolicy":"retain"}}' -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ac5£f82 Bound Success ontap-san retain
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@ Ne pas passer a I'étape suivante sauf si deletionPolicy est défini sur retain.

Etape 2 : supprimez le TridentBackendConfig CR

La derniére étape consiste a supprimer le TridentBackendConfig CR. Aprés avoir confirmé le
deletionPolicy est défini sur retain, vous pouvez poursuivre la suppression :

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fom - fom e
Rt b t——————— o — +

| NAME | STORAGE DRIVER | UuID

| STATE | VOLUMES |

o o

e it ittt e P - o —— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

e o
o - +—————— +

Lors de la suppression du TridentBackendConfig Objet : Astra Trident la supprime simplement sans le
systéme back-end.
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