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Documentation du plug-in NetApp Element pour
VMware vCenter Server



Présentation du plug-in NetApp Element pour
VMware vCenter Server

Le plug-in NetApp Element pour VMware vCenter Server est un outil Web intégré a
l'interface utilisateur du client Web VMware vSphere. Le plug-in est une extension et une
interface alternative évolutive et conviviale pour VMware vSphere, qui peuvent gérer et
surveiller les clusters de stockage exécutant le logiciel NetApp Element.

Vous pouvez utiliser l'interface utilisateur du plug-in pour détecter et configurer les clusters, ainsi que pour
gérer, surveiller et allouer du stockage a partir de la capacité du cluster pour configurer des datastores et des
datastores virtuels (pour les volumes virtuels). Un cluster apparait sur le réseau comme un seul groupe local
représenté aux hotes et aux administrateurs par des adresses IP virtuelles. Vous pouvez également surveiller
I'activité du cluster a I'aide de rapports en temps réel, notamment des messages d’erreur et d’alerte pour tout
événement susceptible de se produire lors de I'exécution de diverses opérations.

Composants NetApp associés au plug-in

« Utilitaire d’enregistrement : un outil qui vous permet de gérer le "QoSSIOC" Enregistrement des services
et des plug-ins avec vCenter.

Depuis le plug-in Element pour vCenter 5.0, vous enregistrez le plug-in Element a partir d’'un
nceud de gestion distinct pour chaque serveur vCenter qui géere les clusters de stockage
NetApp SolidFire.

» Services de gestion : microservices qui incluent le service QoSSIOC pour le plug-in vCenter. Les mises a
niveau vers le plug-in sont publiées dans le cadre d’un pack de services de gestion.

En savoir plus sur "versions des services de gestion".

* Noeud de gestion (nceud M) : une machine virtuelle qui s’exécute en paralléle avec un ou plusieurs
clusters de stockage basés sur logiciel Element. A partir d’Element 11.3, les services de gestion sont
hébergés sur le nceud de gestion, ce qui permet une mise a jour plus rapide de certains services logiciels
en dehors des versions majeures.

URL courantes

Outre vSphere, il s’agit des URL les plus courantes utilisées avec le plug-in vCenter :

URL Description
https://[management node IP Enregistrez le module du plug-in vCenter dans le
address] :9443 client Web vSphere.

https://[management node IP address]:442 Depuis l'interface utilisateur du nceud de gestion par
nceud, accédez aux parametres du réseau et du
cluster et utilisez les tests et utilitaires du systeme.
"En savoir plus ."


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/Management_Services_Release_Notes
https://docs.netapp.com/us-en/hci/docs/task_mnode_access_ui.html

URL

https://[management node IP address]

https:// [management node IP
address] /mnode

https://[storage cluster MVIP address]

Trouvez plus d’informations

* "Documentation NetApp HCI"
+ "Page Ressources NetApp HCI"

+ "Page Ressources SolidFire et Element"

Description

Accédez a la solution NetApp de contrdle du cloud
hybride pour mettre a niveau vos services de gestion,
ou développez, surveillez et gérez votre installation.
"En savoir plus ."

Mettre a jour manuellement les services de gestion ou
gérer les ressources via l'interface utilisateur de I'API
REST depuis le nceud de gestion. "En savoir plus ."

Accédez a l'interface utilisateur du logiciel NetApp
Element.

+ "Point d’extension de la configuration NetApp Element

"Point d’extension de la configuration NetApp Element"

"Point d’extension du plug-in distant NetApp Element"


https://docs.netapp.com/us-en/hci/docs/task_hci_getstarted.html
https://docs.netapp.com/us-en/hci/docs/task_mnode_access_ui.html
https://docs.netapp.com/us-en/hci/index.html
http://mysupport.netapp.com/hci/resources
https://www.netapp.com/data-storage/solidfire/documentation

Notes de version

Nouveautés du plug-in NetApp Element pour VMware
vCenter Server

La version 5.5 du plug-in NetApp Element pour vCenter Server offre des améliorations de
sécurité et est disponible avec la version 2.27.40 des services de gestion.

"En savoir plus sur la version 5.5 du plug-in Element pour vCenter Server"

Plug-in NetApp Element pour vCenter Server 5.4

Le plug-in Element vCenter 5.4 est disponible avec la version 2.26.30 des services de gestion.

"En savoir plus sur la version 5.4 du plug-in Element pour vCenter Server"

Plug-in NetApp Element pour vCenter Server 5.3

Le plug-in NetApp Element pour vCenter Server 5.3 offre des améliorations en matiére de sécurité et de
performances.

"En savoir plus sur la version 5.3 du plug-in Element pour vCenter Server" .

Le plug-in Element vCenter 5.3 est disponible avec la version 2.25.42 des services de gestion.

Plug-in NetApp Element pour vCenter Server 5.2

Le plug-in NetApp Element pour vCenter Server 5.2 contient des améliorations de prise en charge et une
amélioration de I'affichage des domaines de protection personnalisés.

Avec la version 5.2, le plug-in affiche les informations sur 'intégrité du domaine de protection personnalisé
lorsqu’un domaine de protection personnalisé est configuré sur un cluster logiciel Element. "En savoir plus >>".

Le plug-in Element vCenter 5.2 est disponible avec la version 2.24.40 des services de gestion.

Plug-in NetApp Element pour vCenter Server 5.1

Le plug-in NetApp Element pour vCenter Server 5.1 améliore la sécurité et les performances. "En savoir plus
>>||-

Plug-in NetApp Element pour vCenter Server 5.0

Le plug-in NetApp Element pour vCenter Server 5.0 contient I'architecture de plug-in a distance congue pour
intégrer la fonctionnalité du plug-in a un client vSphere sans avoir a I'exécuter a I'intérieur de vCenter Server.
L’architecture distante prend en charge l'isolation des plug-ins et permet une évolutivité horizontale des plug-
ins compatibles avec les grands environnements vSphere. Le plug-in Remote Element est déployé dans un
conteneur docker situé dans un nceud de gestion avec des services de gestion. "En savoir plus >>".

Le plug-in vCenter Element 5.0 prend en charge VMware vSphere 8.0, 7.0 et 7.0 Update 1, 2 et 3, notamment
vCenter Server, ESXi et le client Web HTML5 vSphere.


https://library.netapp.com/ecm/ecm_download_file/ECMLP3344864
https://library.netapp.com/ecm/ecm_download_file/ECMLP3330676
https://library.netapp.com/ecm/ecm_download_file/ECMLP3316480
https://library.netapp.com/ecm/ecm_download_file/ECMLP2885734
https://library.netapp.com/ecm/ecm_download_file/ECMLP2885734

Le plug-in Element vCenter 5.0 est disponible dans la version 2.22.7 des services de gestion. Si vous n’utilisez
pas le plug-in, il s’agit d’'une mise a niveau facultative car tous les autres services et fonctionnalités sont
identiques a la version 2.21.61. Pour plus d’informations sur les derniéres mises a jour des services de
gestion, reportez-vous a la section "Notes de mise a jour des services de gestion 2.21.61".

Plug-in NetApp Element pour vCenter Server 4.10

Le plug-in Element vCenter 4.10 contient des problémes résolus, notamment des vulnérabilités de sécurité, qui
peuvent réduire considérablement les interruptions détectées lors des mises a niveau et améliorer les
opérations quotidiennes dans certains environnements. Dans la version 4.10 du plug-in, les liens d’aide en
ligne ont été transférés vers ceci "lien vers la documentation". Pour accéder aux liens d’aide en ligne a partir
du plug-in, vous devez disposer d’un acces réseau.

Le plug-in Element vCenter 4.10 est disponible dans la version 2.21.61 des services de gestion.

Plug-in NetApp Element pour vCenter Server 4.9

Le plug-in NetApp Element pour vCenter Server 4.9 prend en charge les restaurations pour vSphere 6.5,
notamment vCenter Server, ESXi et le client Web HTML5 vSphere.

Le plug-in Element vCenter 4.9 est disponible dans la version 2.20.69 des services de gestion.

Plug-in NetApp Element pour vCenter Server 4.8

Le plug-in Element vCenter 4.8 offre des améliorations en matiére de sécurité, une meilleure utilisation de la
mémoire et des mises a niveau de bibliotheques tierces.

Le plug-in Element vCenter 4.8 est disponible dans la version 2.19 des services de gestion.

Plug-in NetApp Element pour vCenter Server 4.7

Le plug-in Element vCenter 4.7 inclut des améliorations de sécurité importantes qui développez encore les
améliorations apportées a la "correctif 2.17.56 pour les services de gestion récents" relachez.

Dans la version 4.7, le plug-in prend désormais en charge les composants de vSphere 7.0 Update 2,
notamment vCenter Server, ESXi et le client Web HTML5 vSphere.

Le plug-in Element vCenter 4.7 est disponible dans la version 2.18 des services de gestion.

Plug-in NetApp Element pour vCenter Server 4.6

Dans la version 4.6, le plug-in prend désormais en charge les composants de vSphere 7.0 Update 1,
notamment vCenter Server, ESXi et le client Web HTML5 vSphere.

Le plug-in Element vCenter 4.6 est disponible dans la version 2.16 des services de gestion.

Trouvez plus d’informations

* "Versions antérieures de la documentation du plug-in NetApp Element"
* "Notes de version des services de controle et de gestion dans le cloud hybride"
* "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"


https://library.netapp.com/ecm/ecm_download_file/ECMLP2884458
https://security.netapp.com/advisory/ntap-20210315-0001/
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/Management_Services_Release_Notes
https://docs.netapp.com/us-en/hci/index.html
https://www.netapp.com/data-storage/solidfire/documentation

Informations supplémentaires sur la version

Vous trouverez des liens vers les notes de version plus récentes et plus anciennes
concernant divers composants de I'environnement de stockage NetApp HCI et Element.

@ Vous serez invité a vous connecter a I'aide de vos identifiants du site de support NetApp.

NetApp HCI

* "Notes de version de NetApp HCI 1.10"

* "Notes de version de NetApp HCI 1,9 P1"
* "Notes de version de NetApp HCI 1.9"

* "Notes de version NetApp HCI 1.8P1"

* "Notes de version de NetApp HCI 1.8"

* "Notes de version de NetApp HCI 1.7P1"

Logiciel NetApp Element

* "Notes de version du logiciel NetApp Element 12.9"Nouveau
* "Notes de version du logiciel NetApp Element 12.8"

* "Notes de version du logiciel NetApp Element 12.7"

* "Notes de version du logiciel NetApp Element 12.5"

* "Notes de version du logiciel NetApp Element 12.3.2"
* "Notes de version du logiciel NetApp Element 12.3.1"
* "Notes de version du logiciel NetApp Element 12.3"

* "Notes de version du logiciel NetApp Element 12.2"

* "Notes de version du logiciel NetApp Element 12.0"

* "Notes de version du logiciel NetApp Element 11.8"

* "Notes de version du logiciel NetApp Element 11.7"

* "Notes de version du logiciel NetApp Element 11.5.1"

* "Notes de version du logiciel NetApp Element 11,3P1"

Services de gestion

* "Notes de mise a jour des services de gestion KB"

Plug-in NetApp Element pour VMware vCenter Server

* "Notes de version du plug-in vCenter 5.5"
* "Notes de version du plug-in vCenter 5.4"
* "Notes de version du plug-in vCenter 5.3"

* "Notes de version du plug-in vCenter 5.2"


https://library.netapp.com/ecm/ecm_download_file/ECMLP2882194
https://library.netapp.com/ecm/ecm_download_file/ECMLP2879274
https://library.netapp.com/ecm/ecm_download_file/ECMLP2876591
https://library.netapp.com/ecm/ecm_download_file/ECMLP2873790
https://library.netapp.com/ecm/ecm_download_file/ECMLP2865021
https://library.netapp.com/ecm/ecm_download_file/ECMLP2861226
https://library.netapp.com/ecm/ecm_download_file/ECMLP3362264
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886996
https://library.netapp.com/ecm/ecm_download_file/ECMLP2884468
https://library.netapp.com/ecm/ecm_download_file/ECMLP2882193
https://library.netapp.com/ecm/ecm_download_file/ECMLP2881056
https://library.netapp.com/ecm/ecm_download_file/ECMLP2878089
https://library.netapp.com/ecm/ecm_download_file/ECMLP2876498
https://library.netapp.com/ecm/ecm_download_file/ECMLP2873789
https://library.netapp.com/ecm/ecm_download_file/ECMLP2865022
https://library.netapp.com/ecm/ecm_download_file/ECMLP2864256
https://library.netapp.com/ecm/ecm_download_file/ECMLP2861225
https://library.netapp.com/ecm/ecm_download_file/ECMLP2863854
https://library.netapp.com/ecm/ecm_download_file/ECMLP2859857
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/Management_Services_Release_Notes
https://library.netapp.com/ecm/ecm_download_file/ECMLP3344864
https://library.netapp.com/ecm/ecm_download_file/ECMLP3330676
https://library.netapp.com/ecm/ecm_download_file/ECMLP3316480
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886272

"Notes de version du plug-in vCenter 5.1"
"Notes de version du plug-in vCenter 5.0"
"Notes de version du plug-in vCenter 4.10"
"Notes de version du plug-in vCenter 4.9"
"Notes de version du plug-in vCenter 4.8"
"Notes de version du plug-in vCenter 4.7"
"Notes de version du plug-in vCenter 4.6"
"Notes de version du plug-in vCenter 4.5"
"Notes de version du plug-in vCenter 4.4"

"Notes de version du plug-in vCenter 4.3"

Calcul du firmware

"Notes de version de Compute Firmware Bundle 2.146"
"Notes de version de Compute Firmware Bundle 2.76"
"Notes de version de Compute Firmware Bundle 2.27"

"Notes de version de Compute Firmware Bundle 12.2.109"

Micrologiciel de stockage

"Notes de version du pack de firmware de stockage 2.146"
"Notes de version du pack de firmware de stockage 2.99.2"
"Notes de version du pack de firmware de stockage 2.76"
"Notes de version du pack de firmware de stockage 2.27"
"Notes de version BMC 3.84.07 H610S"
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Concepts

Plug-in NetApp Element pour VMware vCenter Server 5.0 ou
version ultérieure

Présentation de I'architecture des plug-ins a distance

Depuis le plug-in NetApp Element pour vCenter Server 5.0, I'architecture du plug-in
change de site local a distant. Le plug-in n’est plus déployé dans un serveur vCenter
grace a l'architecture a distance. Pour le plug-in Element pour vCenter Server 4.10 ou
version antérieure, le déploiement du plug-in reste local au serveur vCenter auquel il est
enregistrée.

Cette page décrit la mise en ceuvre du plug-in NetApp Element distant pour vCenter Server.

L’architecture du plug-in a distance du client vSphere est congue pour intégrer la fonctionnalité du plug-in au
client vSphere sans avoir a I'exécuter dans vCenter Server. L’architecture des plug-ins a distance prend en
charge l'isolation des plug-ins, permet une évolutivité horizontale des plug-ins compatibles avec les
environnements vSphere de grande taille et offre les avantages suivants :

* Le plug-in est protégé contre les interférences par des plug-ins instables ou compromis chargés sur le
méme client vSphere.

* La compatibilité des plug-ins est fiable pour toutes les mises a niveau de vCenter Server.

* Un plug-in incompatible n’interfére pas avec le fonctionnement de vCenter Server.

* Vous pouvez déployer plusieurs versions de plug-ins dans le méme environnement vSphere.

« L'interface utilisateur enfichable a distance ne doit communiquer qu’avec un seul serveur back-end.

+ La topologie des plug-ins déployés est bien définie et facile a comprendre qui prend en charge le
dépannage.

Plug-in d’élément distant pour I'architecture générale de vCenter Server

Grace a NetApp Hybrid Cloud Control, le plug-in distant Element est déployé dans un conteneur docker situé a
l'intérieur d’'un nceud de gestion avec des services de gestion.
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Docker container

Le serveur vCenter du plug-in d’élément distant, le service d’enregistrement et le service SIOC (Storage 1/10
Control) partagent le méme service docker, mais ils sont a I'écoute de différents ports.

Description Port
Serveur vCenter du plug-in Remote Element 8333
Service d’enregistrement 9443
Service SIOC 8443

Présentation des chemins de communication du plug-in d’élément distant

Vous devez d’abord enregistrer le plug-in distant avec vCenter Server a I'aide du service d’enregistrement
exécuté sur un nceud de gestion (https://<mnode-ip>:9443/). Sur la page d’inscription, vous pouvez
afficher le nom d’utilisateur, le mot de passe et le plugin.json chemin d’accés au fichier de manifeste.

@ Le chemin par défaut est indiqué dans I'interface utilisateur. Aucune action n’est requise.

Si les détails fournis sont corrects, le service d’enregistrement enregistre le plug-in avec vCenter Server et
saisit les détails de vCenter dans la base de données du serveur du plug-in.

Une fois I'enregistrement terminé, le serveur du plug-in télécharge le plugin. json le fichier manifeste et
initie le déploiement du plug-in distant, qui implique la configuration du plug-in distant comme extension avec
le vsphere-ui client. Une fois le déploiement terminé, vous pouvez accéder au point d’extension NetApp
Element Remote Plugin a partir du vsphere-ui client web.

Toutes les communications a partir de l'interface utilisateur du plug-in se font via vCenter Server qui exécute
un service proxy inverse en utilisant le protocole HTTPS chargé de transférer les demandes pour le service de
plug-in distant. Le serveur du plug-in interagit avec le service SIOC via I'authentification de base HTTPS et un
cluster Element via le kit de développement logiciel Java Element.

Trouvez plus d’informations

* "Documentation NetApp HCI"

» "Page Ressources SolidFire et Element”


https://<mnode-ip>:9443/
https://docs.netapp.com/us-en/hci/index.html
https://www.netapp.com/data-storage/solidfire/documentation

Point d’extension du plug-in distant NetApp Element

Depuis le plug-in NetApp Element vCenter 5.0, vous pouvez accéder au plug-in
d’élément distant en utilisant le point d’extension du plug-in distant NetApp Element, qui
vous permet de configurer et de gérer des clusters, des noceuds et des disques, et
d’afficher les informations sur le cluster.

Les onglets suivants sont disponibles depuis le point d’extension du plug-in distant NetApp Element :

¢ Mise en route
* Configuration
« Gestion

+ A propos de

Mise en route

L'onglet mise en route présente les points d’extension du plug-in et les actions qui peuvent étre effectuées.
Vous pouvez masquer les pages mise en route de chaque page ou les restaurer a partir de 'onglet About.

Configuration

L'onglet Configuration vous permet d’ajouter et de gérer des clusters et de configurer les parameétres des
nceuds de gestion pour QoSSIOC.

@ Selon la version de vSphere installée, votre client Web vSphere peut différer Iégérement de ce
qui est illustré dans I'image suivante.

NetApp Element Remote Plugin INSTANCE

Getting Started Configuration Management About

Clusters, QoSSIOC Settings QoSSIOC Events

@ Clusters  apo cLuster | acrions~

Cluster Name T vCenter GUID X Unique ID Y Management Virtual IP T Storage Virtual IP T Status T VVols T

cpe-t-cluster Online Enabled

Les onglets suivants sont disponibles dans 'onglet Configuration :

» Clusters : gére les clusters NetApp Element contrdlés par le plug-in. Vous pouvez également activer,
désactiver ou configurer des fonctionnalités propres au cluster.

* Parameétres QoSSIOC : configure vos informations d’identification pour le service QoSSIOC sur le nceud
de gestion pour communiquer avec vCenter.

* QoSSIOC Events : affiche des informations sur tous les événements QoSSIOC détectés.

Gestion

L'onglet Management permet d’effectuer les opérations suivantes :

» Afficher les informations sur le cluster
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» Gérez les datastores, les volumes, les comptes utilisateurs, les groupes d’acces et les initiateurs

» Gérer les instantanés de groupe individuels et ajouter et gérer des disques et des nceuds

@ Selon la version de vSphere installée, votre client Web vSphere peut différer Iégérement de ce
qui est illustré dans I'image suivante.

NetApp Element Remote Plugin  INSTANCE

Management About

Reporting Management Protection Clster Vo
EVENT .-;.'!.Zl ALERTS l 1SCS SKS l \.'i.r'jf_ﬂE»’J?iﬂ\ﬂl'_E_J ]
Cluster Capacity ¢ Cluster Efficiency (o4 Provisioned |0Ps c
1.86 TB  215.57 GB e 0.04x
Block Remaining Metadata Remaining 43.75x e e
113x 7 83X
Block Storage 63.44 GB /192 T8 162 ’
- I | 392K Masumur IS
1
Cluster Health c

Hardware Health

Protection Domains @ [+

La barre de navigation du cluster vous permet de basculer rapidement entre les clusters qui ont été ajoutés au
plug-in :
« Cluster : si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez utiliser pour
les taches de gestion est sélectionné dans la barre de navigation. Sélectionnez d’autres clusters ajoutés
dans la liste déroulante.

* MVIP : adresse IP virtuelle de gestion du cluster sélectionné.

» SVIP : adresse IP virtuelle de stockage du cluster sélectionné.

* VCenter : le serveur vCenter auquel le cluster sélectionné peut accéder. L’accés au serveur vCenter est
attribué au cluster lorsque celui-ci est ajouté au plug-in.

Les onglets suivants sont disponibles dans I'onglet Management :

* Reporting : affiche des informations sur les composants du cluster et fournit un apergu des performances
du cluster. L’'onglet contient également des informations sur les événements, les alertes, les sessions
iISCSI, les taches en cours d’exécution et les volumes de performances.

» Gestion : création et gestion de datastores, de volumes, de comptes utilisateur, de groupes d’acces et
d’initiateurs. Vous pouvez également effectuer des opérations de sauvegarde, des clones et des copies
Snapshot. Des regles de QoS peuvent étre créées et gérées a 'aide du logiciel NetApp Element 10 ou

version ultérieure.

* Protection : gérer les instantanés individuels et de groupe. Vous pouvez également créer des plannings
de création de snapshots, associer des clusters pour la réplication en temps réel et gérer des paires de
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volumes.
 Cluster : ajouter et gérer des lecteurs et des nceuds. Vous pouvez également créer et gérer des VLAN.

* VWols : gérer les volumes virtuels et les conteneurs de stockage, les terminaux de protocole et les liaisons
associés.

A propos de

Affiche des informations sur la version du plug-in et fournit une option de téléchargement de service pack.

Trouvez plus d’informations

* "Présentation du plug-in NetApp Element pour vCenter Server"
* "Documentation NetApp HCI"

* "Page Ressources SolidFire et Element"

Plug-in NetApp Element pour VMware vCenter Server 4.10
ou version antérieure

Point d’extension de la configuration NetApp Element

Le point d’extension NetApp Element Configuration vous permet d’ajouter et de gérer des
clusters, d’attribuer des clusters de stockage aux serveurs vCenter pour le mode lié et de
configurer les parameétres des nceuds de gestion pour QoSSIOC.

Utilisation du plug-in NetApp Element pour VMware vCenter Server pour gérer les ressources
@ de cluster a partir d’autres serveurs vCenter a l'aide de "Mode lie vCenter" est limitée aux
clusters de stockage locaux uniquement.

@ Selon la version de vSphere installée, votre client Web vSphere peut différer Iégérement de ce
qui est illustré dans 'image suivante.

NetApp Element Configuration

Getting Started Clusters QoeSSI0OC Settings GQoSSIOC Events About
i
@ Clusters app cLusTer [ acTions~
Cluster Name T vCenter IP Address T Unigue 1D T Management Virtual [P T Storage Virtual IP T Status T VVolis T
( COnline ) Enabled
Vitems (5
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https://docs.netapp.com/us-en/hci/index.html
https://www.netapp.com/data-storage/solidfire/documentation

Les onglets suivants sont disponibles a partir du point d’extension NetApp Element Configuration :

* Pour commencer: Introduit les points d’extension pour le plug-in et les actions qui peuvent étre
effectuées. Vous pouvez masquer les pages mise en route de chaque page ou les restaurer a partir de
'onglet About du point d’extension de la configuration NetApp Element.

 Clusters : gere les clusters NetApp Element contrélés par le plug-in. Vous pouvez également activer,
désactiver ou configurer des fonctionnalités propres au cluster.

« Paramétres QoSSIOC : configure vos informations d’identification pour le service QoSSIOC sur le nceud
de gestion pour communiquer avec vCenter.

* QoSSIOC Events : affiche des informations sur tous les événements QoSSIOC détectés.

+ A propos : affiche des informations sur la version du plug-in et fournit une option de téléchargement du
service pack.

Trouvez plus d’informations

+ "Point d’extension de gestion NetApp Element”
* "Présentation du plug-in NetApp Element pour VMware vCenter Server"
* "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"

Point d’extension de gestion NetApp Element

Le point d’extension NetApp Element Management vous permet d’afficher les
informations sur les clusters, de gérer les datastores, les volumes, les comptes
d’utilisateurs, les groupes d’acces, et les initiateurs, gérent les snapshots de groupes
individuels et ajoutent et gérent des disques et des noeuds.

Utilisation du plug-in NetApp Element pour VMware vCenter Server pour gérer les ressources
@ de cluster a partir d’autres serveurs vCenter a I'aide de "Mode lié vCenter" est limitée aux
clusters de stockage locaux uniquement.

@ Selon la version de vSphere installée, votre client Web vSphere peut différer Iégerement de ce
qui est illustré dans 'image suivante.
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La barre de navigation du cluster vous permet de basculer rapidement entre les clusters qui ont été ajoutés au
plug-in :

* Cluster : si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez utiliser pour
les taches de gestion est sélectionné dans la barre de navigation. Sélectionnez d’autres clusters ajoutés

dans la liste déroulante.

MVIP : adresse IP virtuelle de gestion du cluster sélectionné.

SVIP : adresse IP virtuelle de stockage du cluster sélectionné.

» VCenter : le serveur vCenter auquel le cluster sélectionné peut accéder. L'accés au serveur vCenter est
attribué au cluster lorsque celui-ci est ajouté au plug-in.

Les onglets suivants sont disponibles depuis le point d’extension NetApp Element Management :

* Pour commencer: Introduit les points d’extension pour le plug-in et les actions qui peuvent étre
effectuées. Vous pouvez masquer les pages démarrage de chaque page ou les restaurer a partir de
'onglet About du point d’extension NetApp Element Management.

* Reporting : affiche des informations sur les composants du cluster et fournit un apergu des performances
du cluster. L’'onglet contient également des informations sur les événements, les alertes, les sessions
iISCSI, les taches en cours d’exécution et les performances des volumes.

* Gestion : création et gestion de datastores, de volumes, de comptes utilisateur, de groupes d’acces et
d’initiateurs. Vous pouvez également effectuer des opérations de sauvegarde, des clones et des copies
Snapshot. Des regles de QoS peuvent étre créées et gérées a l'aide du logiciel NetApp Element 10 ou

version ultérieure.
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* Protection : gérer les instantanés individuels et de groupe. Vous pouvez également créer des plannings
de création de snapshots, associer des clusters pour la réplication en temps réel et gérer des paires de
volumes.

« Cluster : ajouter et gérer des lecteurs et des nceuds. Vous pouvez également créer et gérer des VLAN.

* VWols : gérer les volumes virtuels et les conteneurs de stockage, les terminaux de protocole et les liaisons
associés.

Trouvez plus d’informations

+ "Point d’extension de la configuration NetApp Element"
* "Présentation du plug-in NetApp Element pour VMware vCenter Server"
* "Documentation NetApp HCI"

* "Page Ressources SolidFire et Element”

Comptes d’utilisateur

Les comptes utilisateurs contrdlent 'acces aux ressources de stockage sur un réseau
logiciel NetApp Element. Au moins un compte utilisateur est nécessaire avant la création
du volume.

Lorsque vous créez un volume, il est affecté a un compte. Si vous avez créé un volume virtuel, le compte est le
conteneur de stockage. Le compte contient 'authentification CHAP requise pour accéder aux volumes qui lui
sont affectés.

Un compte peut avoir jusqu’a 2000 volumes qui lui sont attribués, mais un volume ne peut appartenir qu’'a un
seul compte.

Trouvez plus d’informations

* "Documentation NetApp HCI"

» "Page Ressources SolidFire et Element”

Les domaines de protection

Un domaine de protection est un nceud ou un ensemble de nceuds regroupés de maniére
a ce qu’'un nceud ou tous les noeuds du domaine puissent tomber en panne sans que le
cluster perde la disponibilité des données. La fonction de domaines de protection vous
permet de surveiller la capacité des ressources d’un cluster afin de vous assurer que le
cluster est toujours capable de guérison en cas de défaillance. Vous pouvez sélectionner
la surveillance au niveau d’un nceud ou du domaine du chassis :

* Niveau de nceud définit chaque domaine de protection par nceud individuel, chaque nceud étant
potentiellement placé sur le chéssis.
* Niveau de chassis définit chaque domaine de protection par des nceuds qui partagent un chassis.
Un domaine de chassis nécessite plus de ressources de capacité qu’un domaine de nceud pour étre résilient

aux pannes. Lorsqu’un seuil de protection est dépassé, un cluster ne dispose plus de la capacité suffisante
pour corriger les pannes tout en assurant une disponibilité des données sans interruption.
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"En savoir plus sur les domaines de protection personnalisés".

Trouvez plus d’informations

* "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"

Mode lié et plug-in vCenter

Vous pouvez utiliser le plug-in NetApp Element pour VMware vCenter Server pour gérer
les ressources de clusters a partir d’autres serveurs vCenter en utilisant le mode lié
vCenter.
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Plug-in Element pour vCenter 5.0 ou version ultérieure

Depuis le plug-in Element 5.0, vous enregistrez le plug-in Element a partir d’'un nceud de gestion distinct
pour chaque serveur vCenter qui gére les clusters de stockage NetApp SolidFire.
Exemple

* Inscrivez-vous a vCenter 1 : https://[mnodel] : 9443/solidfire-mnode/registration

* Inscrivez-vous a vCenter 2 : https:// [mnode2] :9443/solidfire-mnode/registration

Pour configurer la gestion des clusters de stockage dans un environnement vSphere en mode lié, vous
pouvez utiliser la procédure suivante pour ajouter manuellement les clusters de stockage.
Etapes

1. Déployez le plug-in Element en enregistrant le plug-in a partir d’'un noeud de gestion distinct pour
chaque serveur vCenter dans I'environnement Linked mode qui utilise ce plug-in.

2. Utiliser le plug-in d’élément.
a. Connectez-vous au client Web de n’importe quel serveur vCenter dans I'environnement Linked
mode.

b. Sur la ligne NetApp Element Remote Plugin, sélectionnez la liste instance.

NetApp Element Remote I'-'Iu_-:;-r' INSTAKCE

Getting Started Comfigurat

Flugin instanco Verzion vienler Server
5000 MRS mgmi it opensnglab netapp com

m  Getting Started

RALADS T rrvesis i

c. Sélectionnez le serveur vCenter avec lequel vous souhaitez travailler.

Une fois le serveur vCenter cible sélectionné, vous pouvez ajouter et gérer les clusters pour cet
environnement vCenter Server.

@ Vous pouvez uniquement afficher et gérer les clusters de stockage associés au serveur
vCenter sélectionné.

Exemple

Vous avez vCenter 1 et vCenter 2 en mode lié, cluster de stockage 1 et cluster de stockage 2. Vous
voulez que vCenter 1 gere le cluster 1 et vCenter 2 pour gérer le cluster 2.
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vCenter2

mNode1 mNode2
remote plug-in il remote plug-in

Aprés avoir enregistré le plug-in avec un nceud de gestion distinct pour chaque serveur vCenter,
configurez la gestion du cluster de stockage.
Etapes
1. Connectez-vous au client Web de n’importe quel serveur vCenter dans I'environnement Linked mode.
. Sur la ligne NetApp Element Remote Plugin, sélectionnez la liste instance.
. Pour gérer le cluster 1 a partir du client Web vCenter 1, sélectionnez vCenter 1 dans la liste.
. Ajouter cluster 1 a 'inventaire du plug-in Element.
. Sur la ligne NetApp Element Remote Plugin, sélectionnez la liste instance

. Pour gérer le cluster 2 a partir du client Web vCenter 2, sélectionnez vCenter 2 dans la liste.

N O o~ WD

. Ajouter cluster 2 a l'inventaire du plug-in Element.

Plug-in Element pour vCenter 4.10 ou version antérieure

Dans le cas du plug-in Element 4.10 ou version antérieure, vous ne pouvez geérer le cluster de stockage
que dans le plug-in Element lorsque vous étes connecté au client web vCenter de destination.

Pour configurer la gestion des clusters de stockage dans un environnement vSphere en mode li¢, vous
pouvez utiliser la procédure suivante pour ajouter manuellement les clusters de stockage.

Etapes
1. Enregistrez le plug-in dans chaque serveur vCenter dans I'environnement Linked mode qui utilise ce
plug-in.
2. Connectez-vous une fois au client Web vSphere pour chaque serveur vCenter lié.

La connexion lance l'installation du plug-in sur le client Web.
3. Connectez-vous au client Web du vCenter de destination que vous souhaitez gérer le cluster de

stockage.

4. Ajoutez le cluster de stockage a I'inventaire du plug-in Element.

Exemple

Vous avez vCenter 1 et vCenter 2 en mode lié, cluster de stockage 1 et cluster de stockage 2. Vous
voulez que vCenter 1 gére le cluster 1 et vCenter 2 pour gérer le cluster 2. Pour configurer la gestion du
cluster de stockage, aprés avoir enregistré le plug-in sur chaque serveur vCenter, effectuez les
opérations suivantes :

1. Connectez-vous au client Web vCenter 1.



2. Pour gérer le cluster 1 a partir du client Web vCenter 1, ajoutez le cluster 1 a I'inventaire du plug-in
Element.

3. Connectez-vous au client Web vCenter 2.

4. Pour gérer le cluster 2 a partir du client Web vCenter 2, ajoutez le cluster 2 a I'inventaire du plug-in
Element.

Trouvez plus d’informations

* "Documentation NetApp HCI"

» "Page Ressources SolidFire et Element”

QoSSIOC

Le plug-in NetApp Element pour VMware vCenter Server offre, en option, une qualité de
service automatique ("La QoS") Basé sur le contrdle des E/S du stockage ("SIOC") Les
parameétres de toutes les machines virtuelles d’un datastore standard. L'intégration QoS
et SIOC (QoSSIOC), qui peut étre activée pour un datastore standard, exécute une
analyse de tous les parameétres SIOC sur toutes les VM associées.

QoSSIOC ajuste les valeurs QoS sur les volumes d’éléments standard lorsqu’un événement de machine
virtuelle se produit, comme les événements de mise sous tension ou hors tension, les redémarrages ou I'arrét
de linvité, ou I'activité de reconfiguration. Le service QoSSIOC utilise la somme de toutes les réservations ou
partages SIOC, ainsi que la somme des limites d'lOPS pour déterminer la QoS minimale et maximale pour le
volume sous-jacent de chaque datastore. Un facteur de rafale configurable est également disponible.

Les éléments suivants doivent étre pris en compte avant d’utiliser 'automatisation QoSSIOC :

* Automatisation QoSSIOC et "Des regles de QoS" ne doit pas étre utilisé ensemble. Si vous utilisez des
politiques Qo0S, n’activez pas QoSSIOC. QoSSIOC remplacera et ajuste les valeurs QoS pour les
parametres QoS du volume.

» QoSSIOC est idéal pour les machines virtuelles a usage léger, telles que les postes de travail virtuels ou
les machines virtuelles de type kiosque spécialisé, qui peuvent étre redémarrés, mis sous tension ou
éteints chaque jour ou plusieurs fois par jour.

* QoSSIOC convient moins aux environnements de services, par exemple avec des serveurs de bases de
données, d’applications ou d’infrastructure qui se redémarrent rarement et ont besoin d’'un accés constant
au stockage égal. Les régles de QoS conviennent le mieux a ces environnements.

* QoSSIOC est disponible uniquement avec les datastores standard. Elle ne fonctionne pas avec les
volumes virtuels (VVol).

Lorsque les paramétres SIOC d’un VMDK se situent au niveau de partages par défaut de
Normal et a la limite IOPS par défaut de Unlimited, les valeurs de partages et de limite IOPS

@ contribuent a la QoS totale du volume sous-jacent. Si les paramétres SIOC du VMDK ne sont
pas des niveaux par défaut, les partages SIOC contribuent aux valeurs de limites QoS min. Et
SIOC des niveaux QoS max. Pour le volume sous-jacent.

Il est possible de définir une valeur de réservation via 'API vSphere. Si une valeur de
réservation est définie pour un VMDK, les partages sont ignorés et la valeur de réservation est
utilisée a la place.
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"SolidFire Active Q" Dispose d’'une page de recommandations QoS qui fournit des conseils sur
la configuration optimale et la configuration des paramétres de QoS.

Trouvez plus d’informations

* "Documentation NetApp HCI"

» "Page Ressources SolidFire et Element"

Volumes virtuels (vvols)

Les volumes virtuels vSphere sont un modéle de stockage utilisé par VMware qui permet
de déplacer une grande partie de la gestion du stockage pour vSphere du systéme de
stockage vers VMware vCenter. Avec Virtual volumes (vvols), vous pouvez allouer du
stockage en fonction des besoins de machines virtuelles individuelles.

Liaisons

Le cluster NetApp Element choisit un noeud final de protocole optimal, crée une liaison qui associe I'hnéte ESXi
et le volume virtuel au noeud final du protocole et renvoie la liaison a I'h6te ESXi. Une fois lié, 'héte ESXi peut
effectuer des opérations d’E/S avec le volume virtuel lié.

Terminaux PE

Les hotes VMware ESXi utilisent des proxys d’E/S logiques appelés terminaux de protocole pour communiquer
avec les volumes virtuels. Les hotes ESXi lient les volumes virtuels aux terminaux PE pour effectuer des
opérations d’E/S. Lorsqu’'une machine virtuelle de I'h6te effectue une opération d’E/S, le point de terminaison
de protocole associé dirige les E/S vers le volume virtuel auquel elle est couplée.

Les terminaux PE d’un cluster NetApp Element fonctionnent comme des unités logiques d’administration
SCSI. Chaque terminal de protocole est créé automatiquement par le cluster. Pour chaque noeud d’un cluster,
un terminal de protocole correspondant est créé. Par exemple, un cluster a quatre nceuds posséde quatre
terminaux de protocole.

ISCSI est le seul protocole pris en charge par le logiciel NetApp Element. Le protocole Fibre Channel n’est pas
pris en charge. Les terminaux de protocole ne peuvent pas étre supprimés ou modifiés par un utilisateur, ne
sont pas associés a un compte et ne peuvent pas étre ajoutés a un groupe d’acces de volume. Vous pouvez
consulter les informations de point final du protocole a I'aide du point d’extension du plug-in :

* Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > gestion > VVol >
terminaux PE.

* Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez gestion NetApp Element >
VVol > terminaux PE.

Conteneurs de stockage

Les conteneurs de stockage sont des constructions logiques qui sont mappées aux comptes NetApp Element
et utilisées pour le reporting et I'allocation des ressources. lIs regroupent des capacités de stockage brutes ou
des fonctionnalités de stockage agrégées que le systéme de stockage peut fournir aux volumes virtuels. Un
datastore VVol créé dans vSphere est mappé a un conteneur de stockage individuel. Par défaut, un conteneur
de stockage unique dispose de toutes les ressources disponibles depuis le cluster NetApp Element. Si une
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gouvernance plus granulaire est nécessaire pour la colocation, plusieurs conteneurs de stockage peuvent étre
créés.

Les conteneurs de stockage fonctionnent comme des comptes classiques et peuvent contenir a la fois des
volumes virtuels et des volumes traditionnels. Un maximum de quatre conteneurs de stockage par cluster est
pris en charge. Un conteneur de stockage au moins est requis pour utiliser la fonctionnalité VVols. Vous
pouvez créer, supprimer et afficher des détails sur les conteneurs de stockage a 'aide du point d’extension du

plug-in :

* Depuis le plug-in vCenter Element 5.0, sélectionnez Plug-in distant NetApp Element > gestion > VVol >
conteneurs de stockage.

» Pour le plug-in Element vCenter 4.10 et versions antérieures, sélectionnez gestion NetApp Element >
VVol > conteneurs de stockage.

Vous pouvez également découvrir les conteneurs de stockage dans vCenter lors de la création des volumes
virtuels.

Fournisseur VASA

Pour que vSphere soit conscient de la fonctionnalité vVol du cluster NetApp Element, I'administrateur vSphere
doit enregistrer le fournisseur NetApp Element VASA aupres de vCenter. Le fournisseur VASA est le chemin
de controle hors bande entre vSphere et le cluster Element. Il est chargé d’exécuter les demandes sur le
cluster Element pour le compte de vSphere, par exemple la création de machines virtuelles, la mise a
disposition de machines virtuelles pour vSphere et la publicité des fonctionnalités de stockage pour vSphere.

Le fournisseur VASA s’exécute comme faisant partie du maitre de cluster dans le logiciel Element. Le maitre
de cluster est un service hautement disponible qui bascule vers n'importe quel nceud du cluster si nécessaire.
En cas de défaillance du maitre de cluster, le fournisseur VASA le déplace tout en assurant une haute
disponibilité pour le fournisseur VASA. Toutes les taches de provisionnement et de gestion du stockage
utilisent le fournisseur VASA, qui gere toutes les modifications requises dans le cluster Element.

Pour le logiciel Element 12.5 et version antérieure, ne vous enregistrez pas plusieurs

@ fournisseurs NetApp Element VASA vers une seule instance de vCenter. Ainsi, lorsqu’un
deuxiéme fournisseur NetApp Element VASA est ajouté, tous les data stores VVOL sont
inaccessibles.

Le support VASA pour 10 centres maximum est disponible en tant que correctif de mise a
niveau si vous avez déja enregistré un fournisseur VASA auprés de votre vCenter. Pour
installer, suivez les instructions du manifeste VASA39 et téléchargez le fichier .tar.gz a partir du

@ "Telechargements de logiciels NetApp" le site. Le fournisseur NetApp Element VASA utilise un
certificat NetApp. Avec ce correctif, le certificat est utilisé non modifié par vCenter pour prendre
en charge plusieurs vCenters pour VASA et VVol. Ne modifiez pas le certificat. Les certificats
SSL personnalisés ne sont pas pris en charge par VASA.

Trouvez plus d’informations

* "Documentation NetApp HCI"
» "Page Ressources NetApp HCI"

* "Page Ressources SolidFire et Element”
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Conditions requises pour le plug-in NetApp
Element pour VMware vCenter Server

Avant d’utiliser le plug-in NetApp Element pour VMware vCenter Server pour gérer le
stockage de votre baie 100 % Flash NetApp HCI ou SolidFire, vous devez vérifier que
votre systeme répond aux exigences d’utilisation du plug-in.

Pour les serveurs vCenter 8.0 et 7.0, vous pouvez le faire Créez un réle VCP dans vCenter Pour un compte

utilisateur de plug-in Element, et attribuez des autorisations pour enregistrer ou mettre a niveau le plug-in
Element pour vCenter Server et effectuer des taches d’administration de plug-in Element.
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Plug-in Element pour vCenter 5.0 ou version ultérieure

Vérifiez que votre systéme répond aux exigences d’utilisation du plug-in Element vCenter version 5.0 ou
ultérieure.

Prérequis pour VMware vSphere

VMware vSphere 8.0 et 7.0 comprenant vCenter et ESXi avec un adaptateur iSCSI logiciel et une
configuration de réseau iSCSI, est requis pour utiliser le plug-in Element vCenter.

Versions de VMware vSphere prises en charge par le plug-in
Le plug-in prend en charge les principales versions suivantes du logiciel VMware :

» VVSphere 8.0 mise a jour 1 et 2, y compris les datastores vCenter Server, ESXi, VMFS5 et VMFS6

* VSphere 7.0 et 7.0 mise a jour 1, 2 et 3, y compris les datastores vCenter Server, ESXi, VMFS5 et
VMFS6

VMware vSphere 6.5 et 6.7 ont atteint la fin du support le 15 octobre 2022. Depuis le plug-
in Element 5.0, vSphere 6.5 et 6.7 ne sont plus pris en charge. Pour plus de détails,
reportez-vous a ce document "article".

Plug-in Element pour vCenter 4.10 ou version antérieure

Vérifiez que votre systéme répond aux exigences d’utilisation du plug-in Element vCenter 4.10 ou version
antérieure.

Prérequis pour VMware vSphere

Pour utiliser le plug-in vCenter Element vCenter, vous devez disposer de VMware vSphere 7.0, 6.7 ou
6.5, avec un adaptateur iSCSI logiciel et une configuration réseau iSCSI.

Versions de VMware vSphere prises en charge par le plug-in
Le plug-in prend en charge les principales versions suivantes du logiciel VMware :

* VVSphere 7.0 et 7.0 mise a jour 1 et 2, notamment les datastores vCenter Server, ESXi, VMFS5 et
VMFS6

» Mise a jour 3 de vSphere 7.0 comprenant les datastores vCenter Server, ESXi, VMFS5 et VMFS6
utilisant Spring Framework 4

Lorsque vous effectuez une mise a niveau vers VMware vCenter Server 7.0 U3, le
plug-in Element ne peut pas étre déployé. Pour résoudre ce probleme a l'aide de
Spring Framework 4, voir "Article de cette base de connaissances".

» VSphere 6.7 et 6.7 mise a jour 1 et 3, notamment les datastores vCenter Server, ESXi, VMFS5 et
VMFS6

Le plug-in n’est pas compatible avec la version 6.7 U2 build 13007421 du client Web

@ HTMLS5 vSphere et avec les autres versions 6.7 U2 publiées avant la mise a jour 2a
(build 13643870). Il est compatible avec la version 6.7 U2 vSphere Web client pour
Flash/FLEX.

* VSphere 6.5, notamment les datastores vCenter Server, ESXi, VMFS5 et VMFS6
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@ Le plug-in n’est pas compatible avec la version 6.5 du plug-in Element pour vCenter
4.6,4.7et4.8.

Fin de la prise en charge de vSphere 6.0

@ VMware vSphere 6.0 a atteint la fin du support le 12 mars 2020. VSphere 6.0 n’est plus
pris en charge depuis NetApp HCI 1.8 et Element 12. Pour plus de détails, reportez-vous a
ce document "communiqué sur le produit".

Compatibilité et meilleures pratiques vSphere
Prenez en compte les fonctionnalités et recommandations suivantes avant d'utiliser le plug-in :

+ La haute disponibilité vCenter (VCHA) n’est pas prise en charge.

+ Etant donné que les datastores sont créés a l'aide de la version VMFS la plus élevée prise en charge par
I'héte ESXi sélectionné, tous les membres du cluster doivent exécuter la méme version de vSphere et
ESXi pour éviter les probléemes de compatibilité VMFS.

* Le client Web HTML5 vSphere et le client Web Flash ont des bases de données distinctes qui ne peuvent
pas étre combinées. Les clusters ajoutés dans un client ne seront pas visibles dans I'autre. Si vous
prévoyez d'utiliser les deux clients, ajoutez vos clusters dans les deux.

Prise en charge de NetApp Element
Le plug-in prend en charge les principales versions suivantes :

« Elément 12.x

« Elément 11.x

Configuration requise pour les ports réseau

Vous devez autoriser certains ports TCP par le biais du pare-feu de bord de votre centre de données afin que
vous puissiez gérer le systéme a distance et permettre aux clients situés en dehors de votre centre de
données de se connecter aux ressources. Pour obtenir la liste compléte des ports utilisés dans les systemes
NetApp HCI et SolidFire, consultez ce document "page".

(Facultatif) Créez un réle VCP dans vCenter

Pour les serveurs vCenter 8.0 et 7.0, vous pouvez créer un réle VCP dans vCenter pour un compte utilisateur
de plug-in Element, et attribuer des autorisations pour enregistrer ou mettre a niveau le plug-in Element pour
vCenter Server et effectuer des taches d’administration de plug-in Element.
Etapes

1. Connectez-vous au client Web vSphere en tant qu’administrateur.

2. Sélectionnez Administration.

3. Sélectionnez authentification unique > utilisateurs et groupes.

4. Sélectionnez I'onglet Users et dans la liste Domain, sélectionnez le domaine cible.
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5. Sélectionnez Ajouter.

6. Renseignez les champs de I'’écran Ajouter un utilisateur et sélectionnez Ajouter.

Add User X

Usemame FCpuser
Password * nessrrane @
Confirm Password

First Name VCD

Last Nams User

Emaill

Description

Liser account for VCP administration

o

7. Sélectionnez contréle d’acceés > réles, puis Nouveau.

8. Dans I'écran Nouveau réle, procédez comme suit :

a. Sous nom de réle, entrez "VCProle".
b. Ender une description.
c. Dans la liste Afficher, sélectionnez les autorisations pour votre version de vCenter Server :
i. Sélectionnez les autorisations pour vCenter Server 8.0 :
= Opérations de chiffrement > Enregistrer un serveur virtuel
= Datastore > tout sélectionner
= Poste > Sélectionner tout
= Hote > Configuration > Modifier les paramétres
= Hote > Configuration > connexion
= Hote > Configuration > Maintenance
= Hote > Configuration > Configuration de la partition de stockage
= Hote > Configuration > gestion du systeme

= Hote > Configuration > Ressources systeme



= Privilege.Task.Update.Task.Update.label > Privilege.Task.Update.Task.Update.label
= Taches > tout sélectionner
= Machine virtuelle > Modifier I'inventaire > s’inscrire

= Stratégies de stockage VM > stratégies de stockage VM afficher les autorisations > Afficher les
stratégies de stockage VM

ii. Sélectionnez les autorisations pour vCenter Server 7.x :
= Opérations de chiffrement > Enregistrer un serveur virtuel
= Datastore > tout sélectionner
= Poste > Sélectionner tout
= Hote > Configuration > Modifier les paramétres
= H6te > Configuration > connexion
= Hote > Configuration > Maintenance
= Hote > Configuration > Configuration de la partition de stockage
= Hote > Configuration > gestion du systeme
= Hote > Configuration > Ressources systeme
= Plug-in > tout sélectionner
= Tache planifiée > tout sélectionner
= Vues du stockage > tout sélectionner
= Taches > tout sélectionner

d. Sélectionnez Créer.



MNew Role *

Role name
VL Frols
Descriptian
Roie permisaans far ihe VEE '|=_—7'|
Show Al W oot 4 Ehowr "
Alarms

AutcDeploy
Certificats autnonty
Cartificats ManagemsaT

Cortificales

L
|
e

Chs elect a category to view its privileges
Computs Policy

Content Library

LRy RI0Oranned Dpld aLhonL

Catacented

Catastore

CANGEL

9. Sélectionnez autorisations globales, puis Ajouter.

10. Dans I'écran Ajouter une autorisation, procédez comme suit :

a. Sélectionnez le domaine cible dans la liste domaine.
b. Dans le champ utilisateur/Groupe, entrez I'ID utilisateur du plug-in d’élément.
c. Sélectionnez VCProle dans la liste role.

d. Sélectionnez Propager aux enfants et sélectionnez OK.

Add Permission Global Permission Root X
Domain netapp.eng .
User/Group Q1 vcpuser

Role WVCProle

B propagate to children

Vous pouvez maintenant vous connecter au client Web vSphere a 'aide du compte « vcusager ».
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Trouvez plus d’informations

+ "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"
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Installez et configurez le plug-in NetApp Element
pour vCenter Server

Installation et configuration du plug-in Element 5.0 et
versions ultérieures pour vCenter Server 7.0 et versions
ultérieures

Depuis le plug-in NetApp Element pour vCenter Server 5.0, vous pouvez installer la
version la plus récente du plug-in Element directement dans votre vCenter et accéder au
plug-in a l'aide du client Web vSphere.

Une fois l'installation terminée, vous pouvez utiliser la qualité de service basée sur le service de contrble des
E/S de stockage (QoSSIOC) ainsi que sur d’autres services du plug-in vCenter.

Lisez et effectuez chaque étape pour installer et commencer a utiliser le plug-in :

+ Avant linstallation

* Installez le nceud de gestion

* Enregistrez le plug-in avec vCenter

» Accédez au plug-in et vérifiez que I'installation a réussi

» Ajout de clusters de stockage pour une utilisation avec le plug-in
+ Configurez les parametres QoSSIOC a l'aide du plug-in

» Configurer des comptes utilisateur

« Créer des datastores et des volumes

Avant ’'installation

Avant de commencer l'installation, vérifiez "de déploiement requis”.

Installez le nceud de gestion

Vous pouvez effectuer manuellement "installez le nceud de gestion" Si votre cluster exécute le logiciel NetApp
Element a l'aide de I'image appropriée pour votre configuration.

Ce processus manuel est destiné aux administrateurs du stockage 100 % Flash SolidFire et aux
administrateurs NetApp HCI qui n’utilisent pas le moteur de déploiement NetApp pour l'installation des nceuds
de gestion.

Enregistrez le plug-in avec vCenter

Le déploiement du module plug-in vCenter dans le client Web vSphere implique I'enregistrement du package
en tant qu’extension sur vCenter Server. Une fois I'inscription terminée, le plug-in est disponible pour tout client
Web vSphere qui se connecte a votre environnement vSphere.

Ce dont vous avez besoin

* Vous disposez des privileges de réle d’administrateur vCenter pour enregistrer un plug-in.
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* Vous avez déployé un nceud de gestion OVA exécutant le logiciel Element 12.3.x ou version ultérieure.
* Votre nceud de gestion est sous tension avec son adresse IP ou son adresse DHCP configurée.

* Vous utilisez un client SSH ou un navigateur Web (Chrome 56 ou version ultérieure ou Firefox 52 ou
version ultérieure).

* Vos regles de pare-feu autorisent 'ouverture "communication réeseau" Entre vCenter et le cluster de
stockage MVIP sur les ports TCP 443, 8443, 8333 et 9443. Le port 9443 est utilisé pour I'enregistrement et
peut étre fermé une fois I'enregistrement terminé. Si vous avez activé la fonctionnalité de volumes virtuels
sur le cluster, assurez-vous que le port TCP 8444 est également ouvert pour I'acces a VASA Provider.

Description de la tache

Vous devez enregistrer le plug-in vCenter sur chaque serveur vCenter ou vous devez utiliser le plug-in.

Pour les environnements en mode lié, vous devez enregistrer des plug-ins distincts avec chaque serveur
vCenter dans I'environnement pour synchroniser les données MOB et pouvoir mettre a niveau le plug-in.
Lorsqu’un client Web vSphere se connecte a un serveur vCenter ou votre plug-in n’est pas enregistré, le plug-
in n’est pas visible pour le client.

@ A utiliser "Mode lié¢ vCenter", Vous enregistrez le plug-in Element & partir d’un noeud de gestion
distinct pour chaque serveur vCenter qui gere les clusters de stockage NetApp SolidFire.

Etapes

1. Entrez 'adresse IP de votre nceud de gestion dans un navigateur, y compris le port TCP pour
'enregistrement :

https://<managementNodeIP>:9443

L'interface utilisateur d’enregistrement affiche la page gérer les informations d’identification du service
QoSSIOC pour le plug-in.
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M NetApp Element Piug-in for vCenter Server Management Node

QoS510C Service Management vCanter Plug-in Regisirathor

CoSSIOC Menagement

Manage QoSSIOC Service Credentials

Manage Cradentisly

Restarn QoS5I0C Service

O Password

Hew Password

o rompm Bt mat B chararten wiin 2 leest one mperieans s Gpoerssns Eposhet 3 mumear and 2 moemal cmarseer ke

Contirm Password

Contact MNetAnp Support at hitpofrysupport netappcom

2. Facultatif : modifiez le mot de passe du service QoSSIOC avant d’enregistrer le plug-in vCenter :

a. Pour l'ancien mot de passe, entrez le mot de passe actuel du service QoSSIOC. Si vous n'avez pas
encore attribué de mot de passe, saisissez le mot de passe par défaut :

solidfire

b. Sélectionnez soumettre les modifications.
@ Apres avoir soumis les modifications, le service QoSSIOC redémarre automatiquement.

3. Sélectionnez enregistrement du plug-in vCenter.
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M NetApp Element Plug-in for vCenter Server Management Node

GaS5I0C Service Management wienter Plug-in Registration

Manage wCanter PFlug-in

vCenter Plug-in - Registration

Register Plug-in

Jpd J-IT

Register wersion 5.0.0 af the Netapp Element Phig-in Tor wCahter Sender with your VCenter Server

The Blug-inwill not be deployed until & fresh vCenter login after registranon
vCenter Address
wCentor Usor Mame

wianter Password CEnter Al

Customize LIRL

Contact MetApp Support at httpYmysupport netapp com

4. Saisissez les informations suivantes :
o L'adresse IPv4 ou le FQDN du service vCenter sur lequel vous enregistrez votre plug-in.

o Nom d’utilisateur de vCenter Administrator.

Le nom d'utilisateur et les informations d’identification du mot de passe que vous entrez
doivent correspondre a un utilisateur disposant des privileges de réle d’administrateur
vCenter.

o Mot de passe de I'administrateur vCenter.
5. Sélectionnez Enregistrer.
6. (Facultatif) Vérifiez I'état de I'enregistrement :
a. Sélectionnez Statut d’enregistrement.
b. Saisissez les informations suivantes :
= L’adresse IPv4 ou le FQDN du service vCenter sur lequel vous enregistrez votre plug-in
= Nom d'utilisateur de vCenter Administrator
= Mot de passe de I'administrateur vCenter

c. Sélectionnez Check Status pour vérifier que la nouvelle version du plug-in est enregistrée sur le
serveur vCenter.
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7. Dans le client Web vSphere, recherchez les taches terminées suivantes dans le moniteur des taches pour
vous assurer que l'installation est terminée : Download plug-in et Deploy plug-in.

Accédez au plug-in et vérifiez que I'installation a réussi

Une fois l'installation ou la mise a niveau terminée, le point d’extension du plug-in a distance NetApp Element
apparait dans I'onglet raccourcis du client Web vSphere du panneau latéral.

vSphere Client QU

Shortcuts

Inventories
(K} 2 & 5 b a2
Hosts and Wz and Storage Metworking Content Global Wiorkload Clogd Prowvider
Chpsters Templaies Lirraries If'u.-P"TITII':,- Lists Mana gement o gration
Monitoring
& = = = &
= EgL E‘EL El'll "Ch
Task Conscls Event Consols WM WM Storage Host Profiles Lifzcycte
CustomiZation FPolcles Manageas
Coacilications
Plugins
Administration
LiC#nsing
@ Si les icOnes du plug-in vCenter ne sont pas visibles, reportez-vous a la section "documentation
de dépannage".

Ajout de clusters de stockage pour une utilisation avec le plug-in

Vous pouvez ajouter et gérer un cluster exécutant le logiciel Element a I'aide du point d’extension du plug-in
distant NetApp Element.

Ce dont vous avez besoin

* Au moins un cluster doit étre disponible et son adresse IP ou FQDN connue.
* Identifiants actuels de I'utilisateur administrateur complet du cluster pour le cluster.

* Les régles de pare-feu autorisent 'ouverture "communication réseau" Entre vCenter et le cluster MVIP sur
les ports TCP 443, 8333 et 8443.
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@ Vous devez ajouter au moins un cluster pour utiliser les fonctions de gestion.

Description de la tache

Cette procédure décrit comment ajouter un profil de cluster afin que le cluster puisse étre géré par le plug-in.
Vous ne pouvez pas modifier les informations d’identification de I'administrateur du cluster a I'aide du plug-in.

Voir "gestion des comptes utilisateurs d’administrateur du cluster” pour obtenir des instructions sur la
modification des identifiants d’'un compte d’administrateur de cluster.
Etapes
1. Sélectionnez NetApp Element Remote Plugin > Configuration > clusters.
2. Sélectionnez Ajouter un cluster.
3. Saisissez les informations suivantes :
o Adresse IP/FQDN : saisissez I'adresse MVIP du cluster.
o ID utilisateur : saisissez un nom d’utilisateur administrateur de cluster.
o Mot de passe : saisissez un mot de passe administrateur de cluster.

o Serveur vCenter : si vous configurez un groupe en mode lié, sélectionnez le serveur vCenter auquel
vous souhaitez accéder. Si vous n'utilisez pas le mode lié, le serveur vCenter actuel est le serveur par

défaut.
= Les hbtes d’un cluster sont exclusifs a chaque serveur vCenter. Assurez-vous que le
serveur vCenter que vous sélectionnez a acces aux hotes prévus. Vous pouvez
supprimer un cluster, le réattribuer a un autre serveur vCenter et le réajouter si vous
@ décidez par la suite d'utiliser d’autres hétes.

« A utiliser "Mode lié vCenter", Vous enregistrez le plug-in Element & partir d’un nceud
de gestion distinct pour chaque serveur vCenter qui gére les clusters de stockage
NetApp SolidFire.

4. Sélectionnez OK.

Lorsque le processus est terminé, le cluster apparait dans la liste des clusters disponibles et peut étre utilisé
dans le point d’extension de NetApp Element Management.

Configurez les paramétres QoSSIOC a I’aide du plug-in

Vous pouvez configurer la qualité de service automatique basée sur le controle des E/S du stockage
"(QoSSIOC)" pour les volumes individuels et les datastores contrélés par le plug-in. Pour ce faire, vous
configurez les informations d’identification QoSSIOC et vCenter qui permettront au service QoSSIOC de
communiquer avec vCenter.

Description de la tache

Aprés avoir configuré des parametres QoSSIOC valides pour le nceud de gestion, ces paramétres deviennent
par défaut. Les paramétres QoSSIOC reviennent aux derniers paramétres QoSSIOC valides connus jusqu’a
ce que vous ayez les parameétres QoSSIOC valides pour un nouveau noeud de gestion. Vous devez effacer les
paramétres QoSSIOC pour le noeud de gestion configuré avant de configurer les informations d’identification
QoSSIOC pour un nouveau noeud de gestion.

Etapes
1. Sélectionnez NetApp Element Remote Plugin > Configuration > QoSSIOC Settings.
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2. Sélectionnez actions.
3. Dans le menu qui s’affiche, sélectionnez configurer.
4. Dans la boite de dialogue Configure QoSSIOC Settings, entrez les informations suivantes :

o Adresse IP nceud M/FQDN : adresse IP du nceud de gestion du cluster qui contient le service
QoSSIOC.

> Port nceud M : adresse de port pour le nceud de gestion qui contient le service QoSSIOC. Le port par

défaut est 8443.

> QoSSIOC ID utilisateur : ID utilisateur du service QoSSIOC. L'ID utilisateur par défaut du service
QoSSIOC est admin. Pour NetApp HCI, I'ID utilisateur est le méme que celui saisi lors de l'installation
a l'aide du moteur de déploiement NetApp.

> QoSSIOC Mot de passe : le mot de passe de I'élément QoSSIOC. Le mot de passe par défaut du
service QoSSIOC est solidfire. Sivous n‘avez pas créé de mot de passe personnalisé, vous
pouvez en créer un a partir de l'interface utilisateur de I'utilitaire d’enregistrement
(https:// [management node IP]:9443).

o ID utilisateur vCenter : nom d'’utilisateur pour I'administrateur vCenter avec privileges de rble
administrateur complets.

o Mot de passe vCenter : mot de passe de I'administrateur vCenter avec privileges d’administrateur
complets.

5. Sélectionnez OK.

Le champ QoSSIOC Status s’affiche UP lorsque le plug-in peut communiquer avec le service.

Consultez ce {url-pic}[KB"] pour résoudre le probleme si I'état est 'un des suivants :

° Down: QoSSIOC n’est pas activé.
@ ° Not Configured: Les parameétres QoSSIOC n’ont pas été configurés.

° Network Down: VCenter ne peut pas communiquer avec le service QoSSIOC sur le
réseau. Il se peut que le nceud M et le service SIOC soient toujours en cours
d’exécution.

Une fois le service QoSSIOC active, vous pouvez configurer les performances QoSSIOC sur des
datastores individuels.

Configurer des comptes utilisateur

Pour activer I'accés aux volumes, vous devez en créer au moins un "compte utilisateur”.

Créer des datastores et des volumes

Vous pouvez créer "Datastores et volumes Element” a commencer a allouer du stockage.

Trouvez plus d’informations

* "Documentation NetApp HCI"
» "Page Ressources NetApp HCI"

* "Page Ressources SolidFire et Element”
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Installer et configurer le plug-in d’élément 4.10 et versions
antérieures

Vous pouvez installer le plug-in NetApp Element pour VMware vCenter Server 4.10 ou
version antérieure directement dans votre vCenter et accéder au plug-in a l'aide du client
Web vSphere.

Une fois l'installation terminée, vous pouvez utiliser la qualité de service basée sur le service de contrble des
E/S de stockage (QoSSIOC) ainsi que sur d’autres services du plug-in vCenter.

Lisez et effectuez chaque étape pour installer et commencer a utiliser le plug-in :

+ Avant l'installation

* Installez le nceud de gestion

» Enregistrez le plug-in avec vCenter

* Modifiez les propriétés vCenter d’'un serveur HTTP de site sombre
* Accédez au plug-in et vérifiez que I'installation a réussi

» Ajout de clusters de stockage pour une utilisation avec le plug-in

+ Configurez les parametres QoSSIOC a l'aide du plug-in

» Configurer des comptes utilisateur

« Créer des datastores et des volumes

Avant ’'installation

Avant de commencer l'installation, vérifiez "de déploiement requis”.

Installez le nceud de gestion

Vous pouvez effectuer manuellement "installez le nceud de gestion" Si votre cluster exécute le logiciel NetApp
Element a l'aide de I'image appropriée pour votre configuration.

Ce processus manuel est destiné aux administrateurs du stockage 100 % Flash SolidFire et aux
administrateurs NetApp HCI qui n’utilisent pas le moteur de déploiement NetApp pour l'installation des nceuds
de gestion.

Enregistrez le plug-in avec vCenter

Le déploiement du module plug-in vCenter dans le client Web vSphere implique I'enregistrement du package
en tant qu’extension sur vCenter Server. Une fois I'inscription terminée, le plug-in est disponible pour tout client
Web vSphere qui se connecte a votre environnement vSphere.

Ce dont vous avez besoin

* Pour vSphere 6.5 et 6.7, assurez-vous d’avoir déconnecté le client Web vSphere. Si vous ne vous
déconnectez pas, le client Web de ces versions ne reconnaitra pas les mises a jour effectuées au cours de
ce processus. Pour vSphere 7.0, vous n'avez pas besoin de vous déconnecter du client Web.

* Vous disposez des privileges de rbéle d’administrateur vCenter pour enregistrer un plug-in.

* Vous avez déployé un nceud de gestion OVA exécutant le logiciel Element 11.3 ou version ultérieure.
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* Votre nceud de gestion est sous tension avec son adresse IP ou son adresse DHCP configurée.

» Vous utilisez un client SSH ou un navigateur Web (Chrome 56 ou version ultérieure ou Firefox 52 ou
version ultérieure).

* Vos regles de pare-feu autorisent 'ouverture "communication réseau" Entre vCenter et le cluster de
stockage MVIP sur les ports TCP 443, 8443 et 9443. Le port 9443 est utilisé pour I'enregistrement et peut
étre fermé une fois I'enregistrement terminé. Si vous avez activé la fonctionnalité de volumes virtuels sur le
cluster, assurez-vous que le port TCP 8444 est également ouvert pour I'accés a VASA Provider.

Description de la tache
Vous devez enregistrer le plug-in vCenter sur chaque serveur vCenter ou vous devez utiliser le plug-in.

Pour les environnements en mode lié, le plug-in doit &tre enregistré auprés de chaque serveur vCenter dans
'environnement afin de garantir la synchronisation des données MOB et de pouvoir mettre a niveau le plug-in.
Lorsqu’un client Web vSphere se connecte a un serveur vCenter ou votre plug-in n’est pas enregistré, le plug-
in n’est pas visible pour le client.

Utilisation du plug-in NetApp Element pour vCenter Server pour gérer les ressources de cluster
a partir d’autres serveurs vCenter a 'aide de "Mode lié vCenter" est limitée aux clusters de
stockage locaux uniquement.

Etapes

1. Entrez 'adresse IP de votre nceud de gestion dans un navigateur, y compris le port TCP pour
'enregistrement :

https://<managementNodeIP>:9443

L'interface utilisateur d’enregistrement affiche la page gérer les informations d’identification du service
QoSSIOC pour le plug-in.
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M NetApp Element Piug-in for vCenter Server Management Node

QoS510C Service Management vCanter Plug-in Regisirathor

CoSSIOC Menagement

Manage QoSSIOC Service Credentials

Manage Cradentisly

Restarn QoS5I0C Service

O Password

Hew Password

o rompm Bt mat B chararten wiin 2 leest one mperieans s Gpoerssns Eposhet 3 mumear and 2 moemal cmarseer ke

Contirm Password

Contact MNetAnp Support at hitpofrysupport netappcom

2. Facultatif : modifiez le mot de passe du service QoSSIOC avant d’enregistrer le plug-in vCenter :

a. Pour l'ancien mot de passe, entrez le mot de passe actuel du service QoSSIOC. Si vous n'avez pas
encore attribué de mot de passe, saisissez le mot de passe par défaut :

solidfire

b. Sélectionnez soumettre les modifications.
@ Apres avoir soumis les modifications, le service QoSSIOC redémarre automatiquement.

3. Sélectionnez enregistrement du plug-in vCenter.
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M NetApp Element Plug-in for vCenter Server Management Node

QoSSI0C Service Management vCenter Plug-in Registration

Manage vCenter Plug-in

vCenter Plug-in - Registration

Register Plug-in

Update Plug-i

Register version of the MetApp Element Plug-in for vCenter Server with your vCenter server

The Plug-in will not be deployed until a fresh vCenter kegin after registration.

wCenter Address _enter Server A

vCenter User =enter A
MName —

wCenter Password Canter A

] customize URL

Contact NetApp Support at http.fmysupport.netapp.com

4. Saisissez les informations suivantes :
o ’adresse IPv4 ou le FQDN du service vCenter sur lequel vous enregistrez votre plug-in.

o Nom d’utilisateur de vCenter Administrator.

Le nom d'utilisateur et les informations d’identification du mot de passe que vous entrez
doivent correspondre a un utilisateur disposant des privileges de role d’administrateur
vCenter.

o Mot de passe de I'administrateur vCenter.

o (Pour serveurs internes/sites sombres) Une URL personnalisée pour le plug-in ZIP.

La plupart des installations utilisent le chemin par défaut. Pour personnaliser 'URL si
vous utilisez un serveur HTTP ou HTTPS (site sombre) ou si vous avez modifié le nom

@ du fichier ZIP ou les paramétres réseau, sélectionnez URL personnalisée. Pour plus
d’informations sur la personnalisation d’'une URL, reportez-vous a la section Modifiez les
propriétés vCenter pour un serveur HTTP de site sombre.

5. Sélectionnez Enregistrer.
6. (Facultatif) Vérifiez I'état de I'enregistrement :
a. Sélectionnez Statut d’enregistrement.
b. Saisissez les informations suivantes :
= L'adresse IPv4 ou le FQDN du service vCenter sur lequel vous enregistrez votre plug-in

= Nom d’utilisateur de vCenter Administrator
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= Mot de passe de 'administrateur vCenter

c. Sélectionnez Check Status pour vérifier que la nouvelle version du plug-in est enregistrée sur le

serveur vCenter.

7. (Pour les utilisateurs de vSphere 6.5 et 6.7) Connectez-vous au client Web vSphere en tant

gu’administrateur vCenter.

(D Cette action termine l'installation dans vSphere Web client. Si les icones du plug-in vCenter
ne sont pas visibles depuis vSphere, voir "documentation de depannage”.

8. Dans le client Web vSphere, recherchez les taches terminées suivantes dans le moniteur des taches pour
vous assurer que l'installation est terminée : Download plug-in et Deploy plug-in.

Modifiez les propriétés vCenter d’un serveur HTTP de site sombre

Si vous avez l'intention de personnaliser une URL pour un serveur HTTP interne (site sombre) pendant
I'enregistrement du plug-in vCenter, vous devez modifier le fichier des propriétés du client Web vSphere
webclient.properties. Vous pouvez utiliser vCSA ou Windows pour effectuer les modifications.

Ce dont vous avez besoin

Autorisations de téléchargement de logiciels sur le site de support NetApp.

Etapes a I'aide de vCSA
1. SSH dans le serveur vCenter :

Connected to service
* List APIs: "help api list"
* List Plugins: "help pi list"
* Launch BASH: "shell"
Command>

2. Entrez shell dans l'invite de commande pour accéder a la racine :

Command> shell
Shell access is granted to root

3. Arrétez le service client Web VMware vSphere :

service-control --stop vsphere-client
service-control --stop vsphere-ui

4. Modifier le répertoire :

cd /etc/vmware/vsphere-client
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9. Modifiez le webclient .properties fichier et ajouter allowHttp=true

6. Modifier le répertoire :

cd /etc/vmware/vsphere-ui

7. Modifiez le webclient .properties fichier et ajouter allowHttp=true

8. Démarrez le service du client Web VMware vSphere :

service-control --start vsphere-client

service-control --start vsphere-ui

@ Une fois la procédure d’enregistrement terminée, vous pouvez la supprimer
allowHttp=true a partir des fichiers que vous avez modifiés.

9. Redémarrez vCenter.

Etapes a suivre pour utiliser Windows

1. Modifier le répertoire a partir d’'une invite de commande :
cd c:\Program Files\VMware\vCenter Server\bin
2. Arrétez le service client Web VMware vSphere :

service-control --stop vsphere-client

service-control --stop vsphere-ui
3. Modifier le répertoire :
cd c:\ProgramData\VMware\vCenterServer\cfg\vsphere-client

4. Modifiez le webclient .properties fichier et ajouter allowHt tp=true.

5. Modifier le répertoire :

cd c:\ProgramData\VMware\vCenterServer\cfg\vsphere-ui

6. Modifiez le webclient.properties fichier et ajouter allowHttp=true.

7. Modifier le répertoire a partir d’une invite de commande :
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cd c:\Program Files\VMware\vCenter Server\bin
8. Démarrez le service du client Web VMware vSphere :

service-control --start vsphere-client

service-control --start vsphere-ui

@ Une fois la procédure d’enregistrement terminée, vous pouvez la supprimer
allowHttp=true a partir des fichiers que vous avez modifiés.

9. Redémarrez vCenter.

Accédez au plug-in et vérifiez que I'installation a réussi

Une fois l'installation ou la mise a niveau terminée, les points d’extension NetApp Element Configuration and
Management apparaissent dans 'onglet raccourcis du client Web vSphere et dans le panneau latéral.

vm vSphere Client

@&l Home Shortcuts

% Shortcuts Inventories

[Nl Hosts and Cl 5 — ’ = .
[0 Hosts and Cluster !JE: i 'EI g &:: [g EL

[# VMs and Templates
B st - Hosts and WMs and Storage MNetworking Content Global
=1 Storage Clusters Templates Libraries Inventory Lists

§ Networking

[El content Libraries

[F5 Global Inventory Lists f-lﬂ m m

jL-nkecI Metipp NetApp
L licies and Profiles Domains Element Element
RalieiesangEeolle Configuration Management

@ Auto Deploy

(®) vRealize Operations

nNem;’Jp Element Co Monitoring

n Netapp Element Ma..

S = 7 A
i@ Administration |LLI @ Ij"'_' = |_::£_.
10 fe b s i Task Console Event Console VM VM Storage Host Profiles u t
Update:Manager - I Customization Paolicies MaF:%aqgr -
@ Si les icones du plug-in vCenter ne sont pas visibles, reportez-vous a la section "documentation
de dépannage".

Ajout de clusters de stockage pour une utilisation avec le plug-in

Vous pouvez ajouter un cluster exécutant le logiciel Element a I'aide du point d’extension de configuration de
NetApp Element, afin qu’il puisse étre gérée par le plug-in.

Une fois la connexion établie avec le cluster, le cluster peut ensuite étre géré a I'aide du point d’extension de
gestion NetApp Element.
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Ce dont vous avez besoin
* Au moins un cluster doit étre disponible et son adresse IP ou FQDN connue.

* Identifiants actuels de I'utilisateur administrateur complet du cluster pour le cluster.

* Les regles de pare-feu autorisent 'ouverture "communication réseau" Entre vCenter et le cluster MVIP sur
les ports TCP 443 et 8443.

@ Vous devez ajouter au moins un cluster pour utiliser les fonctions de point d’extension de
gestion NetApp Element.

Description de la tache

Cette procédure décrit comment ajouter un profil de cluster afin que le cluster puisse étre géré par le plug-in.
Vous ne pouvez pas modifier les informations d’identification de 'administrateur du cluster a I'aide du plug-in.

Voir "gestion des comptes utilisateurs d’administrateur du cluster" pour obtenir des instructions sur la
modification des identifiants d’'un compte d’administrateur de cluster.

Le client Web HTMLS5 vSphere et le client Web Flash ont des bases de données distinctes qui
@ ne peuvent pas étre combinées. Les clusters ajoutés dans un client ne seront pas visibles dans
'autre. Si vous prévoyez d'utiliser les deux clients, ajoutez vos clusters dans les deux.

Etapes
1. Sélectionnez NetApp Element Configuration > clusters.
2. Sélectionnez Ajouter un cluster.
3. Saisissez les informations suivantes :
o Adresse IP/FQDN : saisissez I'adresse MVIP du cluster.
o ID utilisateur : saisissez un nom d’utilisateur administrateur de cluster.
> Mot de passe : saisissez un mot de passe administrateur de cluster.

o Serveur vCenter : si vous configurez un groupe en mode lié, sélectionnez le serveur vCenter auquel
vous souhaitez accéder. Si vous n’utilisez pas le mode lié, le serveur vCenter actuel est le serveur par
défaut.

= Les hétes d’un cluster sont exclusifs a chaque serveur vCenter. Assurez-vous que le
serveur vCenter que vous sélectionnez a accés aux hétes prévus. Vous pouvez
supprimer un cluster, le réattribuer a un autre serveur vCenter et le réajouter si vous
@ décidez par la suite d'utiliser d’autres hotes.

= Utilisation du plug-in NetApp Element pour vCenter Server pour gérer les ressources
de cluster a partir d’autres serveurs vCenter a I'aide de "Mode lie¢ vCenter" est
limitée aux clusters de stockage locaux uniquement.

4. Sélectionnez OK.

Lorsque le processus est terminé, le cluster apparait dans la liste des clusters disponibles et peut étre utilisé
dans le point d’extension de NetApp Element Management.

Configurez les paramétres QoSSIOC a I'aide du plug-in

Vous pouvez configurer la qualité de service automatique basée sur le contréle des E/S du stockage
"(QoSSIOC)" pour les volumes individuels et les datastores contrélés par le plug-in. Pour ce faire, vous
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configurez les informations d’identification QoSSIOC et vCenter qui permettront au service QoSSIOC de
communiquer avec vCenter.

Description de la tache
Apres avoir configuré des parametres QoSSIOC valides pour le nceud de gestion, ces paramétres deviennent
par défaut. Les parametres QoSSIOC reviennent aux derniers paramétres QoSSIOC valides connus jusqu’a
ce que vous ayez les paramétres QoSSIOC valides pour un nouveau noeud de gestion. Vous devez effacer les
paramétres QoSSIOC pour le noeud de gestion configuré avant de configurer les informations d’identification
QoSSIOC pour un nouveau noeud de gestion.
Etapes

1. Sélectionnez Configuration NetApp Element > Paramétres QoSSIOC.

2. Sélectionnez actions.

3. Dans le menu qui s’affiche, sélectionnez configurer.

4. Dans la boite de dialogue Configure QoSSIOC Settings, entrez les informations suivantes :

o Adresse IP nceud M/FQDN : adresse IP du nceud de gestion du cluster qui contient le service
QoSSIOC.

o Port nceud M : adresse de port pour le nceud de gestion qui contient le service QoSSIOC. Le port par
défaut est 8443.

> QoSSIOC ID utilisateur : ID utilisateur du service QoSSIOC. L'ID utilisateur par défaut du service
QoSSIOC est admin. Pour NetApp HCI, I'ID utilisateur est le méme que celui saisi lors de I'installation
a l'aide du moteur de déploiement NetApp.

> QoSSIOC Mot de passe : le mot de passe de I'élément QoSSIOC. Le mot de passe par défaut du
service QoSSIOC est solidfire. Sivous n'avez pas créé de mot de passe personnalisé, vous
pouvez en créer un a partir de l'interface utilisateur de I'utilitaire d’enregistrement
(https://[management node IP]:9443).

o ID utilisateur vCenter : nom d’utilisateur pour I'administrateur vCenter avec privileges de rble
administrateur complets.

> Mot de passe vCenter : mot de passe de 'administrateur vCenter avec privileges d’administrateur
complets.

5. Sélectionnez OK.

Le champ QoSSIOC Status s’affiche UP lorsque le plug-in peut communiquer avec le service.

Consultez ce {url-pic}[KB"] pour résoudre le probleme si I'état est I'un des suivants :

° Down: QoSSIOC n’est pas activé.
@ ° Not Configured: Les paramétres QoSSIOC n’ont pas été configurés.

° Network Down: VCenter ne peut pas communiquer avec le service QoSSIOC sur le
réseau. Il se peut que le noeud M et le service SIOC soient toujours en cours
d’exécution.

Une fois le service QoSSIOC active, vous pouvez configurer les performances QoSSIOC sur des
datastores individuels.
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Configurer des comptes utilisateur

Pour activer 'accés aux volumes, vous devez en créer au moins un "compte utilisateur".

Créer des datastores et des volumes

Vous pouvez créer "Datastores et volumes Element" a commencer a allouer du stockage.

Trouvez plus d’informations

* "Documentation NetApp HCI"
* "Page Ressources NetApp HCI"

* "Page Ressources SolidFire et Element”
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Mettez a niveau le plug-in

Vous pouvez mettre a niveau le plug-in NetApp Element pour vCenter Server en suivant
les étapes décrites pour votre installation. Le plug-in NetApp Element vCenter 5.5 est
disponible en dehors des versions Element et NetApp HCI dans le cadre d’'un ensemble
de services de gestion.

* Depuis le plug-in Element pour vCenter 5.0, seuls VMware vSphere 8.0 et 7.0 sont pris en
charge.

* Lorsque vous effectuez une mise a niveau d’Element Plug-in pour vCenter 4.x vers 5.x, les
@ clusters déja configurés avec le plug-in sont perdus car les données ne peuvent pas étre
copiées d’une instance vCenter vers un plug-in distant. Vous devez ajouter a nouveau les
clusters au plug-in distant. Il s’agit d’'une activité ponctuelle lors de la mise a niveau d’'un
plug-in local vers un plug-in distant.

Etapes
Pour mettre a niveau le plug-in, suivez les instructions de la documentation de mise a niveau de votre produit :

* "Mettez a niveau votre systéme NetApp HCI"

+ "Mettez a niveau votre systéme de stockage 100 % Flash SolidFire"

Trouvez plus d’informations

* "Notes de version du plug-in NetApp Element vCenter 5.5"

* "Notes de version des services de contrdle et de gestion dans le cloud hybride"
* "Documentation NetApp HCI"

+ "Page Ressources NetApp HCI"

+ "Page Ressources SolidFire et Element"
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Gestion du stockage grace au plug-in vCenter

Gérer les clusters

Vous pouvez modifier un cluster exécutant le logiciel Element, gérer la configuration
SSH, définir le contréle du domaine de protection et arréter un cluster.

Ce dont vous avez besoin

* Vous devez ajouter au moins un cluster :

o "Ajoutez un cluster en utilisant le plug-in Element pour vCenter 5.0 et les versions ultérieures”
o "Ajoutez un cluster a I'aide du plug-in Element pour vCenter 4.10 et versions antérieures"

@ Vous devez ajouter au moins un cluster pour utiliser les fonctions de point d’extension du
plug-in.

« Identifiants actuels de I'utilisateur administrateur complet du cluster pour le cluster.

* Les régles de pare-feu permettent une communication réseau ouverte entre vCenter et le cluster MVIP sur
les ports TCP suivants :

o A partir du plug-in Element pour vCenter 5.0, sur les ports 443, 8333 et 8443.
o Pour le plug-in Element pour vCenter 4.10 ou version antérieure, sur les ports 443 et 8443.
Options

+ Afficher les détails du cluster

* Modifier un profil de cluster

* Supprimer un profil de cluster

* Activez le chiffrement des données au repos

» Désactiver le chiffrement des données au repos

+ Activez SSH

* Modifier la limite de temps SSH

» Désactivez SSH

» Définissez la surveillance du domaine de protection

* Arrétez un cluster

« Etendez votre infrastructure NetApp HCI

Afficher les détails du cluster
Vous pouvez afficher les détails du cluster depuis le point d’extension du plug-in vCenter.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet clusters :

> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Configuration > clusters.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
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Configuration > clusters.
2. Vérifiez le cluster que vous souhaitez modifier.
3. Sélectionnez actions.
4. Sélectionnez Détails.
5. Vérifiez les informations suivantes pour tous les clusters :
o Nom du cluster : le nom du cluster.
o Adresse IP vCenter : adresse IP ou FQDN du serveur vCenter auquel le cluster est affecté.
o ID unique : ID unique pour le cluster.
o P virtuelle de gestion : adresse IP virtuelle de gestion (MVIP).
o Storage Virtual : adresse IP virtuelle de stockage (SVIP).
o Status : état du cluster.
> VVols : I'état de la fonctionnalité des VVol sur le cluster.
6. Vérifier les détails supplémentaires d’un cluster :
o MVIP Node ID : nceud qui contient I'adresse MVIP maitre.
> SVIP Node ID : le noeud qui contient 'adresse SVIP maitre.
o Element version : la version du logiciel NetApp Element que le cluster exécute.
o VASA 2 Status : état du fournisseur VASA sur le cluster Element.

o URL du fournisseur VASA : 'URL du fournisseur VASA est activée sur le cluster Element, le cas
échéant.

o

Etat de chiffrement au repos : valeurs possibles :

= Activation : le chiffrement au repos est en cours d’activation.

= Activé : le chiffrement au repos est active.

= Désactivation : le chiffrement au repos est en cours de désactivation.

= Désactivé : le chiffrement au repos est désactivé.
> Noeuds ensembile : IPS des nceuds qui font partie de 'ensemble de base de données.
o Apparié a : les noms des clusters supplémentaires qui sont associés au cluster local.

o Etat SSH : état du shell sécurisé. Si cette option est activée, le temps restant s’affiche.

Modifier un profil de cluster

Vous pouvez modifier I'ID utilisateur et le mot de passe du cluster a partir du point d’extension du plug-in.

Cette procédure décrit comment modifier le nom d’utilisateur et le mot de passe de
'administrateur du cluster utilisés par le plug-in. Vous ne pouvez pas modifier les informations

@ d’identification d’administrateur du cluster depuis le plug-in. Voir "gestion des comptes
utilisateurs d’administrateur du cluster" pour obtenir des instructions sur la modification des
identifiants d’'un compte d’administrateur de cluster.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet clusters :

> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
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Configuration > clusters.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Configuration > clusters.

2. Vérifier le bloc d’instruments.
3. Sélectionnez actions.
4. Sélectionnez Modifier.
5. Modifiez 'une des modifications suivantes :
o |D d’utilisateur : nom de I'administrateur du cluster.

o Mot de passe : mot de passe d’administrateur du cluster.

Vous ne pouvez pas modifier 'adresse IP ou le FQDN d’un cluster aprés I'ajout d’un

@ cluster. Vous ne pouvez pas non plus modifier le serveur vCenter en mode lié affecté
pour un cluster ajouté. Pour modifier 'adresse du cluster ou le serveur vCenter associé,
vous devez supprimer le cluster et le rajouter.

6. Sélectionnez OK.

Supprimer un profil de cluster

Vous pouvez supprimer le profil d’un cluster que vous ne souhaitez plus gérer depuis le plug-in vCenter a
l'aide du point d’extension du plug-in.

Si vous configurez un groupe en mode lié et que vous souhaitez réaffecter un cluster a un autre serveur
vCenter, vous pouvez supprimer le profil de cluster et I'ajouter a nouveau avec une autre adresse IP de
serveur vCenter liée.

« A partir de la version 5.0 du plug-in Element vCenter, pour une utilisation "Mode lié
vCenter", Vous enregistrez le plug-in Element a partir d’'un nceud de gestion distinct pour
@ chaque serveur vCenter qui gére les clusters de stockage NetApp SolidFire.

« Utilisation du plug-in Element vCenter 4.10 et versions antérieures pour gérer les
ressources du cluster a partir d’autres serveurs vCenter a I'aide de "Mode lié vCenter" est
limitée aux clusters de stockage locaux uniquement.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet clusters :

> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Configuration > clusters.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Configuration > clusters.

2. Veérifiez le cluster que vous souhaitez supprimer.
3. Sélectionnez actions.
4. Sélectionnez Supprimer.

5. Confirmez I'action.
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Activez le chiffrement des données au repos

Vous pouvez activer manuellement la fonctionnalité de chiffrement au repos (EAR) a I'aide du point d’extension
du plug-in.
Etapes

1. Dans votre client Web vSphere, ouvrez I'onglet clusters :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Configuration > clusters.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Configuration > clusters.

2. Sélectionnez le cluster sur lequel vous souhaitez activer le chiffrement au repos.
3. Sélectionnez actions.
4. Dans le menu qui s’affiche, sélectionnez Activer L’OREILLE.

5. Confirmez I'action.

Désactiver le chiffrement des données au repos

Vous pouvez désactiver manuellement la fonctionnalité de chiffrement au repos (EAR) a I'aide du point
d’extension du plug-in.
Etapes

1. Dans votre client Web vSphere, ouvrez I'onglet clusters :

> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Configuration > clusters.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Configuration > clusters.

2. Cochez la case correspondant au cluster.
3. Sélectionnez actions.
4. Dans le menu qui s’affiche, sélectionnez Désactiver L'OREILLE.

5. Confirmez I'action.

Activez SSH

Vous pouvez activer manuellement une session Secure Shell (SSH) a I'aide du point d’extension du plug-in.
L'activation de SSH permet aux ingénieurs du support technique de NetApp d’accéder aux nceuds de stockage
pour la résolution de problémes pendant la durée définie.
Etapes

1. Dans votre client Web vSphere, ouvrez I'onglet clusters :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Configuration > clusters.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Configuration > clusters.

2. Vérifier le bloc d’'instruments.

3. Sélectionnez actions.
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4. Sélectionnez Activer SSH.

5. Saisissez une durée d’activation de la session SSH en heures, jusqu’a un maximum de 720.
@ Pour continuer, vous devez entrer une valeur.

6. Sélectionnez Oui.

Modifier la limite de temps SSH
Vous pouvez entrer une nouvelle durée pour une session SSH.
Etapes

1. Dans votre client Web vSphere, ouvrez I'onglet clusters :

> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Configuration > clusters.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Configuration > clusters.

2. Vérifier le bloc d’'instruments.
3. Sélectionnez actions.

4. Sélectionnez changer SSH.
La boite de dialogue affiche le temps restant pour la session SSH.

5. Saisissez une nouvelle durée pour la session SSH en heures, jusqu’a un maximum de 720.
@ Pour continuer, vous devez entrer une valeur.

6. Sélectionnez Oui.

Désactivez SSH

Vous pouvez désactiver manuellement I'acceés Secure Shell (SSH) aux nceuds du cluster de stockage a l'aide
du point d’extension du plug-in.
Etapes

1. Dans votre client Web vSphere, ouvrez I'onglet clusters :

> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Configuration > clusters.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Configuration > clusters.

2. Vérifier le bloc d’'instruments.
3. Sélectionnez actions.
4. Sélectionnez Désactiver SSH.

5. Sélectionnez Oui.
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Définissez la surveillance du domaine de protection

Vous pouvez activer manuellement "surveillance des domaines de protection" a I'aide du point d’extension
enfichable. Vous pouvez sélectionner un seuil de domaine de protection en fonction des domaines de nceud
ou de chassis.

Ce dont vous avez besoin

* Le cluster sélectionné doit étre surveillé par I'élément 11.0 ou version ultérieure pour utiliser la surveillance
du domaine de protection. Sinon, les fonctions de domaine de protection ne sont pas disponibles.

* Votre cluster doit avoir plus de deux nceuds pour utiliser la fonction domaines de protection. La
compatibilité avec les clusters a deux nceuds n’est pas disponible.
Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet clusters :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Configuration > clusters.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Configuration > clusters.

2. Veérifier le bloc d’instruments.

3. Sélectionnez actions.

4. Sélectionnez Set protection Domain Monitoring.
5. Sélectionnez un seuil d’échec :

> Node : seuil au-dela duquel un cluster ne peut plus fournir de données ininterrompu pendant les
pannes matérielles au niveau du nceud. Le seuil du nceud est la valeur par défaut du systéme.

o Chassis : le seuil au-dela duquel un cluster ne peut plus fournir de données ininterrompu pendant les
pannes matérielles au niveau du chassis.

6. Sélectionnez OK.

Une fois les préférences de surveillance définies, vous pouvez surveiller les domaines de protection a partir du
"Creation de rapports" Du point d’extension NetApp Element Management.

Arrétez un cluster

Vous pouvez arréter manuellement tous les nceuds actifs d’un cluster de stockage a I'aide du point d’extension
du plug-in.

Si vous le souhaitez "redémarrez" Plutét que d’arréter le cluster, vous pouvez sélectionner tous les nceuds sur
la page Cluster du point d’extension NetApp Element Management et effectuer un redémarrage.

Ce dont vous avez besoin
Vous avez arrété les E/S et déconnecté toutes les sessions iISCSI.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet clusters :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Configuration > clusters.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Configuration > clusters.
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2. Vérifier le bloc d’'instruments.
3. Sélectionnez actions.
4. Sélectionnez Arréter.

5. Confirmez I'action.

Etendez votre infrastructure NetApp HCI

Vous pouvez étendre manuellement votre infrastructure NetApp HCI en ajoutant des nceuds a l'aide de
NetApp HCI. Un lien vers une interface utilisateur NetApp HCI pour la mise a I'’échelle de votre systéme est
fourni a partir du point d’extension du plug-in.

Des liens supplémentaires sont disponibles sur les pages mise en route et Cluster :

* Depuis le plug-in vCenter Element 5.0, sélectionnez NetApp Element Remote Plugin > Management.
* Pour le plug-in Element vCenter 4.10 et versions antérieures, sélectionnez le point d’extension NetApp
Element Management.
Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet clusters :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Configuration > clusters.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Configuration > clusters.

2. Vérifier le bloc d’'instruments.
3. Sélectionnez actions.

4. Sélectionnez développez votre NetApp HCI.

Trouvez plus d’informations

* "Documentation NetApp HCI"

» "Page Ressources SolidFire et Element”

Gérer les datastores

Le plug-in NetApp Element pour VMware vCenter Server vous permet de gérer les
datastores qui sont sauvegardés par des volumes Element. Vous pouvez créer, étendre,
cloner, partager ou supprimer des datastores. Vous pouvez également utiliser VAAI
UNMAP pour permettre a un cluster de récupérer de I'espace de bloc libéré des
datastores VMFS a provisionnement fin.

Ce dont vous avez besoin
* Pour créer et gérer des datastores, vous devez d’abord créer au moins un compte utilisateur.

 Pour utiliser le service QoSSIOC avec les datastores, vous devez d’abord configurer les paramétres de la
page QoSSIOC a partir du point d’extension du plug-in.

o "Configurez les paramétres a l'aide du plug-in Element vCenter 5.0 et versions ultérieures"

o "Configurez les paramétres a I'aide du plug-in Element vCenter 4.10 et versions antérieures"
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« Etant donné que les datastores sont créés a I'aide de la version VMFS la plus élevée prise en charge par
I'h6te ESXi sélectionné, tous les membres du cluster doivent exécuter la méme version de vSphere et
ESXi pour éviter les problemes de compatibilité VMFS.

Options

+ Créer un datastore

« Afficher la liste des datastores

+ Extension d’un datastore

+ Cloner un datastore

» Partager un datastore

+ Effectuer la commande VAAI UNMAP

» Supprimer un datastore

Surveiller les opérations des datastores pour 'achévement a l'aide de la surveillance des taches
dans vSphere.

Créer un datastore
Vous pouvez créer un datastore a partir de I'extension du plug-in.

Ce dont vous avez besoin

* Au moins un hote doit étre connecté a vCenter Server.

* Vous devez ajouter un cluster et en cours d’exécution au moins.

@ Si vous utilisez le mode lié de vCenter, assurez-vous que vous avez ajouté votre cluster
avec le serveur vCenter approprié.

* Au moins un compte utilisateur doit étre créé.

 Pour utiliser le service QoSSIOC avec les datastores, vous devez d’abord configurer les parametres de la
page QoSSIOC a partir du point d’extension du plug-in :

o "Configurez les paramétres a l'aide du plug-in Element vCenter 5.0 et versions ultérieures"
o "Configurez les paramétres a I'aide du plug-in Element vCenter 4.10 et versions antérieures"
Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Management :
> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sur la page datastore, sélectionnez Create datastore.

3. Entrez un nom pour le datastore.
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Utiliser un nom unique pour chaque datastore d’'un data Center. Pour plusieurs
‘ environnements cluster ou vCenter Server, utilisez les bonnes pratiques de dénomination
descriptives.

. Sélectionnez Suivant.

5. Sélectionnez un ou plusieurs hétes requis pour le datastore.

Vous devez avoir au moins un héte connecté avant de pouvoir créer un nouveau datastore.

@ Si votre hote a plusieurs initiateurs, sélectionnez un initiateur ou I'’héte pour sélectionner
tous les initiateurs. Si vous utilisez le mode lié vCenter, seuls les hoétes disponibles pour le
serveur vCenter auquel le cluster est affecté sont disponibles pour la sélection.

. Sélectionnez Suivant.

7. Dans le volet configurer le volume, sélectionnez un volume existant ou créez un nouveau volume pour le

nouveau datastore :
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Sélectionnez un volume existant

Si vous sélectionnez un volume existant, vous devez respecter les conditions préalables suivantes :

o Pour utiliser un groupe d’accées de volume :
i. Créez un nouveau volume avec 512e activée.
ii. Ajoutez le volume a un groupe d’acces contenant un ou plusieurs initiateurs hétes cibles.
o Pour utiliser CHAP :
i. Assurez-vous que CHAP est configuré pour chaque adaptateur iSCSI héte cible.
i. Créez un nouveau volume avec 512e activé a I'aide de I'une des options suivantes :
= Utilisez un compte avec les paramétres CHAP appropriés pour chaque hoéte cible.
= Créez un compte et configurez les secrets de la cible et de I'initiateur.
ii. Afficher les détails du volume.
iv. Ajoutez I'lQN du volume a chaque table de découverte statique de la carte iISCSI de I'héte

cible.

Créer un volume

a. Entrez un nom pour le volume qui soutient le datastore.
b. Sélectionnez un compte utilisateur dans la liste des comptes.

c. Entrez la taille totale du volume a créer.

La taille de volume par défaut est en Go. Vous pouvez créer des volumes en
@ utilisant des tailles mesurées en Go ou Gio : 1 Go = 1 000 000 000 octets 1 Gio = 1
073 741 824 octets

Par défaut, 'émulation de 512 octets est définie sur ACTIVE pour tous les nouveaux volumes.
d. Dans la zone qualité de service, effectuez I'une des opérations suivantes :

i. Sous Policy, sélectionnez une stratégie de qualité de service existante.

i. Sous Parameétres personnalisés, définissez les valeurs minimum, maximum et rafale
personnalisées pour IOPS ou utilisez les valeurs QoS par défaut.

Les régles de qualité de service sont idéales pour les environnements de
services, par exemple avec des serveurs de bases de données, d’applications
ou d’infrastructure qui ne redémarrent pas et ont besoin d’'un acces constant
égal au stockage. L'automatisation personnalisée des QoSSIOC est idéale

pour les machines virtuelles a usage léger, telles que les postes de travail
virtuels ou les machines virtuelles de type kiosque spécialisé, qui peuvent étre
redémarrés, mis sous tension ou éteints chaque jour ou plusieurs fois par jour.
Les politiques QoSSIOC d’automatisation et de qualité de service ne doivent
pas étre utilisées ensemble.

Pour les volumes dont la valeur IOPS max ou Burst supérieure a 20,000, il faut des
files d’attente trés poussées ou plusieurs sessions pour atteindre ce niveau d'lOPS
sur un seul volume.



8. Sélectionnez Suivant.
9. Configurez le type d’autorisation pour I'accés hote en choisissant 'une des options suivantes :

o Utiliser le groupe d’accés de volume : sélectionnez cette option pour limiter explicitement les
initiateurs qui peuvent voir les volumes.

o Utiliser CHAP : sélectionnez cette option pour un accés sécurisé basé sur un secret sans limite pour
les initiateurs.

10. Sélectionnez Suivant.
11. Si vous avez sélectionné utiliser le groupe d’accés au volume, configurez les groupes d’accés au
volume pour les hotes sélectionnés.

Les groupes d’acces aux volumes répertoriés dans requis par les initiateurs sélectionnés sont déja
associés a un ou plusieurs des initiateurs hbtes sélectionnés lors d’'une étape précédente

a. Sélectionnez des groupes d’acces de volume supplémentaires ou créez-en de nouveaux a associer
aux initiateurs disponibles :
= Disponible : autres options de groupe d’accées aux volumes dans le cluster.

= Créer un nouveau groupe d’acces : saisissez le nom du nouveau groupe d’acces et sélectionnez
Ajouter.

b. Sélectionnez Suivant.

c. Dans le volet Configure Hostss' Access, associez les initiateurs hbtes disponibles (IQN ou WWPN)
aux groupes d’acces aux volumes sélectionnés dans le volet précédent. Si un initiateur hote est déja
associé a un groupe d’acces de volume, le champ est en lecture seule pour cet initiateur. Si un
initiateur hote ne posséde pas d’association de groupe d’acceés de volume, sélectionnez une option
dans la liste en regard de l'initiateur.

d. Sélectionnez Suivant.

12. Si vous souhaitez activer I'automatisation QoSSIOC, cochez Activer QoS et SIOC, puis configurez les
parameétres QoSSIOC.

Si vous utilisez des politiques QoS, n'activez pas QoSSIOC. QoSSIOC remplacera et ajuste
les valeurs QoS pour les paramétres QoS du volume.

Si le service QoSSIOC n’est pas disponible, vous devez d’abord configurer les paramétres QoSSIOC :

o "Configurez les paramétres a I'aide du plug-in Element vCenter 5.0 et versions ultérieures"

o "Configurez les paramétres a l'aide du plug-in Element vCenter 4.10 et versions antérieures"
a. Sélectionnez Activer QoS & SIOC.

b. Configurez le facteur de rafale.

Le facteur de rafale est un multiple du paramétre SIOC (IOPS limit) pour le VMDK. Si

@ vous modifiez la valeur par défaut, veillez a utiliser une valeur de facteur de rafale qui ne
dépassera pas la limite maximale de rafale pour un volume Element lorsque la valeur du
facteur de rafale est multipliée par la limite d’'IOPS d’'un VMDK.

c. (Facultatif) sélectionnez remplacer la QoS par défaut et configurez les paramétres.
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Si le parametre remplacer QoS par défaut est désactivé pour le datastore, les valeurs
@ partages et limite IOPS sont automatiquement définies en fonction des paramétres
SIOC par défaut de chaque VM.

Ne personnalisez pas la limite de partage SIOC sans également personnaliser la limite
IOPS SIOC.

Par défaut, les partages de disques SIOC maximum sont définis sur Unlimited. Dans un
environnement d’ordinateur virtuel important tel que VDI, il peut en effet entrainer la

surallocation du nombre d’'lOPS maximum dans le cluster. Lorsque vous activez QoSSIOC,
cochez toujours la case remplacer la QoS par défaut et définissez 'option limiter les IOPS
sur quelque chose de raisonnable.

13. Sélectionnez Suivant.
14. Confirmez les sélections et cliquez sur Terminer.

15. Pour afficher la progression de la tache, utilisez surveillance des taches dans vSphere. Si le datastore
n'apparait pas dans la liste, actualisez la vue.

Afficher la liste des datastores
Vous pouvez afficher les datastores disponibles sur la page datastores a partir du point d’extension du plug-in.
1. Dans votre client Web vSphere, ouvrez I'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management

> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, sélectionnez le cluster a utiliser dans la barre de
navigation.

2. Consultez la liste des datastores.

Les datastores couvrant plusieurs volumes (datastores mixtes) ne sont pas répertoriés Les
vues des datastores affichent uniquement les datastores disponibles sur les hotes ESXi du
cluster NetApp Element sélectionné.

3. Passez en revue les informations suivantes :
o Nom : nom attribué au datastore.
> Nom(s) d’hoéte : adresse de chaque périphérique hote associé.

° Statut : les valeurs possibles Accessible ou Inaccessible Indiquez si le datastore est
actuellement connecté a vSphere.

> Type : type de datastore du systeme de fichiers VMware.
o Nom du volume : nom attribué au volume associé.

> Volume NAA : identificateur de périphérique SCSI unique au niveau global pour le volume associé au
format étendu agréé NAA IEEE.

58



o Capacité totale (Go) : capacité formatée totale du datastore.

o Capacité libre (Go) : espace disponible pour le datastore.

> QoSSIOC Automation : indique si 'automatisation QoSSIOC est activée ou non. Valeurs possibles :
* Enabled: QoSSIOC est activé.
* Disabled: QoSSIOC n’est pas activé.

" Max Exceeded: Volume Max QoS a dépassé la valeur limite spécifiée.

Extension d’un datastore

Vous pouvez étendre un datastore pour augmenter la taille du volume a 'aide du point d’extension du plug-in.
L'extension du datastore étend également le volume VMFS associé a ce datastore.
Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, sélectionnez le cluster a utiliser dans la barre de
navigation.

. Sur la page datastores, cochez la case correspondant au datastore a étendre.
. Sélectionnez actions.

. Dans le menu qui s’affiche, sélectionnez prolonger.

a A W0 DN

. Dans le champ Nouvelle taille de datastore, indiquez la taille requise pour le nouveau datastore et
sélectionnez Go ou Gio.

L'extension du datastore consomme la taille entieére du volume. La nouvelle taille du
datastore ne peut pas dépasser I'espace non provisionné disponible sur le cluster
sélectionné ou la taille maximale du volume que le cluster autorise.

6. Sélectionnez OK.

7. Actualisez la page.

Cloner un datastore
Vous pouvez cloner des datastores a I'aide du plug-in, qui inclut le montage du nouveau datastore sur le
serveur ou le cluster ESXi souhaité. Vous pouvez nommer le clone du datastore et configurer ses paramétres

QoSSIOC, volume, hoéte et type d’autorisation.

Si des machines virtuelles se trouvent sur le datastore source, les machines virtuelles du datastore clone
seront intégrées a l'inventaire avec de nouveaux noms.

La taille du volume du datastore de clones correspond a la taille du volume sur lequel est placé le datastore
source. Par défaut, I'émulation de 512 octets est définie sur ACTIVE pour tous les nouveaux volumes.
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Ce dont vous avez besoin

* Au moins un hote doit étre connecté a vCenter Server.

» Vous devez ajouter un cluster et en cours d’exécution au moins.

@ Si vous utilisez le mode lié de vCenter, assurez-vous que vous avez ajouté votre cluster
avec le serveur vCenter approprié.

* L'espace non provisionné disponible doit étre égal ou supérieur a la taille du volume source.
* Au moins un compte utilisateur doit étre créé.
Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, sélectionnez le cluster a utiliser dans la barre de
navigation.

2. Sur la page datastores, cochez la case correspondant au datastore a cloner.
3. Sélectionnez actions.

4. Dans le menu qui s’affiche, sélectionnez Clone.

Si vous tentez de cloner un datastore qui contient des machines virtuelles dont les disques
associés ne se trouvent pas dans le datastore sélectionné, des copies des machines
virtuelles du datastore cloné ne sont pas ajoutées a I'inventaire des machines virtuelles.

5. Entrez un nom de datastore.

Utiliser un nom unique pour chaque datastore d’'un data Center. Pour plusieurs
’ environnements cluster ou vCenter Server, utilisez les bonnes pratiques de dénomination
descriptives.

6. Sélectionnez Suivant.

7. Sélectionnez un ou plusieurs hétes requis pour le datastore.

Vous devez avoir au moins un héte connecté avant de pouvoir créer un nouveau datastore.

@ Si votre héte a plusieurs initiateurs, sélectionnez un initiateur ou I’h6te pour sélectionner
tous les initiateurs. Si vous utilisez le mode lié vCenter, seuls les hbtes disponibles pour le
serveur vCenter auquel le cluster est affecté sont disponibles pour la sélection.

8. Sélectionnez Suivant.

9. Dans le volet configurer le volume, procédez comme suit :

a. Entrez un nom pour le nouveau volume NetApp Element qui sauvegarde le datastore de clones.

b. Sélectionnez un compte utilisateur dans la liste des comptes.
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10.
1.

12.
13.

@ Vous devez disposer d’au moins un compte utilisateur existant avant de pouvoir créer un
volume.

c. Dans la zone qualité de service, effectuez 'une des opérations suivantes :
= Sous Policy, sélectionnez une stratégie de qualité de service existante, si disponible.

= Sous Paramétres personnalisés, définissez les valeurs minimum, maximum et rafale
personnalisées pour IOPS ou utilisez les valeurs QoS par défaut.

Les régles de qualité de service sont idéales pour les environnements de services,
par exemple avec des serveurs de bases de données, d’applications ou
d’infrastructure qui ne redémarrent pas et ont besoin d’'un accés constant égal au
stockage. L'automatisation personnalisée des QoSSIOC est idéale pour les

machines virtuelles a usage |éger, telles que les postes de travail virtuels ou les
machines virtuelles de type kiosque spécialisé, qui peuvent étre redémarrés, mis
sous tension ou éteints chaque jour ou plusieurs fois par jour. Les politiques
QoSSIOC d’automatisation et de qualité de service ne doivent pas étre utilisées
ensemble.

Pour les volumes dont la valeur IOPS max ou Burst supérieure a 20,000, il faut des files
d’attente trés poussées ou plusieurs sessions pour atteindre ce niveau d’lOPS sur un seul
volume.

Sélectionnez Suivant.
Configurez le type d’autorisation pour I'accés hote en sélectionnant 'une des options suivantes :

o Utiliser le groupe d’accés de volume : sélectionnez cette option pour limiter explicitement les
initiateurs qui peuvent voir les volumes.

o Utiliser CHAP : sélectionnez cette option pour un acces sécurisé basé sur un secret sans limite pour
les initiateurs.

Sélectionnez Suivant.
Si vous avez sélectionné utiliser le groupe d’accés au volume, configurez les groupes d’acces au
volume pour les hbtes sélectionnés.

Les groupes d’acces aux volumes répertoriés dans requis par les initiateurs sélectionnés sont déja
associés a un ou plusieurs des initiateurs hotes sélectionnés lors d’'une étape précédente.

a. Sélectionnez des groupes d’acces de volume supplémentaires ou créez-en de nouveaux a associer
aux initiateurs disponibles :

= Disponible : autres options de groupe d’accés aux volumes dans le cluster.

= Créer un nouveau groupe d’acceés : saisissez le nom du nouveau groupe d’acces et cliquez sur

Ajouter.
b. Sélectionnez Suivant.
c. Dans le volet Configure Hostss' Access, associez les initiateurs hétes disponibles (IQN ou WWPN)
aux groupes d’acces aux volumes sélectionnés dans le volet précédent.

Si un initiateur hote est déja associé a un groupe d’acces de volume, le champ est en lecture seule
pour cet initiateur. Si un initiateur hote ne posséde pas d’association de groupe d’acces de volume,
sélectionnez une option dans la liste déroulante située a coté de l'initiateur.
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d. Sélectionnez Suivant.

14. Si vous souhaitez activer 'automatisation QoSSIOC, cochez la case Activer QoS et SIOC, puis configurez
les parametres QoSSIOC.

@ Si vous utilisez des politiques QoS, n’activez pas QoSSIOC. QoSSIOC remplacera et ajuste
les valeurs QoS pour les paramétres QoS du volume.

Si le service QoSSIOC n’est pas disponible, vous devez d’abord configurer les paramétres sur la page
QoSSIOC Settings a partir du point d’extension du plug-in :

o "Configurez les paramétres a I'aide du plug-in Element vCenter 5.0 et versions ultérieures"

o "Configurez les paramétres a l'aide du plug-in Element vCenter 4.10 et versions antérieures"

a. Sélectionnez Activer QoS & SIOC.

b. Configurez le facteur de rafale.

Le facteur de rafale est un multiple du parameétre SIOC (IOPS limit) pour le VMDK. Si

@ vous modifiez la valeur par défaut, veillez a utiliser une valeur de facteur de rafale qui ne
dépassera pas la limite maximale de rafale pour un volume NetApp Element lorsque la
valeur du facteur de rafale est multipliée par la limite d'lOPS d’'un VMDK.

c. Facultatif : sélectionnez remplacer la qualité de service par défaut et configurez les paramétres.

Si le parametre remplacer QoS par défaut est désactivé pour le datastore, les valeurs partages et limite
IOPS sont automatiquement définies en fonction des parameétres SIOC par défaut de chaque VM.

Ne personnalisez pas la limite de partage SIOC sans également personnaliser la limite
IOPS SIOC.

Par défaut, les partages de disques SIOC maximum sont définis sur Unlimited. Dans un
environnement d’ordinateur virtuel important tel que VDI, il peut en effet entrainer la

surallocation du nombre d’lOPS maximum dans le cluster. Lorsque vous activez QoSSIOC,
cochez toujours la case remplacer la QoS par défaut et définissez I'option limiter les IOPS
sur quelque chose de raisonnable.

15. Sélectionnez Suivant.
16. Confirmez les sélections et sélectionnez Finish.

17. Actualisez la page.

Partager un datastore

Vous pouvez partager un datastore avec un ou plusieurs hétes a I'aide du point d’extension du plug-in.
Les datastores ne peuvent étre partagés qu’entre les hétes d’'un méme data Center.

Ce dont vous avez besoin

* Vous devez ajouter un cluster et en cours d’exécution au moins.
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@ Si vous utilisez le mode lié de vCenter, assurez-vous que vous avez ajouté votre cluster
avec le serveur vCenter approprié.

« Il doit y avoir plusieurs hétes sous le data Center sélectionné.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, sélectionnez le cluster a utiliser dans la barre de
navigation.

Dans la page datastores, cochez la case correspondant au datastore que vous souhaitez partager.
Sélectionnez actions.

Dans le menu qui s’affiche, sélectionnez partager.

a c 0N

Configurez le type d’autorisation pour I'accés héte en sélectionnant 'une des options suivantes :

o Utiliser le groupe d’accés de volume : sélectionnez cette option pour limiter explicitement les
initiateurs qui peuvent voir les volumes.

o Utiliser CHAP : sélectionnez cette option pour un acces sécurisé basé sur le secret sans limite pour
les initiateurs.

6. Sélectionnez Suivant.

7. Sélectionnez un ou plusieurs hotes requis pour le datastore.

Vous devez avoir au moins un héte connecté avant de pouvoir créer un nouveau datastore.

@ Si votre héte a plusieurs initiateurs, sélectionnez un initiateur ou tous les initiateurs en
sélectionnant I'hdte. Si vous utilisez le mode lié vCenter, seuls les hotes disponibles pour le
serveur vCenter auquel le cluster est affecté sont disponibles pour la sélection.

8. Sélectionnez Suivant.
9. Sivous avez sélectionné utiliser Groupe d’accés de volume, configurez les groupes d’accés de volume
pour les hbtes sélectionnés.

Les groupes d’accés aux volumes répertoriés dans requis par les initiateurs sélectionnés sont déja
associés a un ou plusieurs des initiateurs hotes sélectionnés lors d’'une étape précédente.

a. Sélectionnez des groupes d’acceés de volume supplémentaires ou créez-en de nouveaux a associer
aux initiateurs disponibles :
= Disponible : autres options de groupe d’accés aux volumes dans le cluster.

= Créer un nouveau groupe d’acceés : saisissez le nom du nouveau groupe d’acces et cliquez sur
Ajouter.

b. Sélectionnez Suivant.

c. Dans le volet Configure Hostss' Access, associez les initiateurs hétes disponibles (IQN ou WWPN)
aux groupes d’acceés aux volumes sélectionnés dans le volet précédent.
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Si un initiateur hbte est déja associé a un groupe d’accés de volume, le champ est en lecture seule
pour cet initiateur. Si un initiateur héte ne posséde pas d’association de groupe d’accés de volume,
sélectionnez une option dans la liste déroulante située a c6té de l'initiateur.

10. Confirmez les sélections et sélectionnez Finish.

11. Actualisez la page.

Effectuer la commande VAAI UNMAP

Si vous souhaitez qu’un cluster récupére I'espace de bloc libéré des datastores VMFS5 a provisionnement fin,
utilisez la fonctionnalité VAAI UNMAP.

Ce dont vous avez besoin

» Assurez-vous que le datastore que vous utilisez pour la tache est VMFS5 ou antérieur. VAAI UNMAP n’est
pas disponible pour VMFS6 car ESXi effectue la tache automatiquement

* Assurez-vous que les parametres du systéme hbéte ESXi sont activés pour VAAI UNMAP :
esxcli system settings advanced list -o/VMFS3/EnableBlockDelete
La valeur entiére doit étre définie sur 1 pour activer.

* Si les paramétres du systeme hote ESXi ne sont pas activés pour VAAI UNMAP, définissez la valeur
entiére sur 1 avec la commande suivante :

esxcli system settings advanced set -i 1 -o /VMFS3/EnableBlockDelete

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, sélectionnez le cluster a utiliser dans la barre de
navigation.

2. Sur la page datastores, cochez la case correspondant au datastore sur lequel vous souhaitez utiliser VAAI
UNMAP.

Dans le menu qui s’affiche, sélectionnez actions.
Sélectionnez VAAI Unmap.
Sélectionnez un héte par nom ou par adresse IP.

Entrez le nom d’utilisateur et le mot de passe de I'h6te.

N o o k> W

Confirmez les sélections et sélectionnez OK.

Supprimer un datastore

Vous pouvez supprimer un datastore a I'aide du point d’extension du plug-in. Cette opération supprime
définitivement tous les fichiers associés aux machines virtuelles du datastore que vous souhaitez supprimer.

64



Le plug-in ne supprime pas les datastores contenant des machines virtuelles enregistrées.
1. Dans votre client Web vSphere, ouvrez 'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management

> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, sélectionnez le cluster a utiliser dans la barre de
navigation.

2. Dans la page datastores, cochez la case du datastore que vous souhaitez supprimer.
3. Sélectionnez actions.
4. Dans le menu qui s’affiche, sélectionnez Supprimer.

5. (Facultatif) si vous souhaitez supprimer le volume NetApp Element associé au datastore, cochez la case
Supprimer le volume associé.

@ Vous pouvez également choisir de conserver le volume, puis de I'associer a un autre
datastore.

6. Sélectionnez Oui.

Trouvez plus d’informations

* "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"

Gérer les volumes

A l'aide du plug-in NetApp Element pour VMware vCenter Server, vous pouvez créer,
afficher, modifier, supprimer, cloner, sauvegarder ou restaurer des volumes pour les
comptes utilisateurs. Vous pouvez également gérer chaque volume d’un cluster, et
ajouter ou supprimer des volumes dans des groupes d’acces aux volumes.

Options
* Créer un volume
+ Afficher les détails du volume
* Modifier un volume
* Clonez un volume
« Sauvegarder ou restaurer des volumes
» Supprimez des volumes
* Purger les volumes

» Restaurer les volumes supprimés
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https://docs.netapp.com/us-en/hci/index.html
https://www.netapp.com/data-storage/solidfire/documentation

Créer un volume

Vous pouvez créer un nouveau volume et associer le volume a un compte donné (chaque volume doit étre
associé a un compte). Cette association permet au compte d’accéder au volume via les initiateurs iISCSI a
I'aide des informations d’identification CHAP. Vous pouvez également spécifier les paramétres QoS d’un
volume lors de sa création.

VMware nécessite 512 octets pour les ressources disque. Si 512e n’est pas activé, un VMFS ne peut pas étre
créé.
Ce dont vous avez besoin
* Vous devez ajouter un cluster et en cours d’exécution au moins.
* Un compte utilisateur a été créeé.
Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

2. Si deux clusters ou plus sont ajoutés, sélectionnez le cluster que vous souhaitez utiliser pour la tache dans
la barre de navigation.

3. Sélectionnez le sous-onglet volumes.
4. Dans la vue Active, sélectionnez Créer un volume.

5. Entrez un nom pour le volume.

Utilisez les bonnes pratiques descriptives en matiére de dénomination. Ceci est
‘ particulierement important si plusieurs clusters ou serveurs vCenter sont utilisés dans votre
environnement.

6. Entrez la taille totale du volume a créer.

@ La taille de volume par défaut est en Go. Vous pouvez créer des volumes en utilisant des
tailles mesurées en Go ou Gio : 1 Go = 1 000 000 000 octets 1 Gio = 1 073 741 824 octets

Par défaut, 'émulation de 512 octets est définie sur ACTIVE pour tous les nouveaux
@ volumes. VMware nécessite 512 octets pour les ressources disque. Si 512e n’est pas
activé, un VMFS ne peut pas étre créé.

7. Sélectionnez un compte utilisateur dans la liste compte.
8. Dans la zone qualité de service, effectuez 'une des opérations suivantes :
o Sous Policy, sélectionnez une stratégie de qualité de service existante, si disponible.

o Sous Paramétres personnalisés, définissez les valeurs minimum, maximum et rafale personnalisées
pour IOPS ou utilisez les valeurs QoS par défaut.
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Les régles de qualité de service sont idéales pour les environnements de services, par
exemple avec des serveurs de bases de données, d’applications ou d’infrastructure qui
ne redémarrent pas et ont besoin d’un acces constant égal au stockage.
L’automatisation personnalisée des QoSSIOC est idéale pour les machines virtuelles a
usage léger, telles que les postes de travail virtuels ou les machines virtuelles de type
kiosque spécialisé, qui peuvent étre redémarrés, mis sous tension ou éteints chaque
jour ou plusieurs fois par jour. Les politiques QoSSIOC d’automatisation et de qualité de
service ne doivent pas étre utilisées ensemble. Une fois que vous avez activé les
parameétres QoSSIOC du datastore, tous les paramétres QoS au niveau du volume sont
remplacés. Pour les volumes dont la valeur IOPS max ou Burst supérieure a 20,000, il
faut des files d’attente trés poussées ou plusieurs sessions pour atteindre ce niveau
d’lOPS sur un seul volume.

9. Sélectionnez OK.

Afficher les détails du volume

Vous pouvez consulter des informations générales sur tous les volumes actifs du cluster dans le point
d’extension du plug-in. Vous trouverez également des détails sur chaque volume actif, notamment I'efficacité,
les performances, la qualité de services et les snapshots associés.

Etapes

1. Dans le plug-in vCenter, ouvrez I'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management

> Management.

> Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element

Management > Management.

2. Sideux clusters ou plus sont ajoutés, sélectionnez le cluster dans la barre de navigation.

3. Cliquez sur le sous-onglet volumes.

Des informations générales sur les volumes actifs s’affichent.

N o o &

Vérifier un volume spécifique.
Sélectionnez actions.
Sélectionnez Afficher les détails.

Passez en revue les informations suivantes :

o ID de volume : ID généré par le systéme pour le volume.

o Nom du volume : nom attribué au volume.

o Compte : le nom du compte attribué au volume.

> Access Groups : nom du groupe d’accés de volume auquel le volume appartient.

o Access : type d’acces attribué au volume lors de sa création.

Valeurs possibles :

" Read/Write: Toutes les lectures et écritures sont acceptées.
" Read Only: Toutes les activités de lecture sont autorisées ; aucune écriture n’est autorisée.

* Locked: Seul 'accés administrateur est autorisé.
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" ReplicationTarget: Désigné comme volume cible dans une paire de volumes répliqués.
> Volume apparié : indique si le volume fait partie d’'un couplage de volume.
o Taille (Go) : taille totale en Go du volume.
> Snapshots : nombre de snapshots créés pour le volume.
> QoS Policy : nom de la stratégie QoS définie par I'utilisateur.
> 512e : indique si 512¢ est activé sur un volume. La valeur peut étre Oui ou non
8. Consultez les détails d’un volume spécifique, comme indiqué dans les sections suivantes :
o Détails généraux
o Section efficacité
o Section performances
o Section qualité de service

o Section snapshots

Détails généraux
* Nom : nom attribué au volume.
* ID de volume : ID généré par le systeme pour le volume.
* IQN : le nom qualifié iISCSI du volume.
* ID de compte : ID de compte unique du compte associé.
» Compte : le nom du compte attribué au volume.
* Access Groups : nom du groupe d’acces de volume auquel le volume appartient.
* Taille : taille totale en octets du volume.
* Volume apparié : indique si le volume fait partie d’'un couplage de volume.

» SCSI EUI Device ID : identificateur de périphérique SCSI unique au niveau mondial pour le volume au
format 16 octets basé sur EUI-64.

+ SCSI NAA ID de périphérique : identifiant de périphérique SCSI unique global pour le noeud final de
protocole dans le format étendu enregistré NAA IEEE.

Section efficacité

» Compression : le score d’efficacité de compression pour le volume.
» Déduplication : score lié a I'efficacité de la déduplication pour le volume.
* Provisionnement fin : le score d’efficacité du provisionnement fin pour le volume.

* Derniére mise a jour : la date et I'heure de la derniére note d’efficacité.

Section performances

* ID de compte : ID de compte unique du compte associé.
* IOPS réelles : IOPS réelles actuelles du volume au cours des 500 derniéres millisecondes.
* Async Delay: La durée depuis la derniére synchronisation du volume avec le cluster distant.

+ Taille moyenne des IOP : taille moyenne en octets des E/S récentes au volume au cours des 500
derniéres millisecondes.
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Burst IOPS Size : nombre total de crédits IOP disponibles pour I'utilisateur. Lorsque les volumes n’utilisent
pas jusqu’a ce que le nombre maximal d’lOPS est atteint, les crédits s’accumulent.

Profondeur de la file d’attente client : nombre d’opérations de lecture et d’écriture en attente sur le
volume.

Derniére mise a jour : la date et I'heure de |la derniére mise a jour de performance.

Latence usec : temps moyen, en microsecondes, pour terminer les opérations sur le volume au cours des
500 derniéres millisecondes. Une valeur « 0 » (zéro) signifie qu’il n’y a pas d’E/S au volume.

Blocs non nuls : nombre total de blocs de 4 Ko avec données aprés la derniére opération de collecte des
déchets.

Utilisation des performances : pourcentage d'lOPS du cluster consommeées. Par exemple, un cluster
d’'IOP de 250 000 IOPS avec une consommation de 40 %.

Read Bytes : nombre total d’octets cumulés lus depuis la création du volume.

Latence de lecture usec : temps moyen, en microsecondes, pour terminer les opérations de lecture du
volume au cours des 500 derniéres millisecondes.

Opérations de lecture : |le total des opérations de lecture du volume depuis la création du volume.
Provisionnement fin : le score d’efficacité du provisionnement fin pour le volume.

Accélération : valeur flottante comprise entre 0 et 1 qui représente la quantité que le systeme contrble les
clients en dessous de leur maxlOPS en raison de la re-réplication des données, des erreurs transitoires et
des instantanés pris.

Latence totale usec : le temps, en microsecondes, de terminer les opérations de lecture et d’écriture sur
un volume.

* Lectures non alignées™® : pour les volumes de 512 e, le nombre d’opérations de lecture qui n’étaient pas
sur une limite de secteur de 4 ko. Un grand nombre de lectures non alignées peut indiquer un alignement
incorrect des partitions.

Ecritures non alignées : pour les volumes de 512e, le nombre d’opérations d’écriture qui n’étaient pas sur
une limite de secteur de 4 ko. Un grand nombre d’écritures non alignées peut indiquer un alignement
incorrect des partitions.

Capacité utilisée : pourcentage de capacité utilisée.
ID de volume : ID généré par le systéme pour le volume.
Vol Access Groups : ID de groupe d’acces de volume associés au volume.

Utilisation du volume : valeur en pourcentage qui décrit la quantité d’utilisation du volume par le client.
Valeurs possibles :

> 0 : le client n’utilise pas le volume.
> 100: Le client utilise le maximum
o Pour 100 : le client utilise sa rafale.
Write Bytes : nombre total d’octets cumulatifs écrits sur le volume depuis la création du volume.

Latence d’écriture usec : temps moyen, en microsecondes, pour terminer les opérations d’écriture sur un
volume au cours des 500 derniéres millisecondes.

Opérations d’écriture : total cumulé des opérations d’écriture sur le volume depuis la création du volume.

Blocs nuls : nombre total de blocs de 4Kio sans données aprés la derniére opération de collecte des
déchets.
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Section qualité de service

* Policy : nom de la politique QoS attribuée au volume.
* E/S Size : |a taille des IOPS en Ko.

* IOPS min : nombre minimal d’entrées et de sorties soutenues par seconde (IOPS) que le cluster fournit a
un volume. La valeur d'lOPS minimale configurée pour un volume correspond au niveau de performance
garanti pour un volume. Les performances ne tombent pas en dessous de ce niveau.

* IOPS max : nombre maximal d'lOPS soutenues que le cluster fournit a un volume. Lorsque les niveaux
d’IOPS du cluster sont extrémement élevés, ce niveau de performance d’lOPS n’est pas dépassé.

* IOPS en rafale : le nombre maximal d’lOPS autorisé dans un scénario en rafale courte. Si un volume
s’exécute en dessous du nombre maximal d’IOPS, les crédits de bursting sont cumulés. Lorsque les
niveaux de performance deviennent trés élevés et vont jusqu’a des niveaux maximum, de courtes IOPS
sont autorisées sur le volume.

+ Bande passante max : bande passante maximale autorisée par le systeme pour traiter des tailles de bloc
plus importantes.

Section snapshots

* ID instantané : ID généré par le systéme pour l'instantané.

* Nom de l'instantané : nom défini par I'utilisateur pour l'instantané.
» Date de création : date et heure de création de l'instantané.

» Date d’expiration : jour et heure de la suppression de I'instantané.

* Taille : taille définie par I'utilisateur de I'instantané en Go.

Modifier un volume

Vous pouvez modifier les attributs de volume, tels que les valeurs QoS, la taille du volume et l'unité de mesure
dans laquelle les valeurs d’octet sont calculées. Vous pouvez également modifier les niveaux d’acces et le
compte qui peut accéder au volume. Vous pouvez également modifier 'accés au compte pour I'utilisation de la
réplication ou restreindre I'accés au volume.

Si vous utilisez des volumes persistants avec le nceud de gestion, ne modifiez pas les noms des volumes
persistants.
Etapes

1. Dans le plug-in vCenter, ouvrez 'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

Si deux clusters ou plus sont ajoutés, sélectionnez le cluster dans la barre de navigation.
Cliquez sur le sous-onglet volumes.

Dans la vue Active, vérifiez le volume.

Sélectionnez actions.

Sélectionnez Modifier.
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Facultatif : dans le champ Volume Size, entrez une taille de volume différente en Go ou Gio.
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8. Facultatif :
9. Facultatif :

Vous avez la possibilité d’augmenter la taille du volume, mais pas de la réduire. Si vous
réglez la taille du volume pour la réplication, vous devez d’abord augmenter la taille du

volume affecté en tant que cible de réplication. Vous pouvez alors redimensionner le volume

source. Le volume cible peut étre supérieur ou égal au volume source, mais il ne peut pas
étre plus petit.

sélectionnez un autre compte utilisateur.

sélectionnez un niveau d’acces différent de 'un des niveaux suivants :

o Lecture/écriture

o Lecture seule

o Verrouillé

o Cible de réplication

10. Dans la zone qualité de service, effectuez 'une des opérations suivantes :

o Sous Stratégie, sélectionnez une stratégie de qualité de service existante, si disponible.

o Sous Paramétres personnalisés, définissez les valeurs minimales, maximales et en rafale
personnalisées pour IOPS ou utilisez les valeurs QoS par défaut.

Meilleure pratique : lorsque vous modifiez les valeurs d’'lOPS, utilisez des incréments
de dizaines ou de centaines. Les valeurs d’entrée nécessitent des nombres entiers
valides. Configurez des volumes avec une valeur de bursting extrémement élevée. Le
systeme peut ainsi traiter rapidement des charges de travail séquentielles de blocs
volumineux occasionnelles, tout en limitant les IOPS soutenues pour un volume.

Les regles de qualité de service sont idéales pour les environnements de services, par
exemple avec des serveurs de bases de données, d’applications ou d’infrastructure qui ne
redémarrent pas et ont besoin d’'un accés constant égal au stockage. L’automatisation
personnalisée des QoSSIOC est idéale pour les machines virtuelles a usage |éger, telles
que les postes de travail virtuels ou les machines virtuelles de type kiosque spécialisé, qui

peuvent étre redémarrés, mis sous tension ou éteints chaque jour ou plusieurs fois par jour.

Les politiques QoSSIOC d’automatisation et de qualité de service ne doivent pas étre
utilisées ensemble.

Une fois que vous avez activé les paramétres QoSSIOC du datastore, tous les paramétres
QoS au niveau du volume sont remplaceés.

Pour les volumes dont la valeur IOPS max ou Burst supérieure a 20,000, il faut des files
d’attente trés poussées ou plusieurs sessions pour atteindre ce niveau d'lOPS sur un seul
volume.

11. Sélectionnez OK.

Clonez un volume

Vous pouvez créer un clone de volume pour effectuer une copie instantanée des données. Lorsque vous
clonez un volume, le systéme crée un snapshot du volume, puis crée une copie des données référencées par

le snapshot. Il s’agit d’'un processus asynchrone, et la durée nécessaire de ce processus dépend de la taille du
volume que vous clonez et de la charge actuelle du cluster.

Ce dont vous avez besoin
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* Vous devez ajouter un cluster et en cours d’exécution au moins.
* Au moins un volume doit étre créé.
* Au moins un compte utilisateur doit étre créé.

» L'espace non provisionné disponible doit étre égal ou supérieur a la taille du volume source.

Description de la tache

Le cluster prend en charge jusqu’a deux demandes de clones en cours d’exécution par volume et jusqu’a 8
opérations de clonage de volumes actifs a la fois. Les demandes dépassant ces limites sont placées en file
d’attente pour traitement ultérieur.

@ Les volumes clonés n’héritent pas de I'appartenance des groupes d’acces aux volumes a partir
du volume source.

Les systemes d’exploitation difféerent dans leur mode de traitement des volumes clonés. ESXi traitera un
volume cloné comme une copie de volume ou un volume Snapshot. Le volume sera un périphérique
disponible a utiliser pour créer un nouveau datastore. Pour plus d’informations sur le montage de volumes
clones et la gestion des LUN de snapshot, reportez-vous a la documentation de VMware a propos de
"Montage d’'une copie de datastore VMFS" et "Gérer les datastores VMFS en double".
Etapes

1. Dans le plug-in vCenter, ouvrez 'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

. Si deux clusters ou plus sont ajoutés, sélectionnez le cluster dans la barre de navigation.
. Vérifiez le volume a cloner.
. Sélectionnez actions.

. Sélectionnez Clone.
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. Entrez un nom de volume pour le nouveau volume cloné.

Utilisez les bonnes pratiques descriptives en matiére de dénomination. Ceci est
particulierement important si plusieurs clusters ou serveurs vCenter sont utilisés dans votre
environnement.

7. Sélectionnez une taille en Go ou GIB pour le volume cloné.

La taille de volume par défaut est en Go. Vous pouvez créer des volumes en utilisant des tailles mesurées
en Go ou Gio :

o 1 Go =1 000 000 000 octets

> 1 Gio =1 073 741 824 octets
L’augmentation de la taille du volume d’un clone entraine la création d’'un nouveau volume avec de
'espace libre supplémentaire a I'extrémité du volume. En fonction de I'utilisation du volume, vous

devrez peut-étre étendre les partitions ou créer de nouvelles partitions dans I'espace libre pour I'utiliser.

8. Sélectionnez un compte a associer au volume nouvellement cloné.
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9. Sélectionnez I'un des types d’acces suivants pour le volume nouvellement cloné :
o Lecture/écriture
o Lecture seule
o Verrouillé

10. Réglez les paramétres de 512 e, si nécessaire.

Par défaut, 'émulation de 512 octets est activée pour tous les nouveaux volumes. VMware
nécessite 512 octets pour les ressources disque. Si 512e n’est pas activé, un VMFS ne peut
pas étre créé et les détails du volume sont grisés.

11. Sélectionnez OK.

La durée d’une opération de clonage est affectée par la taille du volume et la charge
actuelle du cluster. Actualisez la page si le volume cloné n’apparait pas dans la liste des
volumes.

Sauvegarder ou restaurer des volumes

Le systéme peut étre configuré pour sauvegarder et restaurer le contenu d’un volume vers et depuis un
conteneur de magasin d’objets externe au stockage logiciel NetApp Element.

Vous pouvez également sauvegarder et restaurer des données depuis et vers des systémes logiciels NetApp
Element distants. Vous pouvez exécuter au maximum deux processus de sauvegarde ou de restauration a la
fois sur un volume.

Sauvegarder des volumes

Vous pouvez sauvegarder des volumes NetApp Element dans le stockage Element, ainsi que des magasins
d’objets secondaires compatibles avec Amazon S3 ou OpenStack Swift.

Sauvegarde d’un volume dans un magasin d’objets Amazon S3

Vous pouvez sauvegarder des volumes NetApp Element dans des magasins d’objets externes compatibles
avec Amazon S3.
1. Dans le plug-in vCenter, ouvrez I'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

> Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

Si deux clusters ou plus sont ajoutés, sélectionnez le cluster dans la barre de navigation.
Sélectionnez le sous-onglet volumes.

Dans la vue Active, vérifiez le volume.

Sélectionnez actions.

Sélectionnez Sauvegarder jusqu’a.

Sous Sauvegarder le volume sur, sélectionnez Amazon S3.
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Sélectionnez une option sous avec le format de données suivant :
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o Natif : format compresse lisible uniquement par les systéemes NetApp Element de stockage Software-
Based.

o Non compressé : format non compressé compatible avec d’autres systémes.
9. Dans le champ Nom d’héte, entrez un nom d’héte a utiliser pour accéder au magasin d’objets.
10. Dans le champ ID de clé d’acceés, saisissez un ID de clé d’accés pour le compte.
11. Dans le champ clé d’accés secréte, saisissez la clé d’accés secréte du compte.
12. Dans le champ Amazon S3 bucket, saisissez le compartiment S3 dans lequel stocker la sauvegarde.
13. Facultatif : dans le champ préfixe, entrez un préfixe pour le nom du volume de sauvegarde.
14. Facultatif : dans le champ nametag, entrez un nom a ajouter au préfixe.

15. Sélectionnez OK.

Sauvegardez un volume dans un magasin d’objets OpenStack Swift

Vous pouvez sauvegarder des volumes NetApp Element dans des magasins d’objets externes compatibles
avec OpenStack Swift.
1. Dans le plug-in vCenter, ouvrez I'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

Si deux clusters ou plus sont ajoutés, sélectionnez le cluster dans la barre de navigation.
Sélectionnez le sous-onglet volumes.

Dans la vue Active, vérifiez le volume.

Sélectionnez actions.

Sélectionnez Sauvegarder jusqu’a.

Sous Sauvegarder le volume sur, sélectionnez OpenStack Swift.
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Sélectionnez une option sous avec le format de données suivant :

o Natif : format compresseé lisible uniquement par les systemes NetApp Element de stockage Software-
Based.

> Non compressé : format non compressé compatible avec d’autres systémes.

9. Dans le champ URL, entrez une URL a utiliser pour accéder au magasin d’objets.
10. Dans le champ Nom d’utilisateur, entrez un nom d’utilisateur pour le compte.

11. Dans le champ Authentication key, saisissez la clé d’authentification du compte.
12. Dans le champ Container, saisissez le conteneur dans lequel stocker la sauvegarde.
13. Facultatif : dans le champ préfixe, entrez un préfixe pour le nom du volume de sauvegarde.
14. Facultatif : dans le champ nametag, entrez un nom a ajouter au préfixe.
15. Sélectionnez OK.

Sauvegardez un volume dans un cluster exécutant le logiciel Element

Vous pouvez sauvegarder des volumes résidant sur un cluster exécutant le logiciel NetApp Element vers un
cluster Element distant.
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Lors de la sauvegarde ou de la restauration d’'un cluster a un autre, le systéme génére une clé a utiliser pour
'authentification entre les clusters.

Cette clé d’écriture de volume en bloc permet au cluster source de s’authentifier auprés du cluster de
destination, offrant ainsi la sécurité lors de I'écriture sur le volume de destination. Dans le cadre du processus
de sauvegarde ou de restauration, vous devez générer une clé d’écriture de volume en bloc a partir du volume
de destination avant de démarrer I'opération.

Il s’agit d’'une procédure en deux parties :

+ (Destination) configurer le volume de sauvegarde

* (Source) Sauvegarder un volume

Configurez le volume de sauvegarde

1. Depuis le serveur vCenter et le cluster ou vous souhaitez placer la sauvegarde de volume, ouvrez I'onglet
Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

Si deux clusters ou plus sont ajoutés, sélectionnez le cluster dans la barre de navigation.
Sélectionnez le sous-onglet volumes.

Dans la vue Active, vérifiez le volume.

Sélectionnez actions.

Sélectionnez Restaurer depuis.

Sous Restaurer depuis, sélectionnez NetApp Element.
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Sélectionnez une option sous avec le format de données suivant :

o Natif : format compressé lisible uniquement par les systemes NetApp Element de stockage Software-
Based.

> Non compressé : format non compressé compatible avec d’autres systémes.

9. Cliquez sur Generate Key pour générer une clé d’écriture de volume en bloc pour le volume de
destination.

10. Copiez la clé d’écriture de volume en bloc dans le presse-papiers afin de I'appliquer aux étapes ultérieures
du cluster source.

Sauvegarder un volume

1. Depuis vCenter et le cluster contenant le volume source a utiliser pour la sauvegarde, ouvrez 'onglet
Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

2. Si deux clusters ou plus sont ajoutés, sélectionnez le cluster dans la barre de navigation.
3. Sélectionnez le sous-onglet volumes.

4. Dans la vue Active, vérifiez le volume.
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10.

1.

12.

13.

Sélectionnez actions.

Sélectionnez Sauvegarder jusqu’a.

Sous Sauvegarder le volume sur, sélectionnez NetApp Element.

Sélectionnez la méme option que le cluster de destination au format de données suivant :

o Natif : format compresseé lisible uniquement par les systemes NetApp Element de stockage Software-
Based.

> Non compressé : format non compressé compatible avec d’autres systémes.

Dans le champ Remote cluster MVIP, entrez I'adresse IP virtuelle de gestion du cluster du volume de
destination.

Dans le champ Nom d’utilisateur du cluster distant, entrez le nom d’utilisateur administrateur de cluster
pour le cluster de destination.

Dans le champ Mot de passe utilisateur du cluster distant, entrez le mot de passe administrateur du
cluster pour le cluster de destination.

Dans le champ clé d’écriture de volume en bloc, collez la clé que vous avez générée sur le cluster de
destination.

Sélectionnez OK.

Restaurez des volumes

Lorsque vous restaurez un volume a partir d’'une sauvegarde dans un magasin d’objets tel qu’OpenStack Swift
ou Amazon S3, vous devez disposer d’informations de manifeste provenant du processus de sauvegarde
d’origine. Si vous restaurez un volume NetApp Element sauvegardé sur un systéme de stockage basé sur un
élément NetApp, les informations de manifeste ne sont pas requises. Vous trouverez les informations de
manifeste requises pour la restauration a partir de Swift et S3 dans le journal des événements de I'onglet
Rapports.

Restauration d’un volume a partir d’une sauvegarde sur un magasin d’objets Amazon S3

Vous pouvez restaurer un volume a partir d’'une sauvegarde sur un magasin d’objets Amazon S3 a l'aide du
plug-in.

1.
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Depuis le plug-in vCenter, ouvrez I'onglet Reporting :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Reporting.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Reporting.

Si deux clusters ou plus sont ajoutés, sélectionnez le cluster dans la barre de navigation.
Sélectionnez le sous-onglet Journal des événements.

Sélectionnez I'événement de sauvegarde qui a créeé la sauvegarde a restaurer.
Sélectionnez Détails pour I'événement.

Sélectionnez Afficher les détails.

Copiez les informations du manifeste dans le presse-papiers.

Sélectionnez Management > volumes.

Dans la vue Active, vérifiez le volume.



10.
1.
12.
13.

14.
15.
16.
17.
18.
19.

Sélectionnez actions.

Sélectionnez Restaurer depuis.

Sous Restaurer depuis, sélectionnez Amazon S3.
Sélectionnez une option avec le format de données suivant :

o Natif : format compressé lisible uniquement par les systemes NetApp Element de stockage Software-
Based.

> Non compressé : format non compressé compatible avec d’autres systémes.
Dans le champ Nom d’héte, entrez un nom d’héte a utiliser pour accéder au magasin d’objets.
Dans le champ ID de clé d’acceés, saisissez un ID de clé d’acceés pour le compte.
Dans le champ clé d’accés secréte, saisissez la clé d’acces secréte du compte.
Dans le champ Amazon S3 bucket, entrez le compartiment S3 dans lequel la sauvegarde est stockée.
Collez les informations du manifeste dans le champ manifest.

Sélectionnez OK.

Restauration d’un volume a partir d’'une sauvegarde sur un magasin d’objets OpenStack Swift

Vous pouvez restaurer un volume a partir d’'une sauvegarde sur un magasin d’objets OpenStack Swift a I'aide
du plug-in.

1.

© © N o g &~ WD

[ N U

14.
15.

Depuis le plug-in vCenter, ouvrez I'onglet Reporting :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Reporting.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Reporting.

Si deux clusters ou plus sont ajoutés, sélectionnez le cluster dans la barre de navigation.
Sélectionnez le sous-onglet Journal des événements.

Sélectionnez I'événement de sauvegarde qui a créé la sauvegarde a restaurer.
Sélectionnez Détails pour I'événement.

Sélectionnez Afficher les détails.

Copiez les informations du manifeste dans le presse-papiers.

Sélectionnez Management > volumes.

Dans la vue Active, vérifiez le volume.

Sélectionnez actions.

. Sélectionnez Restaurer depuis.
. Sous Restaurer depuis, sélectionnez OpenStack Swift.

. Sélectionnez une option avec le format de données suivant :

o Natif : format compressé lisible uniquement par les systemes NetApp Element de stockage Software-
Based.

> Non compressé : format compressé compatible avec d’autres systémes.
Dans le champ URL, entrez une URL a utiliser pour accéder au magasin d’objets.

Dans le champ Nom d’utilisateur, entrez un nom d’utilisateur pour le compte.
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16. Dans le champ Authentication key, saisissez la clé d’authentification du compte.

17. Dans le champ Container, entrez le nom du conteneur dans lequel la sauvegarde est stockée.
18. Collez les informations du manifeste dans le champ manifest.

19. Sélectionnez OK.

Restaurez un volume a partir d’une sauvegarde sur un cluster exécutant le logiciel Element

Vous pouvez restaurer un volume a partir d’'une sauvegarde sur un cluster exécutant le logiciel NetApp
Element. Lors de la sauvegarde ou de la restauration d’un cluster a un autre, le systéme génére une clé a
utiliser pour I'authentification entre les clusters. Cette clé d’écriture de volume en bloc permet au cluster source
de s’authentifier auprées du cluster de destination, offrant ainsi la sécurité lors de I'écriture sur le volume de
destination. Dans le cadre du processus de sauvegarde ou de restauration, vous devez générer une clé
d’écriture de volume en bloc a partir du volume de destination avant de démarrer I'opération.

Il s’agit d’'une procédure en deux parties :

* (Cluster de destination) sélectionnez le volume a utiliser pour la restauration

* (Cluster source) Restaurer le volume

Sélectionnez le volume a utiliser pour la restauration
1. Dans le vCenter et le cluster ou vous souhaitez restaurer le volume, ouvrez 'onglet Management :

> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

Si deux clusters ou plus sont ajoutés, sélectionnez le cluster dans la barre de navigation.
Sélectionnez le sous-onglet volumes.

Dans la vue Active, vérifiez le volume.

Sélectionnez actions.

Sélectionnez Restaurer depuis.

Sous Restaurer depuis, sélectionnez NetApp Element.
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Sélectionnez une option sous avec le format de données suivant :

o Natif : format compressé lisible uniquement par les systemes NetApp Element de stockage Software-
Based.

> Non compresseé : format non compressé compatible avec d’autres systémes.

9. Cliquez sur Generate Key pour générer une clé d’écriture de volume en bloc pour le volume de
destination.

10. Copiez la clé d’écriture de volume en bloc dans le presse-papiers afin de I'appliquer aux étapes ultérieures
du cluster source.

Restaurez le volume

1. Depuis vCenter et le cluster contenant le volume source a utiliser pour la restauration, ouvrez I'onglet
Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.
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10.

1.

12.

13.
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> Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

Si deux clusters ou plus sont ajoutés, sélectionnez le cluster dans la barre de navigation.
Sélectionnez le sous-onglet volumes.

Dans la vue Active, vérifiez le volume.

Sélectionnez actions.

Sélectionnez Sauvegarder jusqu’a.

Sous Sauvegarder le volume sur, sélectionnez NetApp Element.

Sélectionnez I'option correspondant a la sauvegarde au format de données suivant :

o Natif : format compresseé lisible uniquement par les systemes NetApp Element de stockage Software-
Based.

> Non compressé : format non compressé compatible avec d’autres systémes.

Dans le champ Remote cluster MVIP, entrez I'adresse IP virtuelle de gestion du cluster du volume de
destination.

Dans le champ Nom d’utilisateur du cluster distant, entrez le nom d’utilisateur administrateur de cluster
pour le cluster de destination.

Dans le champ Mot de passe utilisateur du cluster distant, entrez le mot de passe administrateur du
cluster pour le cluster de destination.

Dans le champ clé d’écriture de volume en bloc, collez la clé que vous avez générée sur le cluster de
destination.

Sélectionnez OK.

Supprimez des volumes

Vous pouvez supprimer un ou plusieurs volumes d’un cluster NetApp Element a I'aide du point d’extension du
plug-in.

Le systéme ne purge pas immédiatement un volume supprimé. Un volume supprimé peut étre restauré
pendant environ huit heures.

Vous pouvez restaurer un volume avant que le systéme ne le supprime ou purger manuellement le volume de
la vue supprimée dans Management > volumes. Lorsque vous restaurez un volume, les connexions iSCSI et
en ligne sont rétablies.

Les volumes persistants associés a des services de gestion sont créés et attribués a un
@ nouveau compte lors de l'installation ou de la mise a niveau. Si vous utilisez des volumes
persistants, ne modifiez pas ou ne supprimez pas les volumes ou leur compte associé.

Si un volume utilisé pour créer un snapshot est supprimé, les snapshots associés sont

@ répertoriés dans la vue inactive, sur la page protection > snapshots. Lorsque les volumes
source supprimés sont purgés, les snapshots en vue inactive sont également supprimés du
systeme.
Etapes

1

. Dans le plug-in vCenter, ouvrez I'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
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> Management.

> Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

2. Sideux clusters ou plus sont ajoutés, sélectionnez le cluster dans la barre de navigation.
3. Sélectionnez le sous-onglet volumes.
4. Supprimer un ou plusieurs volumes :

a. Dans la vue Active, vérifiez le volume que vous souhaitez supprimer.

b. Sélectionnez actions.

c. Sélectionnez Supprimer.
@ Le plug-in ne permet pas la suppression d’'un volume avec un datastore.

5. Confirmez I'action.

Le volume passe de la vue active a la vue supprimée de la page volumes.

Purger les volumes

Vous pouvez purger manuellement les volumes aprés les avoir supprimés.

Le systéme supprime automatiquement les volumes supprimés huit heures aprés leur suppression. Toutefois,
si vous souhaitez purger un volume avant la durée de purge planifiée, vous pouvez effectuer une purge
manuelle en procédant comme suit.

@ Lorsqu’un volume est purgé, il est immédiatement et définitivement supprimé du systéme.
Toutes les données du volume sont perdues.

Etapes
1. Dans le plug-in vCenter, ouvrez 'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

Si deux clusters ou plus sont ajoutés, sélectionnez le cluster dans la barre de navigation.
Sélectionnez le sous-onglet volumes.

Sélectionnez le filtre d’affichage et sélectionnez supprimé dans la liste.

Sélectionnez un ou plusieurs volumes a purger.

Sélectionnez Purge.
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Confirmez I'action.

Restaurer les volumes supprimés
Vous pouvez restaurer un volume dans le systéme NetApp Element s’il a été supprimé mais pas encore purgé.

Le systéme purge automatiquement un volume environ huit heures aprés sa suppression. Si le systeme a
purgé le volume, vous ne pouvez pas le restaurer.
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Si un volume est supprimé puis restauré, ESXi ne détecte pas le volume restauré (et le
datastore s'il existe). Retirez la cible statique de la carte iISCSI VMware ESXi et relancez
'analyse de la carte.

Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

Si deux clusters ou plus sont ajoutés, sélectionnez le cluster dans la barre de navigation.
Sélectionnez le sous-onglet volumes.

Sélectionnez le filtre d’affichage et sélectionnez supprimé dans la liste.

Sélectionnez un ou plusieurs volumes a restaurer.

Sélectionnez Restaurer.

Sélectionnez le filtre d’affichage et sélectionnez actif dans la liste.
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Vérifier que le ou les volumes et toutes les connexions sont restaurés.

Trouvez plus d’informations

* "Documentation NetApp HCI"

* "Page Ressources SolidFire et Element”

Créer et gérer des comptes utilisateur

"Comptes d’utilisateur" Permettent de contrdler 'accés aux ressources de stockage sur
un réseau logiciel NetApp Element.

Options
» Créez un compte
* Modifier un compte

* Supprimer un compte
Créez un compte

Vous pouvez créer un compte utilisateur unique pour autoriser 'accés aux volumes de stockage.

Ce dont vous avez besoin

* Vous devez ajouter un cluster et en cours d’exécution au moins.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.
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> Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet comptes.
3. Sélectionnez Créer un compte.

4. Entrez un nom d’utilisateur.

Utilisez les bonnes pratiques descriptives en matiére de dénomination. Ceci est
‘ particulierement important si plusieurs clusters ou serveurs vCenter sont utilisés dans votre
environnement.

5. Dans la section CHAP Settings :
a. Saisissez le secret d’initiateur pour I'authentification de session de noceud CHAP.

b. Saisissez le secret cible pour I'authentification de session de nceud CHAP.

@ Les secrets d'initiateur et de cible doivent étre différents. Si ces champs ne sont pas
renseignés, le systéme génere les informations d’authentification.

6. Cliquez sur OK pour créer le compte.

Modifier un compte

Vous pouvez modifier un compte utilisateur pour modifier le statut ou les secrets CHAP. La modification des
parametres CHAP peut entrainer une perte de connectivité entre un hote et ses volumes associés.

Description de la tache
Si vous utilisez des volumes persistants avec le nceud de gestion, ne modifiez pas le nom du compte associé

a ces volumes.
Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Sélectionnez le sous-onglet comptes.
Cochez la case correspondant au compte que vous souhaitez modifier.
Sélectionnez actions.

Dans le menu qui s’affiche, sélectionnez Modifier.

o o > w0 b

Modifiez les éléments suivants si nécessaire :
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a. Modifiez I'état d’accés du compte.

La modification de I'acces a Locked met fin a toutes les connexions iSCSI du compte et
le compte n’est plus accessible. Les volumes associés au compte sont conservés, mais
ils ne sont pas détectables iSCSI.

b. Modifiez les informations d’identification secréetes d’initiateur ou de cible utilisées pour I'authentification
d’une session de nceud.

Si vous ne modifiez pas les informations d’identification, elles restent les mémes. Si
vous ne renseignez pas les champs d’informations d’identification, le systeme génére de
nouveaux mots de passe.

7. Cliquez sur OK.

Supprimer un compte
Vous pouvez supprimer des comptes utilisateur a I'aide du point d’extension du plug-in.

Ce dont vous avez besoin

Supprimez et supprimez tout volume associé au compte ou réaffectez-le a un autre compte.

@ Si vous utilisez des volumes persistants avec le nceud de gestion, ne supprimez pas le compte
associé a ces volumes.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

> Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Sélectionnez le sous-onglet comptes.
Cochez la case correspondant au compte que vous souhaitez supprimer.
Cliquez sur actions.

Dans le menu qui s’affiche, sélectionnez Supprimer.

o o > w0 Db

Confirmez l'action.

Trouvez plus d’informations

* "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"
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Créez et gérez des groupes d’acces de volume

A "groupe d’acces de volume" Est une collection de volumes auxquels les utilisateurs
peuvent accéder via des initiateurs iISCSI ou des initiateurs FC.

Vous pouvez créer des groupes d’acces en mappant les IQN des initiateurs iISCSI ou les WWPN FC dans une
collection de volumes. Chaque IQN que vous ajoutez a un groupe d’acces peut accéder a chaque volume du
groupe sans nécessiter d’authentification CHAP. Chaque WWPN que vous ajoutez a un groupe d’acces
permet d’accéder au réseau FC aux volumes du groupe d’acces.
Options

* Créez un groupe d'acces

» Modifier un groupe d’accés

+ Ajout de volumes a un groupe d’acces

* Supprimer des volumes d’un groupe d’acces

* Supprimer un groupe d’acces

Créez un groupe d’accés

Vous pouvez créer des groupes d’acces de volumes avec un ou plusieurs initiateurs. Le mappage des
initiateurs clients Fibre Channel (WWPN) ou iSCSI (IQN) sur les volumes d’un groupe d’accés de volume
permet d’obtenir des E/S sécurisées entre un réseau et un volume.
Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet Access Groups.
3. Sélectionnez Créer un groupe d’acces.

4. Entrez un nom pour le groupe d’accés de volume.

Utilisez les bonnes pratiques descriptives en matiére de dénomination. Ceci est
particulierement important si plusieurs clusters ou serveurs vCenter sont utilisés dans votre
environnement.

5. Sélectionnez un IQN ou un WWPN non attribué dans la liste déroulante Sélectionner un initiateur et
cliquez sur Ajouter initiateur.

@ Des initiateurs peuvent étre ajoutés ou supprimés apres la création du groupe d’acces aux
volumes.

6. Cliquez sur OK pour créer le groupe d’acces.

84


https://docs.netapp.com/us-en/hci/docs/concept_hci_volume_access_groups.html

Modifier un groupe d’acces

Vous pouvez modifier les noms de groupes d’accés au volume ou ajouter ou supprimer des initiateurs du point
d’extension du plug-in.
Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Sélectionnez le sous-onglet Access Groups.
Cochez la case correspondant au groupe d’accés au volume que vous souhaitez modifier.
Sélectionnez actions.

Dans le menu qui s’affiche, sélectionnez Modifier.
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Modifiez les éléments suivants si nécessaire :
a. Modifier le nom du groupe d’acces.

b. Ajouter ou supprimer des initiateurs.

Si vous supprimez un initiateur, cliquez sur I'icéne de la corbeille pour le supprimer.
@ Lorsque vous supprimez l'initiateur, il ne peut plus accéder aux volumes de ce groupe
d’accés de volume. L'accés normal au compte du volume n’est pas interrompu.

7. Sélectionnez OK.

Ajout de volumes a un groupe d’acceés

Vous pouvez ajouter des volumes a un groupe d’acces de volume. Chaque volume peut appartenir a plusieurs
groupes d’acces aux volumes. Vous pouvez voir les groupes auxquels chaque volume appartient depuis la vue
des volumes actifs.

Ce dont vous avez besoin

* Vous devez ajouter un cluster et en cours d’exécution au moins.
* Au moins un groupe d’acces existe.
* Au moins un volume actif existe.
Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

> Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

85



N o ok~ 0 DN

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Sélectionnez le sous-onglet volumes.

Cochez la case correspondant a chaque volume que vous souhaitez ajouter a un groupe d’acces.
Sélectionnez actions.

Sélectionnez Ajouter au groupe d’acces.

Confirmez les détails et sélectionnez un groupe d’accés de volume dans la liste.

Sélectionnez OK.

Supprimer des volumes d’un groupe d’accés

Vous pouvez supprimer des volumes d’un groupe d’acces.

Lorsque vous supprimez un volume d’un groupe d’acces, celui-ci n’a plus acces a ce volume.

1.
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@ La suppression d’'un volume d’un groupe d’accés peut interrompre I'accés de I'héte au volume.

Dans votre client Web vSphere, ouvrez 'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Sélectionnez le sous-onglet volumes.

Cochez la case correspondant a chaque volume que vous souhaitez supprimer d’'un groupe d’acces.
Sélectionnez actions.

Sélectionnez Supprimer du groupe d’acces.

Confirmez les détails et sélectionnez le groupe d’acces au volume auquel vous ne souhaitez plus accéder
a chaque volume sélectionné.

Sélectionnez OK.

Supprimer un groupe d’acces

Vous pouvez supprimer des groupes d’acces de volume a l'aide du point d’extension du plug-in. Vous n’avez
pas besoin de supprimer des ID d’initiateurs ni de dissocier des volumes du groupe d’accés au volume avant
de supprimer le groupe. Aprés avoir supprimé le groupe d’acces, I'acces de groupe aux volumes est
interrompu.

Etapes

1.
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Dans votre client Web vSphere, ouvrez 'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.



> Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Sélectionnez le sous-onglet Access Groups.
Cochez la case correspondant au groupe d’acces que vous souhaitez supprimer.
Sélectionnez actions.

Dans le menu qui s’affiche, sélectionnez Supprimer.
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Confirmez I'action.

Trouvez plus d’informations

* "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"

Création et gestion des initiateurs

Les initiateurs permettent aux clients externes d’accéder aux volumes d’un cluster,
servant de point d’entrée pour la communication entre les clients et les volumes.

Vous pouvez créer, modifier et supprimer des initiateurs, et leur donner des alias conviviaux pour simplifier
'administration et I'acceés aux volumes. Lorsque vous ajoutez un initiateur a un groupe d’acces de volume, cet
initiateur permet d’accéder a tous les volumes du groupe.
Options

» Créer un initiateur

* Modifier un initiateur

» Ajoutez des initiateurs a un groupe d’accés

* Supprimer un initiateur

Créer un initiateur
Vous pouvez créer des initiateurs iSCSI ou Fibre Channel et éventuellement leur attribuer des alias.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

> Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet initiateurs.
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3. Sélectionnez Créer initiateur.

4. Pour créer un seul initiateur :

a. Sélectionnez Créer un seul initiateur.
b. Saisissez I'lQN ou le WWPN de l'initiateur dans le champ IQN/WWPN.
Le format accepté d’un IQN initiateur est ign.yyyy-mm ou y et m sont des chiffres suivis d’un texte

qui ne doit contenir que des chiffres, des caracteres alphabétiques minuscules et un point (. ), deux
points (:), ou tiret (-). Voici un exemple de format :

ign.2010-01.com.solidfire:c2r9.£c0.2100000ele09%bb8b

Le format accepté d’'un WWPN de l'initiateur Fibre Channel est : Aa:bB:CC:dd:11:22:33:44 ou
AabBCCdd11223344. Voici un exemple de format :

5f:47:ac:c0:5¢c:74:d4:02

a. Saisissez un nom convivial pour l'initiateur dans le champ alias.
5. Pour créer plusieurs initiateurs :

a. Sélectionnez Créer plusieurs initiateurs.

b. Effectuez I'une des opérations suivantes :

= Cliquez sur Scan hosts pour rechercher les valeurs d’initiateur non définies dans le cluster NetApp
Element sur les hétes vSphere.

= Entrez une liste d’'IQN ou de WWPN dans la zone de texte et sélectionnez Ajouter initiateurs.
c. (Facultatif) sous I'en-téte alias, sélectionnez le champ de chaque entrée pour ajouter un alias.
d. (Facultatif) supprimez un initiateur de la liste, si nécessaire.

6. Cliquez sur OK pour créer linitiateur.

Modifier un initiateur
Vous pouvez modifier I'alias d’un initiateur existant ou ajouter un alias s'’il n’existe pas déja.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet initiateurs.
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Cochez la case de l'initiateur que vous souhaitez modifier.
Sélectionnez actions.
Dans le menu qui s’affiche, sélectionnez Modifier.

Saisissez un nouvel alias pour l'initiateur dans le champ alias.

N o g k> w

Cliquez sur OK.

Ajoutez des initiateurs a un groupe d’acces

Vous pouvez ajouter des initiateurs a un groupe d’accés pour autoriser 'accés aux volumes du groupe d’accés
au volume sans avoir besoin d’une authentification CHAP. Lorsque vous ajoutez un initiateur a un groupe
d’acces de volume, celui-ci a accés a tous les volumes de ce groupe.
Etapes
1. Dans votre client Web vSphere, ouvrez 'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management

> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Sélectionnez le sous-onglet initiateurs.
Cochez les cases des initiateurs a ajouter a un groupe d’acces.
Sélectionnez actions.

Dans le menu qui s’affiche, sélectionnez Ajouter au groupe d’acces.
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Dans la boite de dialogue Ajouter au groupe d’acceés, choisissez un groupe d’acces dans la liste
déroulante.

7. Cliquez sur OK.

Supprimer un initiateur

Vous pouvez supprimer un initiateur apres celui-ci n’est plus nécessaire. Lorsque vous supprimez un initiateur,
le systeme le supprime de tout groupe d’acces de volume associé. Toutes les connexions utilisant l'initiateur
restent valides jusqu’a ce que la connexion soit réinitialisée.
Etapes

1. Dans votre client Web vSphere, ouvrez I'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.
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. Sélectionnez le sous-onglet initiateurs.
. Cochez la case correspondant aux initiateurs a supprimer.

2

3

4. Sélectionnez actions.

5. Dans le menu qui s’affiche, sélectionnez Supprimer.
6

. Confirmez I'action.

Trouvez plus d’informations

* "Documentation NetApp HCI"

» "Page Ressources SolidFire et Element”

Configuration et gestion des QoSSIOC pour les volumes
Element et les datastores VMware

Vous pouvez configurer I'automatisation QoSSIOC pour les volumes individuels et les
datastores contrdlés par le plug-in. "QoSSIOC" est une qualité de service automatique
("La QoS") Baseé sur le contrdle des E/S du stockage ("SIOC") Les paramétres de toutes
les machines virtuelles d’'un datastore standard.

Le service QoSSIOC sur le nceud de gestion communique avec vCenter et surveille I'activité des VM sur les
datastores. QoSSIOC ajuste les valeurs QoS sur les volumes d’éléments standard lorsqu’'un événement de
machine virtuelle se produit, comme les événements de mise sous tension ou hors tension, les redémarrages
ou l'arrét de linvité, ou I'activité de reconfiguration. QoSSIOC est une fonctionnalité optionnelle qui n’est pas
nécessaire pour que le plug-in gere les clusters de stockage.

QoSSIOC est disponible uniquement avec les datastores standard. Elle ne fonctionne pas avec les volumes
virtuels (VVol).

Vous ne pouvez pas activer la fonctionnalité des volumes virtuels (VVol) ou les rendre

@ disponibles pour vSphere a 'aide de |la page des parametres QoSSIOC. Pour plus
d’informations, reportez-vous a la documentation du plug-in Element pour vCenter Server
concernant la configuration des VVol.

Pour le mode lié, le plug-in Element vCenter enregistre tous les serveurs vCenter a I'aide des parameétres
QoSSIOC que vous fournissez sur un serveur vCenter unique.

A I'aide du plug-in vCenter, vous pouvez configurer et gérer QoSSIOC en effectuant les taches suivantes :

Taches de configuration

« "Configurez les parametres QoSSIOC"

» Activation de 'automatisation QoSSIOC sur les datastores

Taches de gestion

» "Surveiller la hiérarchisation des performances des machines virtuelles a I'aide des événements
QoSSslIocC

* Modifier les paramétres QoSSIOC
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* Modifier le mot de passe du service QoSSIOC
» Désactivez 'automatisation QoSSIOC pour un datastore

« Effacer les parameétres QoSSIOC

Activation de I'automatisation QoSSIOC sur les datastores

Vous pouvez activer 'automatisation QoSSIOC et personnaliser les niveaux de performance des disques
virtuels (VMDK) pour les datastores apres avoir activé le service QoSSIOC pour le plug-in.

Ce dont vous avez besoin

Vous avez configuré les parameétres du service QoSSIOC sur la page QoSSIOC Settings et le champ
QoSSIOC Status s’affiche UP.
+ "Configurez les paramétres a l'aide du plug-in Element vCenter 5.0 et versions ultérieures"

+ "Configurez les paramétres a 'aide du plug-in Element vCenter 4.10 et versions antérieures"

Description de la tache

QoSSIOC est disponible uniquement avec les datastores standard. Elle ne fonctionne pas avec les volumes
virtuels (VVol). QoSSIOC ajuste les valeurs QoS sur les volumes d’éléments standard lorsqu’un événement de
machine virtuelle se produit, comme les événements de mise sous tension ou hors tension, les redémarrages
ou l'arrét de l'invité, ou I'activité de reconfiguration.

@ Si vous utilisez des politiques QoS, n’activez pas QoSSIOC. QoSSIOC remplacera et ajuste les
valeurs QoS pour tous les paramétres QoS du volume, indépendamment de la régle.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Cliquez sur le bouton d’état dans la colonne QoSSIOC Automation pour le datastore sélectionné.

Assurez-vous que l'intégration QoSSIOC n’est pas activée sur un autre serveur vCenter
pour éviter toute modification inattendue de la qualité de service.

3. Sélectionnez Activer QoS & SIOC.

4. Configurez le facteur de rafale.
Le facteur de rafale est un multiple du paramétre SIOC (IOPS limit) pour le VMDK. Si vous modifiez la
valeur par défaut, veillez a utiliser une valeur de facteur de rafale qui ne dépassera pas la limite maximale
de rafale pour un volume logiciel NetApp Element lorsque la valeur du facteur de rafale est multipliée par la
limite d’lOPS pour un VMDK.

5. (Facultatif) sélectionnez remplacer la QoS par défaut et configurez les paramétres.
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Si le parametre remplacer QoS par défaut est désactivé pour le datastore, les valeurs partages et limite
IOPS sont automatiquement définies en fonction des paramétres SIOC par défaut de chaque VM.

Ne personnalisez pas la limite de partage SIOC sans également personnaliser la limite
IOPS SIOC.

Par défaut, les partages de disques SIOC maximum sont définis sur Unlimited. Dans un
environnement d’ordinateur virtuel important tel que VDI, il peut en effet entrainer la

surallocation du nombre d’'lOPS maximum dans le cluster. Lorsque vous activez QoSSIOC,
cochez toujours la case remplacer la QoS par défaut et définissez I'option limiter les IOPS
sur quelque chose de raisonnable.

6. Cliquez sur OK.

Lorsque vous activez I'automatisation QoSSIOC pour un datastore, le bouton change de Disabled a
Enabled

Modifier les paramétres QoSSIOC

Vous pouvez modifier les informations d’identification QoSSIOC et vCenter d’'un nceud de gestion d’éléments
actif.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet QoSSIOC Settings :

o A partir du plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Configuration > QoSSIOC Settings.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez Configuration NetApp
Element > Paramétres QoSSIOC.

2. Sélectionnez actions.
3. Dans le menu qui s’affiche, sélectionnez Modifier.
4. Dans la boite de dialogue Edit QoSSIOC Settings, modifiez 'une des options suivantes :

> QoSSIOC ID utilisateur : ID utilisateur du service QoSSIOC. L'ID utilisateur par défaut du service
QoSSIOC est admin. Pour NetApp HCI, I'ID utilisateur est le méme que celui saisi lors de l'installation
a 'aide du moteur de déploiement NetApp.

> QoSSIOC Mot de passe : le mot de passe de I'élément QoSSIOC. Le mot de passe par défaut du
service QoSSIOC est solidfire. Sivous n‘avez pas créé de mot de passe personnalisé, vous
pouvez en créer un a partir de l'interface utilisateur de I'utilitaire d’enregistrement
(https:// [management node IP]:9443).

Pour les déploiements NetApp HCI, le mot de passe par défaut est généré de maniére
aléatoire lors de I'installation. Pour déterminer le mot de passe, reportez-vous a la
procédure 4 dans ce document "KO" article.

o ID utilisateur vCenter : nom d’utilisateur pour I'administrateur vCenter avec privileges de rble
administrateur complets.

> Mot de passe vCenter : mot de passe de 'administrateur vCenter avec privileges d’administrateur
complets.
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5. Sélectionnez OK. Le champ QoSSIOC Status s’affiche UP lorsque le plug-in peut communiquer avec le
service.

Voir ceci "KO" pour dépanner si I'état est I'un des suivants : * Down: QoSSIOC n’est pas

@ activé. * Not Configured: Les parametres QoSSIOC n’ont pas été configurés. * Network
Down: VCenter ne peut pas communiquer avec le service QoSSIOC sur le réseau. Il se peut
que le noeud M et le service SIOC soient toujours en cours d’exécution.

Aprés avoir configuré des parametres QoSSIOC valides pour le noeud de gestion, ces
parametres deviennent par défaut. Les parameétres QoSSIOC reviennent aux derniers

@ parametres QoSSIOC valides connus jusqu’a ce que vous ayez les parametres QoSSIOC
valides pour un nouveau noeud de gestion. Vous devez effacer les paramétres QoSSIOC
pour le noeud de gestion configuré avant de configurer les informations d’identification
QoSSIOC pour un nouveau noeud de gestion.

Modifier le mot de passe du service QoSSIOC

Vous pouvez modifier le mot de passe du service QoSSIOC sur le noeud de gestion a 'aide de l'interface
utilisateur de I'utilitaire d’enregistrement.

Ce dont vous avez besoin

* Votre nceud de gestion est sous tension.

Description de la tache

Ce processus décrit comment modifier uniquement le mot de passe QoSSIOC. Si vous voulez changer le nom

d'utilisateur QoSSIOC, vous pouvez le faire a partir du Parametres QoSSIOC page.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet QoSSIOC Settings :

o A partir du plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Configuration > QoSSIOC Settings.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez Configuration NetApp

Element > Paramétres QoSSIOC.
2. Sélectionnez actions.
3. Dans le menu qui s’affiche, sélectionnez Effacer.

4. Confirmez I'action.
Le champ QoSSIOC Status s’affiche Not Configured une fois le processus terminé.

5. Entrez I'adresse IP de votre nceud de gestion dans un navigateur, y compris le port TCP pour
l'enregistrement : https://[management node IP]:9443.

L'interface utilisateur de I'utilitaire d’enregistrement affiche la page Manage QoSSIOC Service
Credentials pour le plug-in.
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12.

94

M NetApp Element Piug-in for vCenter Server Management Node

Qo550 Service Management vCanter Plug-in Regisirathor

CoSSIOC Menagement

Manage QoSSIOC Service Credentials

Manage Cradentisly

Restarn QoS5I0C Service

O Password

Hew Password

Contirm Password

Contact Netipp Suopost at hfipfmysupport netappcom

. Saisissez les informations suivantes :

a. Ancien mot de passe : le mot de passe actuel du service QoSSIOC. Si vous n’avez pas encore
attribué de mot de passe, saisissez le mot de passe par défaut de solidfire.

Pour les déploiements NetApp HCI, le mot de passe par défaut est généré de maniére
aléatoire lors de l'installation. Pour déterminer le mot de passe, reportez-vous a la
procédure 4 dans ce document "KO" article.

b. Nouveau mot de passe : le nouveau mot de passe pour le service QoSSIOC.

c. Confirmer le mot de passe : saisissez a nouveau le nouveau mot de passe.

. Sélectionnez soumettre les modifications.

@ Le service QoSSIOC redémarre automatiquement apres avoir soumis les modifications.

. Dans votre client Web vSphere, sélectionnez Configuration NetApp Element > Paramétres QoSSIOC.
. Sélectionnez actions.

10.
1.

Dans le menu qui s’affiche, sélectionnez configurer.

Dans la boite de dialogue Configure QoSSIOC Settings, entrez le nouveau mot de passe dans le champ
QoSSIOC Password.

Sélectionnez OK.

Le champ QoSSIOC Status s’affiche UP lorsque le plug-in peut communiquer avec le service.
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Désactivez I'automatisation QoSSIOC pour un datastore
Vous pouvez désactiver I'intégration QoSSIOC pour un datastore.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le bouton dans la colonne QoSSIOC Automation pour le datastore sélectionné.

3. Décochez la case Activer QoS & SIOC pour désactiver I'intégration.
L'option Activer QoS & SIOC désactive automatiquement I'option remplacer QoS par défaut.

4. Sélectionnez OK.

Effacer les paramétres QoSSIOC

Vous pouvez effacer les détails de configuration QoSSIOC pour le nceud de gestion du stockage Element
(nceud M). Vous devez effacer les paramétres du noeud de gestion configuré avant de configurer les
informations d’identification d’'un nouveau noeud de gestion ou de modifier le mot de passe du service
QoSSIOC. La suppression des paramétres QoSSIOC supprime les QoSSIOC actifs du serveur vCenter, du
cluster et des datastores.
Etapes

1. Dans votre client Web vSphere, ouvrez I'onglet QoSSIOC Settings :

o A partir du plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Configuration > QoSSIOC Settings.

> Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez Configuration NetApp
Element > Paramétres QoSSIOC.

2. Sélectionnez actions.
3. Dans le menu qui s’affiche, sélectionnez Effacer.

4. Confirmez 'action.

Le champ QoSSIOC Status s’affiche Not Configured une fois le processus terminé.

Trouvez plus d’informations

* "Documentation NetApp HCI"

» "Page Ressources SolidFire et Element”
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Création et gestion de regles de QoS pour les volumes

Une régle de QoS (QoS) vous permet de créer et de sauvegarder un paramétre de
qualité de service standardisé qui peut étre appliqué a de nombreux volumes. Le cluster
sélectionné doit étre Element 10.0 ou version ultérieure pour utiliser les régles de QoS ;
sinon, les fonctions de politique de QoS ne sont pas disponibles.

A 'aide du point d’extension du plug-in, vous pouvez configurer et gérer QoSSIOC en effectuant les taches
suivantes :

+ Création d’une regle de QoS

* Appliquer une policy de QoS aux volumes

* Modifier I'association de la politique de QoS d’un volume

* Modifiez une régle QoS

» Suppression d’une régle QoS

Création d’une régle de QoS

Vous pouvez créer des regles de QoS et les appliquer aux volumes qui doivent avoir des performances
équivalentes.

Les politiques QoSSIOC d’automatisation et de qualité de service ne doivent pas étre utilisées
ensemble. Si vous utilisez des politiques QoS, n’activez pas QoSSIOC. QoSSIOC remplacera et
ajuste les valeurs QoS pour les paramétres QoS du volume.

Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

> Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

N

. Cliquez sur le sous-onglet QoS Policies.

w

. Cliquez sur Créer une stratégie QoS.

N

. Entrez Nom de la stratégie.

Utilisez les bonnes pratiques descriptives en matiere de dénomination. Ceci est
particulierement important si plusieurs clusters ou serveurs vCenter sont utilisés dans votre
environnement.

)]

. Saisissez les valeurs d’'IOPS minimales, d'IOPS maximales et en rafale.

»

. Cliquez sur OK.
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Appliquer une policy de QoS aux volumes

Vous pouvez appliquer une regle de qualité de services existante a plusieurs volumes. Utilisez ce processus
lorsque vous souhaitez appliquer une régle en bloc a un ou plusieurs volumes.

Ce dont vous avez besoin

La politique de QoS que vous souhaitez appliquer en bloc a été cree.

Etapes
1. Dans le plug-in vCenter, ouvrez 'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Cliquez sur le sous-onglet volumes.
Cochez la case correspondant a chaque volume auquel vous souhaitez appliquer une policy de QoS.
Cliquez sur actions.

Dans le menu résultant, sélectionnez appliquer la stratégie de qualité de service.

© o k&~ w0 b

Dans la boite de dialogue, sélectionnez la stratégie QoS dans la liste déroulante a appliquer aux volumes
sélectionnés.

7. Cliquez sur OK.

Modifier I'association de la politique de QoS d’un volume

Vous pouvez supprimer une association de régles de QoS d’un volume ou sélectionner une autre politique de
QoS ou personnalisée.

Ce dont vous avez besoin

Le volume que vous voulez modifier est associés Avec une regle de QoS.

Etapes
1. Dans le plug-in vCenter, ouvrez 'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Cliquez sur le sous-onglet volumes.
3. Cochez la case d’un volume contenant une régle de QoS que vous souhaitez modifier.

4. Cliquez sur actions.
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5. Dans le menu qui s’affiche, sélectionnez Modifier.

6. Dans la boite de dialogue sous qualité de service, sélectionnez une nouvelle regle de qualité de service
ou des paramétres personnalisés a appliquer au volume.

7. Sivous choisissez des parametres personnalisés, modifiez les valeurs IOPS min, IOPS max et IOPS
Burst.

@ Vous pouvez également cliquer sur Réinitialiser la qualité de service par défaut pour
restaurer les valeurs d’lOPS par défaut.

8. Cliquez sur OK.

Modifiez une régle QoS

Vous pouvez modifier le nom d’une stratégie de QoS existante ou modifier les valeurs associées a cette regle.
La modification des valeurs de performances de la politique de QoS affecte la QoS pour tous les volumes
associés a la régle.
Etapes
1. Dans le plug-in vCenter, ouvrez 'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Cliquez sur le sous-onglet QoS Policies.

3. Cochez la case correspondant a la stratégie QoS que vous souhaitez modifier.

4. Cliquez sur actions.

5. Dans le menu qui s’affiche, sélectionnez Modifier.

6. Dans la boite de dialogue Modifier la stratégie QoS, modifiez les propriétés suivantes si nécessaire :
> Nom de la stratégie : nom défini par I'utilisateur pour la stratégie QoS.
o Min IOPS : nombre minimum d’IOPS garanties pour le volume.
> IOPS max : nombre maximal d’lOPS autorisé pour le volume.

> IOPS en rafale : le nombre maximal d’lOPS autorisé sur une courte période pour le volume. Valeur par
défaut = 15,000.

@ Vous pouvez également cliquer sur Réinitialiser la QoS par défaut pour restaurer les
valeurs d’lOPS par défaut.

7. Cliquez sur OK.

Suppression d’une régle QoS

Vous pouvez supprimer une régle QoS s'il n’est plus nécessaire. Lorsque vous supprimez une policy de QoS,
tous les volumes associés a cette régle gérent les valeurs de QoS précédemment définies par la régle, mais
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sous la forme QoS individuelle du volume. Toute association avec la politique de QoS supprimée est
supprimée.
Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Cliquez sur le sous-onglet QoS Policies.
Cochez la case de la régle de QoS que vous souhaitez supprimer.
Cliquez sur actions.

Dans le menu qui s’affiche, sélectionnez Supprimer.

© o &~ w0 Db

Confirmez I'action.

Trouvez plus d’informations

+ "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"
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Gestion du matériel de cluster et des réseaux
virtuels

Présentation de la gestion du matériel de cluster et des
réseaux virtuels

Dans l'onglet Cluster du point d’extension du plug-in, vous pouvez afficher et modifier les
parameétres au niveau du cluster et effectuer des taches spécifiques au cluster pour les
disques, les nceuds et les VLAN.

Options
» "Ajouter et gérer des disques"
* "Ajoutez et gérez des nceuds”

« "Création et gestion de réseaux virtuels"

Ajouter et gérer des disques

Vous pouvez ajouter des lecteurs a un cluster, afficher des lecteurs existants et supprimer
des lecteurs a l'aide du point d’extension enfichable.

+ Ajoutez des disques disponibles a un cluster

 Afficher les détails du lecteur

* Déposer un lecteur

Ajoutez des disques disponibles a un cluster

Vous pouvez ajouter des lecteurs a un cluster a I'aide du point d’extension du plug-in. Lorsque vous ajoutez un
nceud au cluster ou que vous installez de nouveaux disques dans un nceud existant, les disques s’enregistrent
automatiquement en tant que Available. Vous devez ajouter les disques au cluster avant que chaque disque
ne puisse participer au cluster.

Description de la tache

Les disques ne sont pas affichés dans la liste disponible lorsque les conditions suivantes existent :
* Les disques sont dans un Active, Removing, Erasing, ou Failed état.
* Nceud dans lequel le lecteur est un composant Pending état.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Cluster :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Cluster.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > Cluster.
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@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Dans le sous-onglet lecteurs, sélectionnez disponibles dans la liste déroulante pour afficher la liste des
lecteurs disponibles.

3. Ajoutez des disques comme suit :
a. Cochez la case correspondant a chaque lecteur que vous souhaitez ajouter.
b. Cliquez sur Ajouter des lecteurs.

4. Consultez les détails des lecteurs que vous souhaitez ajouter et confirmer I'action.

Afficher les détails du lecteur

Vous pouvez afficher la liste des lecteurs actifs dans le cluster a I'aide de la vue active sur la page lecteurs de
I'onglet Cluster a partir du point d’extension du plug-in. Vous pouvez modifier la vue en sélectionnant les
options disponibles a I'aide du filire déroulant.
Description de la tache
Lorsque vous initialisez un cluster, la liste des disques actifs est vide. Vous pouvez ajouter des disques non
assignés a un cluster et listés dans I'onglet disponible aprés la création d’'un nouveau cluster.
Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Cluster :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Cluster.
o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > Cluster.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet lecteurs.
3. Sélectionnez la vue active.
4. Afficher les détails des lecteurs actuellement actifs dans le systeme.

Vous pouvez afficher des informations telles que les ID de disque, la capacité et I'état de chaque disque,
ainsi que des informations sur le noeud dans lequel réside le disque.

Déposer un lecteur

Vous pouvez retirer un lecteur d’un cluster a 'aide du point d’extension enfichable. Vous pouvez le faire en
réduisant la capacité du cluster ou en préparant le remplacement de disques en fin de vie. Le retrait d’'un
lecteur met le lecteur hors ligne. Toutes les données du disque sont supprimées et migrées vers d’autres
disques du cluster avant que le disque ne soit retiré du cluster. La migration des données vers d’autres
disques actifs du systéme peut prendre quelques minutes a une heure selon I'utilisation de la capacité et les
E/S actives sur le cluster.

Description de la tache

Lorsque vous retirez un lecteur dans un Failed état, le lecteur n’est pas renvoyé a Available ou Active
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états-unis. En revanche, le disque n’est pas disponible pour une utilisation dans le cluster.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Cluster :
> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Cluster.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > Cluster.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez tous dans la liste déroulante pour afficher la liste compléte des lecteurs.
3. Déposer les entrailnements comme suit :

a. Cochez la case correspondant a chaque lecteur que vous souhaitez supprimer.

b. Cliquez sur Supprimer les lecteurs.

4. Confirmez 'action.

@ Si la capacité de retrait des disques actifs est insuffisante avant de supprimer un nceud, un
message d’erreur s’affiche lorsque vous confirmez le retrait du disque.

Trouvez plus d’informations

* "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"

Ajoutez et gérez des nceuds

A l'aide du plug-in, vous pouvez ajouter "nceuds de stockage" lorsqu’un cluster est créé
ou lorsqu’il faut plus de stockage. Vous pouvez également ajouter des noeuds de
stockage exécutant le logiciel Element. Vous devez ajouter des nceuds de calcul NetApp
HCI en dehors du plug-in vSphere.

* Ajout d’'un noeud a un cluster
+ Afficher les détails du nceud
* Redémarrez un nceud

» Arrétez un nceud

« Supprime un nceud d’'un cluster

Ajout d’un nceud a un cluster
Vous pouvez ajouter des nceuds de stockage a votre cluster a I'aide du plug-in vCenter.

Ce dont vous avez besoin

* Le nceud que vous ajoutez a été configuré, sous tension et configuré.
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* Le numéro de version majeur ou secondaire du logiciel sur chaque nceud d’un cluster doit correspondre
pour que le logiciel soit compatible. Par exemple, Element 9.0 n’est pas compatible avec la version 9.1.

Si le nceud que vous ajoutez dispose d’une version mineure ou majeure du logiciel NetApp
Element différente de celle exécutée sur le cluster, le cluster met a jour de maniére asynchrone

@ le noeud vers la version du logiciel NetApp Element qui s’exécute sur le maitre de cluster. Une
fois le noeud mis a jour, il s’ajoute automatiquement au cluster. Au cours de ce processus
asynchrone, le nceud sera dans un pendingActive état.

Description de la tache

Les nceuds requiérent la configuration initiale lors de la premiére mise sous tension. Lorsque le nceud a été
configuré et configuré, il s’enregistre sur le cluster identifié lorsque le nceud a été configuré et apparait dans la
liste des nceuds en attente sur la page Cluster > nceuds du point d’extension du plug-in.

Vous pouvez ajouter des nceuds de plus petite ou plus grande capacité a un cluster existant.

La procédure est identique pour I'ajout de nceuds FC ou de nceuds de stockage exécutant le logiciel NetApp
Element.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Cluster :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Cluster.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > Cluster.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Cliquez sur le sous-onglet noeuds.
3. Sélectionnez en attente dans la liste déroulante pour afficher la liste des nceuds.
4. Pour ajouter un ou plusieurs nceuds, procédez comme suit :
a. Cochez la case correspondant a chaque nceud que vous souhaitez ajouter.
b. Cliquez sur Ajouter un noeud.

5. Vérifiez les détails des nceuds que vous souhaitez ajouter et confirmer 'action.

Une fois I'action terminée, le nceud apparait dans la liste des nceuds actifs du cluster.

Afficher les détails du nceud

Vous pouvez afficher la liste des nceuds du cluster sur la page nceuds de I'onglet Cluster a partir du point
d’extension du plug-in. Vous devez sélectionner la vue active pour afficher la liste des nceuds actifs. Vous
pouvez modifier la vue en sélectionnant Pending, PendingActive, et A11 options a l'aide du filtre déroulant.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Cluster :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Cluster.
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o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > Cluster.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet noeuds.
3. Sélectionnez la vue active.
4. Afficher le détail des nceuds du cluster de stockage.
Vous pouvez afficher des informations telles que les ID de nceud, le nom et I'état de chaque nceud, les

IOPS configurées, le type de nceud, le nombre de disques actifs de chaque nceud, ainsi que des
informations réseau sur chaque nceud.

Redémarrez un nceud
Vous pouvez redémarrer un ou plusieurs noeuds actifs dans un cluster a I'aide du point d’extension du plug-in.

Ce dont vous avez besoin

Vous avez arrété les E/S et déconnecté toutes les sessions iISCSI si vous redémarrez plusieurs nceuds
simultanément.

Description de la tache

Pour redémarrer le cluster, vous pouvez sélectionner tous les noeuds du cluster et effectuer un redémarrage.

@ Cette méthode redémarre tous les services réseau d’un nceud, ce qui entraine une perte
temporaire de connectivité réseau.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Cluster :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Cluster.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > Cluster.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet noeuds.
a. Dans la vue Active, cochez la case pour chaque noeud que vous souhaitez redémarrer.
b. Cliquez sur actions.
c. Sélectionnez redémarrer.

3. Confirmez I'action.

Arrétez un nceud

Vous pouvez arréter un ou plusieurs nceuds actifs d’'un cluster a I'aide du point d’extension du plug-in. Pour
arréter le cluster, vous pouvez sélectionner tous les nceuds du cluster et effectuer un arrét simultané.
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Ce dont vous avez besoin

Vous avez arrété les E/S et déconnecté toutes les sessions iISCSI si vous redémarrez plusieurs nceuds
simultanément.
Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Cluster :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Cluster.
o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element

Management > Cluster.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet noeuds.
a. Dans la vue Active, cochez la case pour chaque noeud que vous voulez arréter.
b. Cliquez sur actions.
c. Sélectionnez Arréter.

3. Confirmez I'action.

Si un nceud a été arrété plus de 5.5 minutes sous un type d’arrét, le logiciel NetApp Element
détermine que ce nceud n’est pas renvoyé au cluster. La protection des données Helix double

@ deébute la tAche d’écriture de blocs individuels répliqués sur un autre nceud afin de répliquer les
données. Selon la durée d’arrét d’'un nceud, ses disques peuvent devoir étre ajoutés au cluster
une fois que le nceud est remis en ligne.

Supprime un nceud d’un cluster

Vous pouvez supprimer des nceuds d’un cluster sans interruption de service lorsque le stockage n’est plus
nécessaire ou qu'’ils nécessitent une maintenance.

Ce dont vous avez besoin

Vous avez supprimé tous les disques du nceud du cluster. Vous ne pouvez pas supprimer un nceud tant que
RemoveDrives le processus est terminé et toutes les données ont été migrées a I'écart du nceud.

Description de la tache

Au moins deux nceuds FC sont nécessaires pour assurer la connectivité FC dans un cluster NetApp Element.
Si un seul nceud FC est connecté, le systéeme déclenche des alertes dans le journal des événements jusqu’a
ce que vous ajouiez un autre nceud FC au cluster, méme si tout le trafic réseau FC continue de fonctionner
avec un seul nceud FC.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Cluster :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Cluster.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > Cluster.
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@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet noeuds.

3. Pour supprimer un ou plusieurs nceuds, effectuez les opérations suivantes :
a. Dans la vue Active, cochez la case pour chaque noeud que vous souhaitez supprimer.
b. Cliquez sur actions.
c. Sélectionnez Supprimer.

4. Confirmez 'action.

Tous les nceuds supprimés d’un cluster apparaissent dans la liste des noeuds en attente.

Trouvez plus d’informations

* "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"

Création et gestion de réseaux virtuels

Vous pouvez ajouter un nouveau réseau virtuel a une configuration en cluster pour
permettre la connexion d’'un environnement mutualisé a un cluster exécutant le logiciel
NetApp Element, et gérer le réseau virtuel a l'aide du plug-in vCenter.

» Créer un réseau virtuel
» Afficher les détails des réseaux virtuels
* Modifier un réseau virtuel

* Supprimer un réseau virtuel

Créer un réseau virtuel
Vous pouvez ajouter un nouveau réseau virtuel a une configuration de cluster.

Ce dont vous avez besoin
* Les hétes ESXi ne disposent que d’'un adaptateur logiciel iISCSI unique.

* Les hoétes ou les commutateurs sont configurés pour le VLAN.
* Vous avez identifié le bloc d’adresses IP qui sera affecté aux réseaux virtuels sur les nceuds de cluster.

* Vous avez identifié une adresse IP (SVIP) du réseau de stockage qui sera utilisée comme point de
terminaison pour I'ensemble du trafic de stockage NetApp Element.
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Cette configuration doit prendre en compte les critéres suivants :
* VRF ne peut étre activée qu’au moment de la création d’'un VLAN. Si vous souhaitez revenir
a une fonction non VRF, vous devez supprimer et recréer le VLAN.

@ * Les VLAN qui ne sont pas activés par VRF exigent que les initiateurs se trouvent dans le
méme sous-réseau que le SVIP.

* Les VLAN activés par VRF ne nécessitent pas que les initiateurs se trouvent sur le méme
sous-réseau que le SVIP, et le routage est pris en charge.

Description de la tache

Lorsqu’un réseau virtuel est ajouté, une interface pour chaque nceud est créée et chaque nceud nécessite une
adresse IP de réseau virtuel. Le nombre d’adresses IP que vous spécifiez lors de la création d’un nouveau
réseau virtuel doit étre égal ou supérieur au nombre de nceuds du cluster. Les adresses réseau virtuelles sont
provisionnées en bloc et attribuées automatiquement aux nceuds individuels. |l n’est pas nécessaire d’attribuer
manuellement des adresses réseau virtuelles aux nceuds du cluster.

Etapes

1
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10.

. Dans votre client Web vSphere, ouvrez I'onglet Cluster :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Cluster.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > Cluster.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Sélectionnez le sous-onglet réseau.

Sélectionnez Create VLAN.

Dans la boite de dialogue Create VLAN, entrez un nom pour le VLAN.
Entrez un entier pour la balise VLAN.

Saisissez I'adresse SVIP (Storage Virtual IP) du cluster de stockage.

Réglez le masque de réseau, si nécessaire.
La valeur par défaut est 255.255.255.0.

Facultatif : saisissez une description pour le VLAN.

Facultatif : cochez la case Activer le routage virtuel et le transfert.

Le routage et le transfert virtuels (VRF) permet a plusieurs instances d’une table de routage
d’exister dans un routeur et de fonctionner simultanément. Cette fonctionnalité est
disponible uniquement pour les réseaux de stockage.

a. Entrez I'adresse IP d’une passerelle du réseau virtuel.

Sélectionnez les hbtes que vous souhaitez inclure dans le VLAN.

@ Remarque : si vous utilisez le mode lié vCenter, seuls les hétes disponibles pour le serveur
vCenter auquel le cluster est affecté sont disponibles.
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11. Configurez les blocs d’adresse IP pour les nceuds de stockage comme suit :
@ Remarque : au moins un bloc d’adresses IP doit étre créeé.

a. Cliquez sur Créer un bloc.
b. Entrez 'adresse de départ de la plage IP.

c. Entrez le nombre d’adresses IP a inclure dans le bloc d’adresses.

@ Le nombre total d’adresses IP doit correspondre au nombre de nceuds du cluster de
stockage.

d. Cliquez en dehors de I'entrée pour accepter les valeurs.

12. Cliquez sur OK pour créer le VLAN.

Afficher les détails des réseaux virtuels

Vous pouvez afficher les informations sur le réseau des VLAN sur la page réseau de I'onglet Cluster a partir du
point d’extension du plug-in.
Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Cluster :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Cluster.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > Cluster.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet noeuds.
3. Sélectionnez la vue active.
4. Afficher le détail des noeuds du cluster de stockage.

Vous pouvez afficher des informations telles que I'ID et le nom de chaque VLAN, la balise associée a
chaque VLAN, le SVIP affecté a chaque VLAN et la plage IP utilisée pour chaque VLAN.

Modifier un réseau virtuel

Vous pouvez modifier les attributs VLAN, tels que le nom du VLAN, le masque de réseau et la taille des blocs
d’adresse IP.

Description de la tache

Le marquage VLAN et le SVIP ne peuvent pas étre modifiés pour un VLAN. Lattribut de passerelle ne peut
étre modifié que pour les VLAN VRF. Si des sessions iSCSI, de réplication a distance ou d’autres sessions
réseau existent, la modification peut échouer.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Cluster :
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o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Cluster.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > Cluster.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Sélectionnez le sous-onglet réseau.

Cochez la case correspondant au VLAN que vous souhaitez modifier.
Cliquez sur actions.

Dans le menu qui s’affiche, cliquez sur Modifier.

Dans le menu résultant, entrez les nouveaux attributs du VLAN.

Cliquez sur Créer un bloc pour ajouter un bloc non continu d’adresses IP pour le réseau virtuel.
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Cliquez sur OK.

Supprimer un réseau virtuel

Vous pouvez supprimer définitivement un objet VLAN et son bloc IP. Les blocs d’adresse attribués au VLAN
sont désassociés au réseau virtuel et peuvent étre réaffectés a un autre réseau virtuel.
Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet Cluster :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Cluster.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > Cluster.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Sélectionnez le sous-onglet réseau.
Cochez la case correspondant au VLAN que vous souhaitez supprimer.
Cliquez sur actions.

Dans le menu qui s’affiche, cliquez sur Supprimer.

o oA 0N

Confirmez I'action.
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Controle des performances du systéme

Controle des performances du systeme a I'aide des options
de reporting

Vous pouvez afficher des informations sur les composants et les performances du cluster
a I'aide des pages de reporting du plug-in NetApp Element pour VMware vCenter Server.

Grace au plug-in vCenter, vous pouvez surveiller les composants et les performances du cluster de 'une des
maniéres suivantes :

« "Surveillez I'état global du cluster sur la page Présentation”

« "Surveillance des alertes systeme"

» "Surveiller les journaux d’événements pour le dépannage"

* "Contréle des performances du volume"

» "Surveiller les sessions iISCSI pour déterminer I'état de la connexion"

« "Surveiller la hiérarchisation des performances des machines virtuelles a I'aide des événements
QoSSIoC"

Trouvez plus d’informations

* "Documentation NetApp HCI"

* "Page Ressources SolidFire et Element”

Surveillez I’état global du cluster sur la page Présentation

Vous pouvez afficher les informations générales sur le cluster pour le cluster sélectionné,
y compris la capacité globale, I'efficacité et les performances, sur la page Présentation de
I'onglet Reporting, a partir du point d’extension NetApp Element Management du plug-in
NetApp Element pour VMware vCenter Server.

Etapes
1. Depuis le plug-in vCenter, ouvrez I'onglet Reporting :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Reporting.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Reporting.

2. Surveillez les données de la page Présentation.

Données de la page Présentation des rapports

Les données suivantes apparaissent sur la page Présentation des rapports :

« Cluster Capacity : capacité restante pour le stockage en mode bloc, les métadonnées et 'espace
provisionné. Déplacez le pointeur sur la barre de progression pour afficher les informations de seuil.
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* Informations sur le cluster : informations spécifiques au cluster, telles que le nom du cluster, la version
du logiciel NetApp Element s’exécutant sur le cluster, les adresses MVIP et SVIP, ainsi que le nombre de
nceuds, de 4 000 IOPS, de volumes et de sessions sur le cluster.

o

o

o

o

o

o

o

o

o

o

o

o

Nom du cluster : le nom du cluster.

Adresse IP de stockage (SVIP) : adresse IP virtuelle de stockage (SVIP).

IP de gestion (MVIP) : adresse IP virtuelle de gestion (MVIP).

SVIP VLAN Tag : l'identifiant VLAN de I'adresse SVIP maitre.

MVIP VLAN Tag : I'identifiant VLAN de 'adresse MVIP maitre.

Nombre de nceuds : nombre de nceuds actifs dans le cluster.

Cluster 4K IOPS : le nombre de 4096 blocs (4K) qui peuvent étre lus/écrits par le cluster en seconde.
Element OS version : la version du logiciel NetApp Element que le cluster exécute.
Volume Count : nombre total de volumes, a I'exclusion des volumes virtuels, sur le cluster.
Virtual Volume Count : nombre total de volumes virtuels sur le cluster.

Sessions iSCSI : sessions iISCSI connectées au cluster.

Sessions Fibre Channel : sessions Fibre Channel connectées au cluster.

« Efficacité des clusters : capacité systéme globale utilisée en tenant compte du provisionnement fin, de la
déduplication et de la compression. Les avantages calculés sur le cluster sont calculés en comparant
I'utilisation de la capacité sans le provisionnement fin, la déduplication et la compression sur un
périphérique de stockage traditionnel.

* Domaines de protection : résumé de la surveillance des domaines de protection pour le cluster.

@ La fonction de domaines de protection n’est pas compatible avec les clusters a deux

noeuds.

Domaine de protection niveau de surveillance : niveaux de résilience du domaine de protection
sélectionnés par l'utilisateur. Les valeurs possibles sont chassis ou nceud. Vert indique que le cluster
est capable du niveau de contrdle sélectionné. La couleur rouge indique que le cluster ne peut plus
fournir le niveau de contrble sélectionné, et que des actions correctives sont nécessaires.

Capacité de bloc restante : indique le pourcentage de capacité de bloc qui reste pour maintenir le
niveau de résilience sélectionné.

Capacité des métadonnées : indique si la capacité des métadonnées est suffisante pour corriger les
pannes tout en maintenant la disponibilité des données sans interruption. Normal (vert) indique que le
cluster dispose de métadonnées suffisantes pour maintenir le niveau de controle sélectionné. Full
(rouge) indique que le cluster ne prend plus en charge le niveau de surveillance sélectionné et qu’'une
action corrective est nécessaire.

* Intégrité du domaine de protection personnalisée : affiche I'état d’intégrité du domaine de protection
personnalisé pour le cluster lorsqu’'un domaine de protection personnalisé est configuré sur le cluster.

Les données suivantes indiquent la protection disponible contre la défaillance de I'un des domaines de
protection personnalisée du cluster.

o

o

Niveau de protection : indique I'état général du niveau de protection.

Capacité de bloc : indique I'état actuel du niveau de protection du sous-systéme de services de bloc.

Il indique également le seuil de capacité totale auquel la résilience est perdue.
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o Capacité des métadonnées : indique le niveau de protection actuel du sous-systéme des services de
métadonnées.

> Noeuds ensembile : indique I'état actuel du niveau de protection du sous-systéme des membres de
'ensemble.

* IOPS provisionnées : résumé de la fagcon dont les IOPS du volume peuvent étre surprovisionnées sur le
cluster. Les calculs des IOPS provisionnées sont déterminés par la somme des IOPS minimales totales,
des IOPS maximales et des IOPS en rafale pour tous les volumes du cluster, divisée par les IOPS
maximales estimées pour le cluster.

Par exemple, si le cluster contient quatre volumes, chacun avec un minimum de 500 000
IOPS, un maximum de 15,000 000 IOPS et un pic d'IOPS de 15,000, le nombre total d'IOPS
minimum est de 2,000, le nombre total d'IOPS maximum est de 60,000 et le nombre total

@ d’IOPS en rafale est de 60,000. Si le cluster est évalué au nombre maximal d'|IOPS de
50,000,les calculs sont les suivants : IOPS minimum : 2000/50000 = 0,04x IOPS maximum
: 60000/50000 = 1,20 x IOPS en rafale : 60000/50000 = 1,20 x 1,00 x 1,00 x correspondent
aux valeurs d’lOPS provisionnées égales aux IOPS nominales du cluster.

» Cluster Health : le matériel, la capacité et les composants de sécurité de la santé du cluster. Les codes de
couleur indiquent ce qui suit :

> Vert: Sain
> Jaune: Critique
° Rouge : erreur

» Entrée/sortie du cluster : les E/S en cours d’exécution sur le cluster. Les valeurs sont calculées en
fonction de la mesure d’E/S précédente par rapport aux mesures d’E/S actuelles. Voici les mesures
indiquées sur le graphique :

o Total : les IOPS de lecture et d’écriture combinées se produisant dans le systeme.
> Read : nombre d’IOPS en lecture.
o Write : le nombre d’lOPS d’écriture.

» Débit du cluster : activité de bande passante pour la lecture, I'écriture et la bande passante totale sur le
cluster :

> Total : le nombre total de Mo/s utilisés pour les activités de lecture et d’écriture dans le cluster.
> Read : activité de lecture en MB/s pour le cluster.
o Write : activité d’écriture en Mo/s pour le cluster.

« Utilisation des performances : pourcentage d’lOPS du cluster consommées. Par exemple, un cluster de
250 000 IOPS fonctionnant a 100 000 IOPS affiche une consommation de 40 %.

Trouvez plus d’informations

* "Documentation NetApp HCI"

» "Page Ressources SolidFire et Element"

Surveillance des alertes systeme

Vous pouvez contréler les alertes, qui sont des informations, des avertissements ou des
erreurs indiquant leur bonne exécution sur le cluster.
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Les alertes sont des pannes ou des erreurs de cluster et sont signalées au fur et a mesure. La plupart des
erreurs se résolvent automatiquement. Cependant, d’autres peuvent étre manuelles. Le systéme signale les
codes d’erreur d’alerte avec chaque alerte sur la page alertes. Les codes d’erreur vous aident a déterminer
quel composant du systéme a rencontré I'alerte et pourquoi 'alerte a été générée. Voir "Liste des alertes
systéme" pour une description et une procédure de correction.

Une fois que vous avez résolu le probleme, le systéme se interroge et identifie le probleme comme résolu.
Ensuite, toutes les informations concernant I'alerte, y compris la date de sa résolution, sont déplacées vers la
vue résolue.
Etapes

1. Dans le plug-in vCenter, ouvrez I'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

> Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

2. Sélectionnez Rapport > alertes.

3. Contréler les informations suivantes d’alerte du cluster :
o ID : ID unique pour une alerte de cluster.
o Gravité

= Avertissement: Un probléme mineur qui pourrait bientét nécessiter I'attention. Les mises a niveau
du systéme sont toujours autorisées a ce niveau de sévérité.

= Erreur : défaillance pouvant entrainer une dégradation des performances ou la perte de la haute
disponibilité (HA). Les erreurs ne doivent généralement pas affecter le service.

= Critique: Une défaillance grave qui affecte le service. Le systéme ne peut pas traiter les demandes
d’E/S de 'API ou du client. L'utilisation de cet état peut entrainer une perte potentielle de données.

= BEST Practice: Une pratique recommandée de configuration du systéme n’est pas utilisée.
o Type

= Node : erreur affectant un nceud entier.

= Lecteur : défaut affectant un lecteur individuel.

= Cluster : défaut affectant 'ensemble du cluster.

= Service : défaut affectant un service sur le cluster.

= Volume : défaut affectant un volume sur le cluster.

> Node : ID de nceud pour le nceud auquel cette erreur fait référence. Inclus pour les défaillances de
nceud et de lecteur, sinon réglé sur - (tableau de bord).

o ID de lecteur : ID de lecteur pour le lecteur auquel cette erreur fait référence. Inclus pour les défauts
de conduite, sinon réglé a - (tableau de bord).

o Code d’erreur : code descriptif indiquant la cause de 'anomalie.
o Détails : description détaillée du défaut.

o Time : cet en-téte est visible uniquement dans la vue filtre actif. La date et 'heure auxquelles le défaut
a été enregistré.

- Date de résolution : cet en-téte est visible uniquement dans la vue de filtre résolu. Date et heure de
résolution de 'anomalie.
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4. Pour vérifier que le probléme a été résolu, recherchez-le dans la vue résolu.

Trouvez plus d’informations

* "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"

Liste des alertes systéme

Le systéme signale les codes d’erreur avec chaque alerte qui vous aide a déterminer
quel composant du systéme a rencontré 'alerte et pourquoi 'alerte a été générée. Vous
pouvez afficher les codes d’erreur a l'aide du point d’extension du plug-in :

* Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Remote Plugin > gestion > Reporting >
alertes.

 Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez gestion NetApp Element >
Rapports > alertes.

La liste suivante présente les différents types d’alertes systeme.

» AuthenticationServiceFault
Le service d’authentification sur un ou plusieurs nceuds de cluster ne fonctionne pas comme prévu.
Contactez le support NetApp pour obtenir de 'aide.

* DisponibleVirtualNetworklPAddressesLow
Le nombre d’adresses réseau virtuelles dans le bloc d’adresses IP est faible.
Pour résoudre ce probléme, ajoutez d’autres adresses IP au bloc d’adresses réseau virtuelles.

» BlockClusterFull
L'espace de stockage bloc est insuffisant pour prendre en charge la perte d’'un nceud. Pour plus de détails
sur les niveaux de remplissage du cluster, reportez-vous a la méthode GetClusterFullThreshold API. Cette

panne du cluster indique I'une des conditions suivantes :

o Stage3Low (Avertissement) : le seuil défini par I'utilisateur a été franchi. Réglez les parameétres Cluster
Full ou ajoutez des nceuds.

o Stage4Critique (erreur) : I'espace disponible pour la restauration suite a une défaillance d’'un nceud est
insuffisant. La création de volumes, de snapshots et de clones n’est pas autorisée.

o Stage5CompletelyConsumied (critique)1 ; aucune écriture ni aucune nouvelle connexion iISCSI ne sont
autorisées. Les connexions iSCSI actuelles seront conservées. Les écritures échouent jusqu’a ce que
davantage de capacité soit ajoutée au cluster.

Pour résoudre cette défaillance, purgez ou supprimez des volumes ou ajoutez un autre nceud de stockage
au cluster de stockage.

* Blocs Degraded

Les données de bloc ne sont plus intégralement répliquées en raison d’une défaillance.
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Gravité Description

Avertissement Seules deux copies complétes des données de bloc
sont accessibles.

Erreur Seule une seule copie compléte des données du
bloc est accessible.

Primordial Aucune copie compléte des données de bloc n’est
accessible.

Remarque : I'état d’avertissement ne peut se produire que sur un systeme Triple Helix.

Pour résoudre ce probléme, restaurez tout nceud hors ligne ou service de bloc, ou contactez le support
NetApp pour obtenir de l'aide.

BlockServiceTooFull

Un service de bloc utilise trop d’espace.

Pour résoudre cette erreur, ajoutez de la capacité provisionnée.
BlockServicelsain

Un service de bloc a été détecté comme défectueux :

o Gravité = Avertissement : aucune action n’est entreprise. Cette période d’avertissement expire dans
cTimeUntilBSIsKilledMsec=330000 millisecondes.

o Gravité = erreur : le systeme met automatiquement hors service les données et reréplique ses
données sur d’autres lecteurs en bon état.

o Gravité = critique : des services de bloc défaillants sur plusieurs nceuds supérieurs ou égaux au
nombre de réplications (2 pour la double hélice). Les données ne sont pas disponibles et la
synchronisation des bacs ne se termine pas.

Recherchez des problemes de connectivité réseau et des erreurs matérielles. Il y aura d’autres défauts
si des composants matériels spécifiques sont défectueux. Le défaut s’efface lorsque le service de bloc
est accessible ou lorsque le service a été déclassé.
BmcSelfTestFailé
Le contréleur BMC (Baseboard Management Controller) a échoué a un auto-test.
Contactez le support NetApp pour obtenir de l'aide.
Lors d’'une mise a niveau vers Element 12.5 ou version ultérieure, le BmcSelfTestFailed Une panne
n’est pas générée pour un nceud dont le BMC est en panne préexistante, ou lorsque le BMC d’un nceud
échoue lors de la mise a niveau. Les BC qui échouent aux auto-tests pendant la mise a niveau émetteront
un BmcSelfTestFailed d’avertissement une fois la mise a niveau terminée sur 'ensemble du cluster.

ClockewExceedsFaiultThreshold

L'écart de temps entre le maitre de cluster et le nceud présentant un jeton dépasse le seuil recommandé.
Le cluster de stockage ne peut pas corriger automatiquement I'écart de temps entre les noeuds.
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Pour résoudre ce probleme, utilisez des serveurs NTP internes a votre réseau plutét que les paramétres
par défaut de l'installation. Si vous utilisez un serveur NTP interne, contactez le support NetApp pour
obtenir de l'aide.

ClusterCannotSync

Il existe un manque d’espace et les données des disques de stockage bloc hors ligne ne peuvent pas étre
synchronisées avec des disques toujours actifs.

Pour résoudre ce probléme, ajoutez de I'espace de stockage supplémentaire.

ClusterFull

Il N’y a plus d’espace de stockage libre dans le cluster de stockage.

Pour résoudre ce probléme, ajoutez de I'espace de stockage supplémentaire.
ClusterlOPSAreprovisionning

Les IOPS du cluster sont surprovisionnées. La somme de toutes les IOPS minimales de QoS est
supérieure aux IOPS attendues du cluster. Il est impossible de maintenir la qualité de service minimale
pour tous les volumes simultanément.

Pour résoudre ce probléme, réduisez les paramétres d’lOPS de QoS minimaux pour les volumes.
CpuThermalEventThreshold

Le nombre d’événements thermiques de la CPU sur un ou plusieurs CPU dépasse le seuil configuré.

Si aucun nouvel événement thermique de la CPU n’est détecté dans les dix minutes, I'avertissement se
résoudra lui-méme.

DisableDriveSecurityFailed
Le cluster n’est pas configuré pour activer la sécurité des disques (chiffrement au repos), mais la sécurité
d’au moins un disque est activée, ce qui signifie que la désactivation de la sécurité du disque sur ces

disques est en panne. Cette anomalie est consignée avec la gravité « Avertissement ».

Pour résoudre ce probléme, vérifiez les détails de I'erreur pour savoir pourquoi la sécurité du lecteur n’a
pas pu étre désactivée. Les raisons possibles sont :

o La clé de chiffrement n’a pas pu étre acquise, recherchez le probléme d’accés a la clé ou au serveur
de clés externe.

o L'opération de désactivation a échoué sur le lecteur, déterminez si la mauvaise clé a pu étre acquise.
Si aucun de ces éléments n’est la cause du défaut, il est possible que le lecteur doive étre remplacé.
Vous pouvez tenter de récupérer un lecteur qui ne désactive pas la sécurité avec succes, méme lorsque la
clé d’authentification correcte est fournie. Pour effectuer cette opération, retirez le ou les lecteurs du
systéme en les déplagant vers disponibles, effectuez une suppression sécurisée sur le lecteur et revenez a
actif.

DisconnectedClusterpair

Une paire de clusters est déconnectée ou configurée de maniéere incorrecte.



Vérifier la connectivité réseau entre les clusters.
* DisconnectedRemoteNode
Un nceud distant est déconnecté ou configuré de maniéere incorrecte.
Veérifiez la connectivité réseau entre les noeuds.
* DisconnectedSnapMirror orEndpoint
Un terminal SnapMirror distant est déconnecté ou configuré de maniére incorrecte.
Vérifiez la connectivité réseau entre le cluster et le point de terminaison SnapMirror distant.
* Possible
Un ou plusieurs disques sont disponibles dans le cluster. En général, tous les clusters doivent avoir tous
des disques ajoutés ou aucun disque n’est a I'état disponible. Si ce défaut apparait de fagon inattendue,

contactez le support NetApp.

Pour résoudre ce probléme, ajoutez tout disque disponible au cluster de stockage.

Véhicule dégradé

Le cluster renvoie cette panne lorsqu’un ou plusieurs disques sont en panne, ce qui indique I'une des
conditions suivantes :
> Le gestionnaire de lecteur ne peut pas accéder au lecteur.

o Le service de tranche ou de bloc a échoué trop de fois, probablement a cause des échecs de lecture
ou d’écriture du disque, et ne peut pas redémarrer.

° Le lecteur est manquant.

o Le service maitre du nceud est inaccessible (tous les disques du nceud sont considérés comme
manquants/défaillants).

o Le lecteur est verrouillé et la clé d’authentification du lecteur ne peut pas étre acquise.

o Le lecteur est verrouillé et 'opération de déverrouillage échoue.
Pour résoudre ce probléeme :

o Vérifiez la connectivité réseau du nceud.

o Remplacez le lecteur.

o Assurez-vous que la clé d’authentification est disponible.
* DriveHealthFault

Un lecteur a échoué a la vérification de I'état DU LECTEUR INTELLIGENT et, par conséquent, les
fonctions du lecteur sont réduites. Il existe un niveau de gravité critique pour ce défaut :

o Disque avec le numéro de série : <numéro de série> dans le slot : <slot de nceud><slot de disque> a
échoué au contrdle global INTELLIGENT de I'état du disque.

Pour résoudre ce probléme, remplacez le lecteur.

< Anomalie de la transmission
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La durée de vie restante d’'un disque est inférieure aux seuils, mais il fonctionne toujours.il existe deux
niveaux de gravité possibles pour cette anomalie : critique et avertissement :

o Disque en série : <numéro de série> dans le slot : <slot de nceud><slot de disque> présente des
niveaux d’usure stratégiques.

o Disque avec série : <numéro de série> dans le slot : <slot de nceud><slot de disque> présente une
faible usure.

Pour résoudre ce probléme, remplacez rapidement le lecteur.
» DupliateClusterMasterCandidates
Plusieurs candidats de maitre de cluster de stockage ont été détectés.
Contactez le support NetApp pour obtenir de 'aide.
* EnableDriveSecurityFailed
Le cluster est configuré pour exiger la sécurité des disques (chiffrement au repos), mais la sécurité des
disques n’a pas pu étre activée sur au moins un disque. Cette anomalie est consignée avec la gravité «

Avertissement ».

Pour résoudre ce probleme, vérifiez les détails de 'anomalie pour savoir pourquoi la sécurité du lecteur n’a
pas pu étre activée. Les raisons possibles sont :

o La clé de chiffrement n’a pas pu étre acquise, recherchez le probléme d’accés a la clé ou au serveur
de clés externe.

o 'opération d’activation a échoué sur le lecteur, déterminez si la clé incorrecte a pu étre acquise. Si
aucun de ces éléments n’est la cause du défaut, il est possible que le lecteur doive étre remplaceé.

Vous pouvez tenter de récupérer un lecteur qui n’active pas la sécurité avec succées, méme lorsque la clé
d’authentification correcte est fournie. Pour effectuer cette opération, retirez le ou les lecteurs du systéme
en les déplacant vers disponibles, effectuez une suppression sécurisée sur le lecteur et revenez a actif.

» Dégradétre
La connectivité ou I'alimentation réseau a été perdue a un ou plusieurs des noceuds de I'ensemble.
Pour résoudre ce probleéme, restaurez la connectivité ou I'alimentation réseau.

* exception

Un défaut signalé qui est autre qu’'une anomalie de routine. Ces défauts ne sont pas automatiquement
effacés de la file d’attente des pannes.

Contactez le support NetApp pour obtenir de 'aide.
* FailedSpaceTooFull

Un service de bloc ne répond pas aux demandes d’écriture de données. Le service de tranche est alors a
court d’espace pour stocker les écritures ayant échoué.

Pour résoudre ce probléme, restaurez la fonctionnalité des services de bloc pour permettre aux écritures
de continuer normalement et I'espace non disponible pour étre vidé du service de tranche.
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* FanSensor
Un capteur de ventilateur est défectueux ou est manquant.
Pour résoudre ce probléme, remplacez tout matériel défectueux.
* FibroChannelAccessDegraded
Un nceud Fibre Channel ne répond pas aux autres nceuds du cluster de stockage sur son IP de stockage
pendant un certain temps. Dans cet état, le nceud est alors considéré comme ne répond pas et génére une
panne du cluster.
Vérifiez la connectivité réseau.
» FibroChannelAccessUnavailable
Tous les nceuds Fibre Channel ne répondent pas. Les ID de noeud sont affichés.
Vérifiez la connectivité réseau.

» FielChannelActivelxL

Le nombre iXL Nexus approche la limite prise en charge de 8000 sessions actives par nceud Fibre
Channel.
o La limite des bonnes pratiques est de 5500.
o La limite d’avertissement est de 7500.
o La limite maximale (non appliquée) est de 8192.
Pour résoudre ce probléme, réduire le nombre de commutateurs iXL Nexus en dessous de la limite des
meilleures pratiques de 5500.
* FibroChannelConfig

Cette panne du cluster indique I'une des conditions suivantes :

o Un port Fibre Channel inattendu est installé sur un slot PCI.

o Il existe un modele HBA Fibre Channel inattendu.

° Il'y a un probléeme avec le firmware d’'un HBA Fibre Channel.

o Un port Fibre Channel n’est pas en ligne.

o |l existe un probléme persistant de configuration du mot de passe Fibre Channel.

Contactez le support NetApp pour obtenir de l'aide.
* FibroChannellOPS

Le nombre total d'IOPS atteint la limite d’lOPS pour les nceuds Fibre Channel du cluster. Les limites sont
les suivantes :

o FC0025 : limite de 450 000 IOPS a une taille de bloc de 4 Ko par nceud Fibre Channel.
o FCNOO1 : limite d’'opérations de 625 000 IOPS a une taille de bloc de 4 Ko par nceud Fibre Channel.

Pour résoudre ce probléme, équilibrer la charge sur tous les nceuds Fibre Channel disponibles.
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FibroChannelStaticlxL

Le nombre d’iXL Nexus approche la limite prise en charge de 16000 sessions statiques par nceud Fibre
Channel.

o La limite des bonnes pratiques est de 11000.
o La limite d’avertissement est de 15000.
o La limite maximale (appliquée) est de 16384.

Pour résoudre ce probléme, réduire le nombre de commutateurs iXL Nexus en dessous de la limite des
meilleures pratiques de 11000.

FileSystemCapacityLow

L'espace disponible sur I'un des systemes de fichiers est insuffisant.

Pour résoudre ce probléme, ajoutez de la capacité au systéme de fichiers.

FileSystemlsReadOnly

Un systéme de fichiers est passé en mode lecture seule.

Contactez le support NetApp pour obtenir de 'aide.

FipsDriveMismatch

Un lecteur non FIPS a été physiquement inséré dans un nceud de stockage compatible FIPS ou un lecteur
FIPS a été physiquement inséré dans un nceud de stockage non FIPS. Une seule panne est générée par
nceud et répertorie tous les disques affectés.

Pour résoudre ce probléme, retirez ou remplacez le ou les lecteurs non-concordants en question.
FipsDriveOutOfCompliance

Le systéme a détecté que le chiffrement au repos a été désactivé aprés 'activation de la fonctionnalité
lecteurs FIPS. Cette panne est également générée lorsque la fonctionnalité lecteurs FIPS est activée et

gu’un lecteur ou nceud non FIPS est présent dans le cluster de stockage.

Pour résoudre ce probléme, activez le chiffrement au repos ou retirez le matériel non FIPS du cluster de
stockage.

FipsSelfTestFailure

Le sous-systeme FIPS a détecté une défaillance au cours de I'autotest.
Contactez le support NetApp pour obtenir de 'aide.
HardwareConfigMismatch

Cette panne du cluster indique I'une des conditions suivantes :

> La configuration ne correspond pas a la définition du nceud.
o La taille de disque de ce type de nceud est incorrecte.

o Un lecteur non pris en charge a été détecté. Une raison possible est que la version de I'élément installé



ne reconnait pas ce lecteur. Il est recommandé de mettre a jour le logiciel Element sur ce nceud.
o Le firmware du disque ne correspond pas.
o L’état compatible du cryptage de disque ne correspond pas au nceud.

Contactez le support NetApp pour obtenir de l'aide.
IdPCertificateExexpiration
Le certificat SSL du fournisseur de services du cluster a utiliser avec un fournisseur d’identités tiers

approche de son expiration ou a déja expiré. Ce défaut utilise les niveaux de gravité suivants en fonction
de l'urgence :

Gravité Description

Avertissement Le certificat expire dans un délai de 30 jours.

Erreur Le certificat expire dans un délai de 7 jours.

Primordial Le certificat expire dans un délai de 3 jours ou a
déja expiré.

Pour résoudre ce probléme, mettez a jour le certificat SSL avant qu’il n’expire. Utilisez la méthode
UpdateldpConfiguration APl avec refreshCertificateExpirationTime=true Fournir le certificat
SSL mis a jour.

InConsistenBondmodes

Les modes de liaison sur le périphérique VLAN sont manquants. Ce défaut affiche le mode de liaison
attendu et le mode de liaison en cours d'’utilisation.

Inconstant Mtus
Cette panne du cluster indique I'une des conditions suivantes :

o Bond1G non-concordance : des MTUs incohérents ont été détectés sur les interfaces Bond1G.
o Bond10G : des MTUs incohérents ont été détectés sur les interfaces Bond10G.

Cette erreur affiche le ou les nceuds en question ainsi que la valeur MTU associée.
InConsistenRoutingRules

Les régles de routage pour cette interface sont incohérentes.

InConsistenSubnetmasques

Le masque de réseau du périphérique VLAN ne correspond pas au masque de réseau enregistré en
interne pour le VLAN. Ce défaut affiche le masque de réseau attendu et le masque de réseau actuellement
utilisé.

IncorrictBondPortCount

Le nombre de ports de liaison est incorrect.
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* InvalidConfiguredFibreChannelNodeCount

L'une des deux connexions de nceud Fibre Channel attendues est en état de dégradation. Cette erreur
s’affiche lorsqu’un seul nceud Fibre Channel est connecté.

Pour résoudre ce probléme, vérifiez la connectivité du réseau et le cablage réseau du cluster, puis
recherchez les services défaillants. En 'absence de problémes de réseau ou de service, contactez le
support NetApp pour obtenir un remplacement de nceud Fibre Channel.

* IrgBalanceed

Une exception s’est produite lors de la tentative d’équilibrage des interruptions.

Contactez le support NetApp pour obtenir de 'aide.

* KmipCertificateFault

o Le certificat de I'autorité de certification racine (AC) arrive a expiration.

Pour résoudre ce probléme, acquérez un nouveau certificat de I'autorité de certification racine avec
une date d’expiration d’au moins 30 jours et utilisez ModityKeyServerKmip pour fournir le certificat
d’autorité de certification racine mis a jour.

Le certificat client arrive a expiration.

Pour résoudre ce probléme, créez une nouvelle RSC a l'aide de GetClientCertificateSigningRequest,
demandez-lui de vous assurer que la nouvelle date d’expiration est au moins 30 jours et utilisez
ModityKeyServerKmip pour remplacer le certificat client KMIP arrivant a expiration par le nouveau
certificat.

Le certificat de I'autorité de certification racine (CA) a expiré.

Pour résoudre ce probleme, acquérez un nouveau certificat de I'autorité de certification racine avec
une date d’expiration d’au moins 30 jours et utilisez ModityKeyServerKmip pour fournir le certificat
d’autorité de certification racine mis a jour.

Le certificat client a expiré.

Pour résoudre ce probléme, créez une nouvelle RSC a l'aide de GetClientCertificateSigningRequest,
demandez-lui de vous assurer que la nouvelle date d’expiration est au moins 30 jours et utilisez
ModityKeyServerKmip pour remplacer le certificat client KMIP expiré par le nouveau certificat.

Erreur de certificat de I'autorité de certification racine (CA).

Pour résoudre ce probléme, vérifiez que le certificat correct a été fourni et, si nécessaire, réacquérez le
certificat a partir de I'autorité de certification racine. Utilisez ModityKeyServerKmip pour installer le
certificat de client KMIP correct.

Erreur de certificat client.

Pour résoudre cette erreur, vérifiez que le certificat client KMIP correct est installé. L'autorité de

certification racine du certificat client doit étre installée sur le systéme EKS. Utilisez
ModityKeyServerKmip pour installer le certificat de client KMIP correct.

* KmipServerFault
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o Echec de la connexion

Pour résoudre ce probléme, vérifiez que le serveur de clés externe est sous tension et accessible via le
réseau. Utilisez TestKeyServerKimp et TestKeyProviderKmip pour tester votre connexion.

o Echec de I'authentification

Pour résoudre ce probleme, vérifiez que les certificats de client de I'autorité de certification racine et
KMIP corrects sont utilisés, et que la clé privée et le certificat du client KMIP correspondent.

o Erreur du serveur

Pour résoudre ce probléme, vérifiez les détails de I'erreur. Le dépannage du serveur de clés externe

peut étre nécessaire en fonction de 'erreur renvoyeée.

* MemoryEccThreshold

Un grand nombre d’erreurs ECC corrigibles ou non corrigibles ont été détectées. Ce défaut utilise les

niveaux de gravité suivants en fonction de I'urgence :

Evénement

Un seul module DIMM
cErrorCount atteint
cDimmCorrectTableErrWarnThres
hold.

Un seul module DIMM
cErrorCount reste au-dessus de
cDimmCorrectTableErrWarnThres
hold jusqu’a ce que
cErrorFaultTimer expire pour le
module DIMM.

Un contrdleur de mémoire signale
cErrorCount au-dessus de
cMemCilrCorrectTableErrWarnTh
reshold, et
cMemCtIrCorrecttableErrWarnDur
ation est spécifié.

Un contréleur de mémoire signale
cErrorCount au-dessus de
cMemCtlrCorrectTableErrWarnTh
reshold jusqu’a ce que
cErrorFaultTimer expire pour le
contréleur de mémoire.

Gravité

Avertissement

Erreur

Avertissement

Erreur

Description

Correction des erreurs de
mémoire ECC au-dessus du seuil
sur DIMM : <processeur>
<emplacement DIMM>

Correction des erreurs de
mémoire ECC au-dessus du seuil
sur DIMM : <processeur>
<DIMM>

Erreurs de mémoire ECC
corrigibles au-dessus du seuil sur
le contrleur de mémoire :
<processeur> <contréleur de
meémoire>

Correction des erreurs de
mémoire ECC au-dessus du seuil
sur DIMM : <processeur>
<DIMM>
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Un seul module DIMM signale un
uErrorCount supérieur a zéro,
mais inférieur a
cDimmUncorrectTableErraultThre
shold.

Un seul module DIMM signale un
uErrorCount d’au moins
cDimmUncorrectleErraultThreshol
d.

Un contrdleur de mémoire signale
un uErrorCount supérieur a zéro,
mais inférieur a
cMemCtirUncorrectTableErraultTh
reshold.

Un contréleur de mémoire signale
un uErrorCount d’au moins
cMemCitirUncorrectleErrultThresh
old.

Avertissement

Erreur

Avertissement

Erreur

Erreur(s) de mémoire ECC non
réparable(s) détectée(s) sur
DIMM : <processeur>
<emplacement DIMM>

Erreur(s) de mémoire ECC non
réparable(s) détectée(s) sur
DIMM : <processeur>
<emplacement DIMM>

Erreur(s) de mémoire ECC non
réparable(s) détectée(s) sur le
contréleur de mémoire :
<processeur> <contréleur de
mémoire>

Erreur(s) de mémoire ECC non
réparable(s) détectée(s) sur le
contréleur de mémoire :
<processeur> <contréleur de
mémoire>

Pour résoudre ce probléme, contactez le support NetApp pour obtenir de l'aide.

* MemoryUsageThreshold

L'utilisation de la mémoire est supérieure a la normale. Ce défaut utilise les niveaux de gravité suivants en

fonction de 'urgence :

@ Pour plus d’informations sur le type de défaut, reportez-vous a I'en-téte Détails dans le

défaut d’erreur.

Gravité

Avertissement

Erreur

Primordial

Description

La mémoire systeme est faible.

La mémoire systéme est trés faible.

La mémoire systeme est totalement consommée.

Pour résoudre ce probleme, contactez le support NetApp pour obtenir de I'aide.

* MetadataClusterFull

L'espace de stockage des métadonnées est insuffisant pour prendre en charge la perte d’'un nceud. Pour
plus de détails sur les niveaux de remplissage du cluster, reportez-vous a la méthode
GetClusterFullThreshold API. Cette panne du cluster indique I'une des conditions suivantes :

o Stage3Low (Avertissement) : le seuil défini par I'utilisateur a été franchi. Réglez les paramétres Cluster



Full ou ajoutez des nceuds.

o Stage4Critique (erreur) : I'espace disponible pour la restauration suite a une défaillance d’'un nceud est
insuffisant. La création de volumes, de snapshots et de clones n’est pas autorisée.

o Stage5CompletelyConsumied (critique)1 ; aucune écriture ni aucune nouvelle connexion iISCSI ne sont
autorisées. Les connexions iSCSI actuelles seront conservées. Les écritures échouent jusqu’a ce que
davantage de capacité soit ajoutée au cluster. Supprimez ou supprimez des données ou ajoutez des
noeuds.

Pour résoudre cette défaillance, purgez ou supprimez des volumes ou ajoutez un autre nceud de stockage
au cluster de stockage.

MtuCheckFailure
Un périphérique réseau n’est pas configuré pour la taille de MTU appropriée.

Pour résoudre ce probleme, assurez-vous que toutes les interfaces réseau et tous les ports de switch sont
configurés pour les trames jumbo (MTU jusqu’a 9000 octets).

NetworkConfig
Cette panne du cluster indique I'une des conditions suivantes :

> Une interface attendue n’est pas présente.
> Une interface dupliquée est présente.

> Une interface configurée est en panne.

o Un redémarrage du réseau est nécessaire.

Contactez le support NetApp pour obtenir de 'aide.
NoAvailableVirtualNetworklPAddresses
Aucune adresse de réseau virtuel n’est disponible dans le bloc d’adresses IP.

o VirtualNetworklD # TAG(###) n’a pas d’adresses IP de stockage disponibles. Impossible d’ajouter des
nceuds supplémentaires au cluster.

Pour résoudre ce probleme, ajoutez d’autres adresses IP au bloc d’adresses réseau virtuelles.
NodeHardwareFault (interface réseau <nom> est en panne ou le cable est débranché)
Une interface réseau est en panne ou le cable est débranché.

Pour résoudre ce probleéme, vérifiez la connectivité réseau du ou des nceuds.

NodeHardwareFault (I’état de cryptage de disque compatible correspond a I’état de cryptage du
noeud compatible pour le lecteur dans le logement <node slot><drive slot>)

Un disque ne correspond pas aux capacités de chiffrement avec le nceud de stockage dans lequel il est
installé.

NodeHardwareFault (<type de disque> taille du disque <taille réelle> pour le lecteur dans le
logement <logement de noeud><logement de disque> pour ce type de noeud - taille attendue <taille
attendue>)

Un nceud de stockage contient un disque dont la taille est incorrecte pour ce nceud.
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NodeHardwareFault (disque non pris en charge détecté dans le logement <logement de
nceud><logement de disque> ; les statistiques de disque et les informations d’intégrité seront
indisponibles)

Un nceud de stockage contient un lecteur qu’il ne prend pas en charge.

NodeHardwareFault (le lecteur dans le logement <logement de nceud><logement de lecteur> doit
utiliser la version de micrologiciel <version attendue>, mais utilise la version non prise en charge
<version réelle>)

Un nceud de stockage contient un lecteur exécutant une version de micrologiciel non prise en charge.

NodeMaintenance

Un nceud a été placé en mode maintenance. Ce défaut utilise les niveaux de gravité suivants en fonction
de l'urgence :

Gravité Description

Avertissement Indique que le nceud est toujours en mode de
maintenance.

Erreur Indique que le mode de maintenance n’a pas pu
étre désactivé, probablement en raison d’'un
standard actif ou défectueux.

Pour résoudre cette erreur, désactivez le mode de maintenance une fois la maintenance terminée. Si le
probléme de niveau d’erreur persiste, contactez le support NetApp pour obtenir de l'aide.

NodeOffline

Le logiciel Element ne peut pas communiquer avec le nceud spécifié. Vérifiez la connectivité réseau.
NotUsingLACPBondMode

Le mode de liaison LACP n’est pas configuré.

Pour résoudre cette défaillance, utilisez la liaison LACP lors du déploiement de nceuds de stockage. Les
clients peuvent rencontrer des problémes de performances si LACP n’est pas activé et configuré
correctement.

NtpServerUnreaaccessible

Le cluster de stockage ne peut pas communiquer avec le serveur NTP ou les serveurs spécifiés.

Pour résoudre cette erreur, vérifiez la configuration du serveur NTP, du réseau et du pare-feu.

NtpTimeNotIinSync

La difféerence entre I'heure du cluster de stockage et I'heure du serveur NTP spécifiée est trop importante.
Le cluster de stockage ne peut pas corriger automatiquement la différence.

Pour résoudre ce probléme, utilisez des serveurs NTP internes a votre réseau plutét que les parameétres
par défaut de I'installation. Si vous utilisez des serveurs NTP internes et que le probléme persiste,



contactez le support NetApp pour obtenir de I'aide.

* NvramDeviceStatus

Un périphérique NVRAM présente une erreur, est défaillant ou a échoué. Ce défaut présente les niveaux

de gravité suivants :

Gravité

Avertissement

Erreur

Primordial

Description

Un avertissement a été détecté par le matériel.
Cette condition peut étre transitoire, comme un
avertissement de température.

* NvmLifetimeError

* NvmLifetimeStatus

» EnergySourceLifetimeStatus

* ErgySourceTemperatureStatus

WarningThresholdExcerespecté

Une erreur ou un état critique a été détecté par le
matériel. Le maitre de cluster tente de supprimer le
disque de coupe de 'opération (cela génere un
événement de suppression de disque). Si les
services de tranche secondaire ne sont pas
disponibles, le lecteur ne sera pas supprimé.
Erreurs renvoyées en plus des erreurs de niveau
d’avertissement :

* Le point de montage du périphérique NVRAM
n’existe pas.

* La partition de périphérique NVRAM n’existe
pas.

* La partition de périphérique NVRAM existe mais
n’est pas montée.

Une erreur ou un état critique a été détecté par le
matériel. Le maitre de cluster tente de supprimer le
disque de coupe de I'opération (cela génere un
événement de suppression de disque). Si les
services de tranche secondaire ne sont pas
disponibles, le lecteur ne sera pas supprimé.

* Persistance
* ArmStatusSaveNarmé

e CsaveStatusError

Remplacez tout matériel défectueux dans le nceud. Si ce probléme ne se résout pas, contactez le support

NetApp pour obtenir de I'aide.
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PowerSupplyError
Cette panne du cluster indique I'une des conditions suivantes :

o Aucune alimentation n’est présente.
> Un bloc d’alimentation est défectueux.
> Une entrée d’alimentation est manquante ou hors plage.

Pour résoudre ce probleme, vérifiez que I'alimentation redondante est fournie a tous les nceuds. Contactez
le support NetApp pour obtenir de l'aide.

Provisionne uneSpaceTooFull

La capacité globale provisionnée du cluster est trop pleine.

Pour résoudre ce probléme, ajoutez de I'espace provisionné ou supprimez et purgez des volumes.
RemoteRepAsyncDelayExceeceema

Le délai asynchrone configuré pour la réplication a été dépassé. Veérifier la connectivité réseau entre les
clusters.

RemoteRepClusterFull

Les volumes ont mis en pause la réplication distante car le cluster de stockage cible est trop plein.
Pour résoudre ce probléme, libérez de I'espace sur le cluster de stockage cible.
RemoteRepSnapshotFull

Les volumes ont mis en pause la réplication distante des snapshots car le cluster de stockage cible est
trop plein.

Pour résoudre ce probléme, libérez de I'espace sur le cluster de stockage cible.
RemoteRepSnapshotsExceededLimit

Les volumes ont mis en pause la réplication distante des snapshots car le volume du cluster de stockage
cible a dépassé sa limite de snapshots.

Pour résoudre ce défaut, augmentez la limite snapshot sur le cluster de stockage cible.
ScheduleActionError
Une ou plusieurs activités planifiées ont été exécutées, mais elles ont échoué.

Le défaut disparait si I'activité programmée s’exécute de nouveau et réussit, si I'activité planifiée est
supprimée ou si I'activité est interrompue et reprise.

Sensorielle ReadingFailed
Un capteur n’a pas pu communiquer avec le contréleur BMC (Baseboard Management Controller).

Contactez le support NetApp pour obtenir de l'aide.



« ServiceNotRunning
Un service requis n’est pas en cours d’exécution.
Contactez le support NetApp pour obtenir de 'aide.
+ SliceServiceTooFull
Un service de tranche posséde trop peu de capacité provisionnée qui lui est attribuée.
Pour résoudre cette erreur, ajoutez de la capacité provisionnée.
* SliceServiceUnHealthy

Le systeme a détecté qu’'un service de tranche est défectueux et qu'’il est automatiquement mis hors
service.

o Gravité = Avertissement : aucune action n’est entreprise. Ce délai d’avertissement expire dans 6
minutes.

o Gravité = erreur : le systéme met automatiquement hors service les données et reréplique ses
données sur d’autres lecteurs en bon état.

Recherchez des problemes de connectivité réseau et des erreurs matérielles. Il y aura d’autres défauts si
des composants matériels spécifiques sont défectueux. Le défaut s’efface lorsque le service de tranche est
accessible ou lorsque le service a été mis hors service.

» SshEnabled

Le service SSH est activé sur un ou plusieurs nceuds du cluster de stockage.

Pour résoudre cette panne, désactivez le service SSH sur le ou les nceuds appropriés ou contactez le
support NetApp pour obtenir de 'aide.

» SslCertificateExexpiration

Le certificat SSL associé a ce nceud arrive a expiration ou a expiré. Ce défaut utilise les niveaux de gravité
suivants en fonction de l'urgence :

Gravité Description

Avertissement Le certificat expire dans un délai de 30 jours.

Erreur Le certificat expire dans un délai de 7 jours.

Primordial Le certificat expire dans un délai de 3 jours ou a
déja expiré.

Pour résoudre ce probleéme, renouvelez le certificat SSL. Si nécessaire, contactez le support NetApp pour
obtenir de l'aide.

» StrandedCapacity

Un seul nceud représente plus de la moitié de la capacité du cluster de stockage.
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Afin de préserver la redondance des données, le systéme réduit la capacité du nceud le plus grand, de
sorte qu’une partie de sa capacité de bloc soit inutilisée.

Pour résoudre ce probléme, ajoutez des disques aux nceuds de stockage existants ou ajoutez des nceuds
de stockage au cluster.

TempSensor

Un capteur de température signale des températures supérieures a la normale. Cette anomalie peut étre
déclenchée en méme temps que les pannes de I'alimentation électrique ou du ventilateur.

Pour résoudre ce probléme, vérifiez qu’il n’y a pas d’obstruction du débit d’air a proximité du cluster de
stockage. Si nécessaire, contactez le support NetApp pour obtenir de 'aide.

mise a niveau
Une mise a niveau est en cours depuis plus de 24 heures.

Pour résoudre ce probleme, reprenez la mise a niveau ou contactez le support NetApp pour obtenir de
l'aide.

Non responsable

Un service ne répond plus.

Contactez le support NetApp pour obtenir de 'aide.
VirtualNetworkConfig

Cette panne du cluster indique I'une des conditions suivantes :

> Aucune interface n’est présente.

o Un namespace incorrect sur une interface.
> Le masque de réseau est incorrect.

o L'adresse IP est incorrecte.

o Une interface n’est pas opérationnelle.

o |l'y a une interface superflue sur un noeud.

Contactez le support NetApp pour obtenir de 'aide.

* VolumesDegded

Les volumes secondaires n’ont pas terminé la réplication et la synchronisation. Le message est effacé
lorsque la synchronisation est terminée.

¢ VolumesOffline
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Un ou plusieurs volumes du cluster de stockage sont hors ligne. La panne Volume Degraded est
également présente.

Contactez le support NetApp pour obtenir de 'aide.



Surveiller les journaux d’événements pour le dépannage

Vous pouvez consulter les journaux d’événements pour vérifier s’il y a des opérations
effectuées sur le cluster sélectionné ainsi que les défaillances de cluster qui peuvent se
produire. La plupart des erreurs sont résolues automatiquement par le systéme. D’autres
défaillances peuvent nécessiter une intervention manuelle.

Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

> Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

2. Sélectionnez Rapport > Journal des événements.
3. Pour consulter les détails, sélectionnez un événement et cliquez sur Détails.
4. Passez en revue les informations relatives a 'événement qui comprennent les éléments suivants :

> Type d’événement : type d’événement en cours de journalisation, par exemple événements API ou
événements de clonage.

> ID de service : ID du service qui a signalé I'événement (le cas échéant). La valeur est nulle si
'anomalie n’est pas associée a un service.

> Node ou Drive ID : ID du nceud ou du lecteur qui a signalé I'événement (le cas échéant).

Types d’événement

Le systéme signale plusieurs types d’événements ; chaque événement est une opération que le systeme a
effectuée. Les événements peuvent étre de routine, des événements normaux ou des événements nécessitant
l'intervention de 'administrateur. La colonne Type d’événement de la page Journal des événements indique
dans quelle partie du systéme I'événement s’est produit.

@ Le systéme ne consigne pas les commandes API en lecture seule dans le journal des
événements.

La liste suivante décrit les types d’événements susceptibles d’apparaitre dans le journal des événements.
» ApiEvent : événements lancés par un utilisateur via une API ou une interface utilisateur Web qui modifie
les paramétres.

» BinAssignesEvénement : événements liés a I'affectation des bacs de données. Les bacs sont
essentiellement des conteneurs qui détiennent des données et qui sont mappés dans le cluster.

* BinSyncEvent : événements systeme liés a une réaffectation de données entre les services de bloc.
* BsCheckEvent : événements systeme liés aux contrdles de service de bloc.
* BsKillEvent : événements systéme liés aux terminaisons de service de bloc.

» BulkOpEvent : événements relatifs aux opérations effectuées sur un volume entier, comme une
sauvegarde, une restauration, un snapshot ou un clone.

» CloneEvent : événements liés au clonage de volumes.

» ClusterMasterEvent : événements apparaissant lors de l'initialisation du cluster ou lors des modifications
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de configuration du cluster, comme I'ajout ou la suppression de noeuds.

CsumEvent : événements liés a des checksums de données non valides sur le disque.

DataEvent : événements liés a la lecture et a I'écriture de données.

DbEvent : événements liés a la base de données globale gérée par les nceuds d’ensemble du cluster.
DriveEvent : événements liés aux opérations de conduite.

EncryptionAtRestEvent : événements liés au processus de chiffrement sur un cluster.

EnsemleEvent : événements liés a 'augmentation ou a la diminution du nombre de nceuds dans un
ensemble.

FibroChannelEvent : événements liés a la configuration et aux connexions aux nceuds.

GcEvent : les événements liés aux processus s’exécutent toutes les 60 minutes pour récupérer du
stockage sur des lecteurs de blocs. Ce processus est également connu sous le nom de collecte de
déchets.

leEvent : erreur systéme interne.

Installevent: Les événements d’installation automatique du logiciel. Le logiciel est automatiquement
installé sur un nceud en attente.

ISCSIEvent : événements liés a des problemes iSCSI dans le systéeme.

LimitEvent : événements liés au nombre de volumes ou de volumes virtuels dans un compte ou dans le
cluster proche du maximum autorisé.

MainenanceModeEvent : événements liés au mode de maintenance du nceud, tels que la désactivation
du noeud.

NetworkEvent : événements liés a I'état de la mise en réseau virtuelle.

HardwareEvent de plate-forme: Evénements liés & des problémes détectés sur des périphériques
matériels.

RemoteClusterEvent : événements liés au couplage de cluster a distance.
SchedulerEvent : événements liés aux instantanés programmeés.
ServiceEvent : événements liés a I'état du service systeme.

SliceEvent : événements liés au serveur de tranches, tels que le retrait d’'un lecteur de métadonnées ou
d’un volume.

Il existe trois types d’événements de réaffectation de tranche, qui incluent des informations sur le service
dans lequel un volume est affecté :

inversion : changement du service principal en un nouveau service principal

sliceID oldPrimaryServiceID—newPrimaryServicelD

déplacement : déplacement du service secondaire vers un nouveau service secondaire
sliceID {oldSecondaryServiceID(s) }—{newSecondaryServicelID(s) }
suppression: suppression d’'un volume d’'un ensemble de services

sliceID {oldSecondaryServiceID(s)}

SnmpTrapEvent: Evénements liés aux traps SNMP.



« StatEvent : événements liés aux statistiques du systéeme.
+ TsEvent: Evénements liés au service de transport du systéme.
+ UnexpectedException: Evénements liés a des exceptions systéme inattendues.

» UreEvent : événements liés aux erreurs de lecture irrécupérables qui se produisent lors de la lecture a
partir du périphérique de stockage.

* VavaProviderEvent : événements liés a un fournisseur VASA (vSphere APIs for Storage Awareness).

Trouvez plus d’informations

* "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"

Controle des performances du volume

Vous pouvez afficher les informations de performances de tous les volumes du cluster
sélectionné dans I'onglet Reporting du point d’extension du plug-in.

Etapes
1. Depuis le plug-in vCenter, ouvrez I'onglet Reporting :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Reporting.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Reporting.

2. Sélectionnez Volume Performance.
3. Pour modifier la fréquence d’actualisation des données sur la page, cliquez sur Actualiser chaque liste et
choisissez une valeur.

Lintervalle d’actualisation par défaut est de 10 secondes si le cluster possede moins de 1000 volumes ;
sinon, la valeur par défaut est de 60 secondes. Si vous choisissez une valeur jamais, I'actualisation
automatique de la page est désactivée.

Données de performance du volume

* Nom : nom du volume lors de sa création.
+ Compte : le nom du compte attribué au volume.
* Access Groups : nom du ou des groupes d’acces au volume auxquels le volume appartient.

* Volume Utilization % : pourcentage qui décrit la quantité d’utilisation du volume par le client.
Valeurs possibles :

* 0 = le client n’utilise pas le volume

» 100 = le client utilise le max

» Pour 100 = le client utilise la rafale

+ IOPS totales : nombre total d'IOPS (lecture et écriture) actuellement exécutées sur le volume.

» Read IOPS : nombre total d’'IOPS en lecture en cours d’exécution sur le volume.
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* Write IOPS : nombre total d'lOPS en écriture actuellement exécutées sur le volume.

» Débit total : quantité totale de débit (lecture et écriture) en cours d’exécution sur le volume.

» Débit de lecture : la quantité totale de débit de lecture en cours d’exécution par rapport au volume.
« Débit d’écriture : la quantité totale de débit d’écriture actuellement exécutée par rapport au volume.

+ Latence totale (ms) : temps moyen, en microsecondes, de terminer les opérations de lecture et d’écriture
sur un volume.

» Latence de lecture (ms) : temps moyen, en microsecondes, pour terminer les opérations de lecture du
volume au cours des 500 derniéres millisecondes.

» Latence d’écriture (ms) : temps moyen, en microsecondes, pour terminer les opérations d’écriture sur un
volume au cours des 500 derniéres millisecondes.

* Profondeur de file d’attente : nombre d’opérations de lecture et d’écriture en attente sur le volume.

* Taille E/S moyenne : taille moyenne en octets des E/S récentes au volume au cours des 500 derniéres
millisecondes.

Trouvez plus d’informations

* "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"

Surveiller les sessions iSCSI pour déterminer I’état de la
connexion

Vous pouvez afficher des informations sur les sessions iSCSI connectées au cluster
sélectionné dans le plug-in NetApp Element pour VMware vCenter Server.

Etapes
1. Depuis le plug-in vCenter, ouvrez 'onglet Reporting :

> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Reporting.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Reporting.

2. Sélectionnez sessions iSCSI.

Données de session iSCSI

* Node : nceud hébergeant la partition de métadonnées principale du volume.

» Compte : le nom du compte qui détient le volume. Si la valeur est vide, un tiret (-) s’affiche.

* Volume : nom du volume identifié sur le nceud.

¢ ID de volume : ID du volume associé a I'lQN cible.

* ID initiateur : ID généré par le systeme pour l'initiateur.

+ Alias d’initiateur : nom facultatif de I'initiateur qui facilite la recherche de l'initiateur dans une longue liste.

* IP de l'initiateur : adresse IP du noeud final qui initie la session.

IQN de Pinitiateur : 'IQN du noeud final qui initie la session.
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* Adresse IP cible : adresse IP du nceud hébergeant le volume.
* IQN cible : I'lQN du volume.

» Créé le : date a laquelle la session a été établie.

Trouvez plus d’informations

* "Documentation NetApp HCI"

* "Page Ressources SolidFire et Element"

Surveiller la hiérarchisation des performances des
machines virtuelles a I'aide des événements QoSSIOC

Vous pouvez afficher les événements liés a QoSSIOC lorsqu’'une machine virtuelle dotée
d’'un datastore compatible QoS est reconfigurée ou émise lors d’'un événement
d’alimentation ou invité.

Vous pouvez afficher les événements QoSSIOC a partir du point d’extension du plug-in dans le plug-in NetApp
Element pour vCenter Server.

Les événements QoSSIOC sont affichés a partir de clusters ajoutés localement. Dans un environnement en
mode lié, connectez-vous au client Web vSphere auquel le cluster est ajouté localement pour afficher les
événements QoSSIOC pour ce cluster.

« A partir de la version 5.0 du plug-in Element vCenter, pour une utilisation "Mode li¢
vCenter", Vous enregistrez le plug-in Element a partir d’'un nceud de gestion distinct pour
@ chaque serveur vCenter qui gére les clusters de stockage NetApp SolidFire.

+ Utilisation du plug-in NetApp Element pour vCenter Server 4.10 et versions antérieures pour
gérer les ressources du cluster a partir d’autres serveurs vCenter a I'aide de "Mode lie
vCenter" est limitée aux clusters de stockage locaux uniquement.

Ce dont vous avez besoin

* Vous devez ajouter un cluster et en cours d’exécution au moins.

* Le service QoSSIOC doit étre configuré et vérifié en cours d’exécution a I'aide de la page QoSSIOC
Settings du plug-in.

» 'automatisation QoSSIOC doit étre activée pour au moins un datastore.
Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet QoSSIOC Events :

o En commengant par le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Configuration > Evénements QoSSIOC.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez Configuration NetApp
Element > Evénements QoSSIOC.

Données d’événement QoSSIOC

» Date : la date et I'heure de 'événement QoSSIOC.

* Nom du datastore : nom du datastore défini par I'utilisateur.
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* IP du cluster : adresse IP du cluster contenant le datastore a partir duquel 'événement a été créé.
* ID de volume : ID généré par le systéme pour le volume associé.

* Min IOPS : paramétre de qualité de service minimum actuel du volume.

* IOPS max : paramétre de qualité de service d'lOPS maximum actuel du volume.

* Burst IOPS : le paramétre actuel de qualité de service maximale en rafale du volume.

* Temps de rafale: La durée d’'une rafale est autorisée.

Trouvez plus d’informations

* "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"
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Protection des données grace au plug-in vCenter

Protection des données a I'aide du plug-in NetApp Element
pour VMware vCenter Server

Vous pouvez vous assurer que des copies de vos données sont créées et stockées la ou
vous en avez besoin a l'aide du plug-in NetApp Element pour VMware vCenter Server.
Pour cela, vous pouvez créer et gérer des snapshots de volume et de groupe, configurer
des plannings de snapshots et créer des relations de volume et de paire de clusters pour
la réplication entre les clusters distants.

Options
« "Créez et gérez des snapshots de volume"
« "Créer et gérer des instantanés de groupe"
* "Créer des planifications de snapshot"

+ "Réplication a distance entre les clusters"

Trouvez plus d’informations

* "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"

Création et gestion de copies Snapshot de volumes dans
vCenter Server

Création d’un "snapshot de volume" crée une copie instantanée d’'un volume. Le
processus ne prend qu’une petite quantité de ressources systéme et d’espace, ce qui
accélere la création des snapshots que le clonage.

Vous pouvez utiliser les snapshots pour restaurer un volume a son état au moment de sa création. Toutefois,
les snapshots sont simplement des répliques de métadonnées de volume, ce qui vous est impossible a monter
ou a écrire.

Options
» Créer un snapshot de volume
« Afficher les détails des snapshots de volume
* Cloner un volume a partir d’'un snapshot
* Restaurer un volume vers un snapshot
« Sauvegardez un snapshot de volume dans un magasin d’objets externe

» Supprime un snapshot de volume

Créer un snapshot de volume

Vous pouvez créer un snapshot d’un volume actif pour préserver I'image du volume a tout moment.
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Etapes
1. Dans le plug-in vCenter, ouvrez 'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser est sélectionné dans la barre de navigation.

. Sélectionnez le sous-onglet volumes.
. Dans la vue Active, cochez la case du volume a utiliser pour I'instantané.

2

3

4. Sélectionnez actions.

5. Dans le menu qui s’affiche, sélectionnez Créer un instantané.
6

. (Facultatif) : dans la boite de dialogue Créer un snapshot, entrez un nom pour le snapshot.

Utilisez les bonnes pratiques descriptives en matiére de dénomination. Ceci est

particulierement important si plusieurs clusters ou serveurs vCenter sont utilisés dans votre
environnement. Si vous n’entrez pas de nom, le systéme crée un nom par défaut de
snapshot en utilisant la date et I'heure de création de l'instantané.

~

. (Facultatif) cochez la case inclure I'instantané dans la réplication lorsqu’il est couplé pour vous
assurer que l'instantané est répliqué lorsque le volume parent est couplé.

8. Sélectionnez I'une des options suivantes comme période de conservation du snapshot :
o Conserver indéfiniment : conserve l'instantané sur le systéme indéfiniment.

o Définir la période de rétention : déterminer la durée (jours, heures ou minutes) de conservation de
l'instantané par le systéeme.

Lorsque vous définissez une période de rétention, vous sélectionnez une période qui
commence a I'’heure actuelle. (La conservation n’est pas calculée a partir de I'heure de
création des snapshots.)

9. Pour prendre un instantané unique, sélectionnez prendre un instantané maintenant.
10. Pour planifier 'exécution ultérieure de I'instantané, procédez comme suit :
a. Sélectionnez Créer planning d’instantanés.
b. Saisissez un nom d’horaire.
c. Sélectionnez un type de planification et configurez les détails de la planification.

d. (Facultatif) cochez la case Programme récurrent pour répéter I'instantané programmé
périodiquement.

11. Sélectionnez OK.

Afficher les détails des snapshots de volume
Vous pouvez vérifier que le snapshot a été ajouté.

Etapes
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1. Dans le plug-in vCenter, ouvrez I'onglet protection :
> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet snapshots.

3. (Facultatif) sélectionnez 'un des filtres suivants :
o Individuel : snapshots de volume qui ne sont pas membres d’un snapshot de groupe.
o Membres : snapshots de volume qui sont membres d’un snapshot de groupe.

o Inactive : instantanés de volumes créés a partir de volumes qui ont été supprimés mais qui n’ont pas
encore été purges.

4. Afficher les détails du snapshot

Cloner un volume a partir d’un snapshot

Vous pouvez créer un nouveau volume a partir d’'un snapshot d’'un volume. Dans ce cas, le systéme utilise les
informations de snapshot pour cloner un nouveau volume a I'aide des données contenues sur le volume au
moment de la création de l'instantané. Ce processus stocke également des informations sur les autres
instantanés du volume dans le nouveau volume créé.
Etapes
1. Depuis le plug-in vCenter, rom du plug-in vCenter, ouvrez I'onglet protection :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet snapshots.

3. Sélectionnez 'une des deux vues suivantes :
o Individuel : répertorie les instantanés de volume qui ne sont pas membres d’un instantané de groupe.
o Membres : liste les instantanés de volume qui sont membres d’un instantané de groupe.

Cochez la case correspondant au snapshot de volume a cloner en tant que volume.

Sélectionnez actions.

Dans le menu qui s’affiche, sélectionnez Cloner le volume a partir de I'instantané.

Entrez un nom de volume, la taille totale et sélectionnez Go ou Gio pour le nouveau volume.

© N o g &

Sélectionnez un type d’acces pour le volume :

o Lecture seule : seules les opérations de lecture sont autorisées.
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o Lecture/écriture : les opérations de lecture et d’écriture sont autorisées.
> Verrouillé : aucune opération de lecture ou d’écriture n’est autorisée.
o Cible de réplication : désigné comme volume cible dans une paire de volumes répliqués.
9. Sélectionnez un compte utilisateur a associer au nouveau volume.
10. Sélectionnez OK.
11. Validation du nouveau volume :
a. Ouvrez I'onglet Management :

= Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Management > Management.

= Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

b. Sélectionnez le sous-onglet volumes.

c. Dans la vue Active, vérifiez que le nouveau volume est répertorié.

Actualisez la page si nécessaire.

Restaurer un volume vers un snapshot

Vous pouvez restaurer un volume a un instantané a tout moment. Cette opération annule les modifications
apportées au volume depuis la création du snapshot.
Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet protection :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet snapshots.

3. Sélectionnez I'une des deux vues suivantes :
o Individuel : répertorie les instantanés de volume qui ne sont pas membres d’un instantané de groupe.
o Membres : liste les instantanés de volume qui sont membres d’un instantané de groupe.

Cochez la case de l'instantané de volume a utiliser pour la restauration du volume.

Sélectionnez actions.

Dans le menu qui s’affiche, sélectionnez Restaurer le volume a 'instantané.

N o o &

(Facultatif) pour enregistrer I'état actuel du volume avant de revenir au snapshot :

a. Dans la boite de dialogue Restaurer a l'instantané, sélectionnez Enregistrer I’état actuel du volume
en tant qu’instantané.

b. Entrez un nom pour le nouvel instantané.
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8. Sélectionnez OK.

Sauvegardez un snapshot de volume dans un magasin d’objets externe

Vous pouvez utiliser la fonctionnalité de sauvegarde intégrée pour sauvegarder un snapshot de volume. Vous
pouvez sauvegarder des snapshots depuis un cluster exécutant le logiciel NetApp Element vers un magasin
d’objets externe ou vers un autre cluster basé sur Element.

Lorsque vous sauvegardez un snapshot dans un magasin d’objets externe, vous devez disposer d’'une
connexion au magasin d’objets qui permet des opérations de lecture/écriture.

« Sauvegarder un snapshot de volume dans un magasin d’objets Amazon S3

« Sauvegardez un snapshot de volume dans un magasin d’objets OpenStack Swift

« Sauvegardez un snapshot de volume sur un cluster exécutant le logiciel Element

Sauvegarder un snapshot de volume dans un magasin d’objets Amazon S3

Vous pouvez sauvegarder des snapshots NetApp Element dans des magasins d’objets externes compatibles
avec Amazon S3.

Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet protection :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser est sélectionné dans la barre de navigation.

Sélectionnez le sous-onglet snapshots.

Cochez la case correspondant au snapshot de volume que vous souhaitez sauvegarder.
Sélectionnez actions.

Dans le menu qui s’affiche, sélectionnez Sauvegarder sur.

Dans la boite de dialogue sous Sauvegarder le volume sur, sélectionnez Amazon S3.

N o ok~ 0 DN

Sélectionnez une option sous avec le format de données suivant :
o Native : format compressé lisible uniquement par les systémes de stockage logiciels NetApp Element.
> Non compressé : format non compressé compatible avec d’autres systéemes.

8. Entrez les détails :

> Nom d’héte : saisissez un nom d’héte a utiliser pour accéder au magasin d’objets.

o ID de clé d’accés : saisissez un ID de clé d’acces pour le compte.

o Clé d’accés secreéte : saisissez la clé d’acces secréte pour le compte.

o Compartiment Amazon S3 : saisissez le compartiment S3 dans lequel stocker la sauvegarde.

o Préfixe : (facultatif) Entrez un préfixe pour le nom de la sauvegarde.

o Nametag: (Facultatif) Entrez un nom a ajouter au préfixe.
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9. Sélectionnez OK.

Sauvegardez un snapshot de volume dans un magasin d’objets OpenStack Swift

Vous pouvez sauvegarder des snapshots NetApp Element dans des magasins d’objets secondaires
compatibles avec OpenStack Swift.

Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet protection :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser est sélectionné dans la barre de navigation.

Sélectionnez le sous-onglet snapshots.

Cochez la case correspondant au snapshot de volume que vous souhaitez sauvegarder.
Sélectionnez actions.

Dans le menu qui s’affiche, sélectionnez Sauvegarder sur.

Dans la boite de dialogue sous Sauvegarder le volume sur, sélectionnez OpenStack Swift.

N o ok~ 0 DN

Sélectionnez une option sous avec le format de données suivant :
o Native : format compressé lisible uniquement par les systémes de stockage logiciels NetApp Element.
> Non compressé : format non compressé compatible avec d’autres systemes.
8. Entrez les détails :
o URL : saisissez une URL a utiliser pour accéder au magasin d’objets.
o Nom d’utilisateur : saisissez le nom d’utilisateur du compte.
o Clé d’authentification : saisissez la clé d’authentification du compte.
o Container : saisissez le conteneur dans lequel stocker la sauvegarde.
o Préfixe : (facultatif) Entrez un préfixe pour le nom du volume de sauvegarde.
o Nametag: (Facultatif) Entrez un nom a ajouter au préfixe.
9. Sélectionnez OK.

Sauvegardez un snapshot de volume sur un cluster exécutant le logiciel Element

Vous pouvez sauvegarder un snapshot de volume résidant sur un cluster exécutant le logiciel NetApp Element
sur un cluster Element distant.

Ce dont vous avez besoin

Vous devez créer un volume sur le cluster de destination d’une taille égale ou supérieure au snapshot que
vous utilisez pour la sauvegarde.

Description de la tache

Lorsque vous sauvegardez ou restaurez un cluster a un autre, le systéme génére une clé a utiliser comme
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authentification entre les clusters. Cette clé d’écriture de volume en bloc permet au cluster source de
s’authentifier auprés du cluster de destination, offrant ainsi la sécurité lors de I'écriture sur le volume de
destination. Dans le cadre du processus de sauvegarde ou de restauration, vous devez générer une clé
d’écriture de volume en bloc a partir du volume de destination avant de démarrer I'opération.

Etapes

1.

N o gk~ 0N

10.

1.
12.
13.
14.
15.
16.

Dans le plug-in vCenter, ouvrez I'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser est sélectionné dans la barre de navigation.

Sélectionnez le sous-onglet volumes.

Cochez la case correspondant au volume de destination.

Sélectionnez actions.

Dans le menu résultant, sélectionnez Restaurer a partir de.

Dans la boite de dialogue sous Restaurer depuis, sélectionnez NetApp Element.

Sélectionnez une option sous avec le format de données suivant :
> Native : format compressé lisible uniquement par les systemes de stockage logiciels NetApp Element.
> Non compressé : format non compressé compatible avec d’autres systémes.

Sélectionnez Generate Key pour générer une clé d’écriture de volume en bloc pour le volume de
destination.

. Copiez la clé d’écriture de volume en bloc dans le presse-papiers afin de I'appliquer aux étapes ultérieures

du cluster source.
Depuis vCenter qui contient le cluster source, ouvrez 'onglet protection :
> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Cochez la case correspondant au snapshot que vous utilisez pour la sauvegarde.

Sélectionnez actions.

Dans le menu qui s’affiche, sélectionnez Sauvegarder sur.

Dans la boite de dialogue sous Sauvegarder le volume sur, sélectionnez NetApp Element.
Sélectionnez la méme option que le cluster de destination sous avec le format de données suivant.
Entrez les détails :

o Cluster distant MVIP : saisissez I'adresse IP virtuelle de gestion du cluster du volume de destination.
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o Mot de passe d’utilisateur du cluster distant : saisissez le nom d’utilisateur du cluster distant.
o Mot de passe utilisateur distant : saisissez le mot de passe du cluster distant.

o Clé d’écriture de volume groupé : collez la clé que vous avez générée précédemment sur le cluster
de destination.

17. Sélectionnez OK.

Supprime un snapshot de volume

Vous pouvez supprimer un snapshot de volume d’'un cluster exécutant le logiciel NetApp Element a I'aide du
point d’extension du plug-in. Lorsque vous supprimez un instantané, le systéme le supprime immédiatement.

Description de la tache

Vous pouvez supprimer les snapshots en cours de réplication a partir du cluster source. Si un snapshot est en
cours de synchronisation avec le cluster cible lorsque vous le supprimez, la réplication de synchronisation est
terminée et l'instantané est supprimé du cluster source. Le snapshot n’est pas supprimé du cluster cible.

Vous pouvez également supprimer les snapshots qui ont été répliqués sur la cible du cluster cible. L'instantané
supprimé est conservé dans une liste de snapshots supprimés sur la cible jusqu’a ce que le systéeme détecte
que vous avez supprimé l'instantané sur le cluster source. Une fois que la cible a détecté que vous avez
supprimé le snapshot source, la cible arréte la réplication du snapshot.
Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet protection :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser est sélectionné dans la barre de navigation.

2. Dans le sous-onglet snapshots, sélectionnez I'une des vues suivantes :
o Individuel : liste des instantanés de volume qui ne font pas partie d’'un instantané de groupe.

o Inactive : liste des instantanés de volumes créés a partir de volumes qui ont été supprimés mais pas
encore purges.

Cochez la case correspondant au snapshot de volume que vous souhaitez supprimer.
Sélectionnez actions.

Dans le menu qui s’affiche, sélectionnez Supprimer.

o o ~ »w

Confirmez I'action.

Trouvez plus d’informations

* "Documentation NetApp HCI"

» "Page Ressources SolidFire et Element"
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Création et gestion de snapshots de groupe dans vCenter
Server

Vous pouvez créer un snapshot de groupe d’'un ensemble de volumes associé afin de
conserver une copie instantanée des metadonnées de chaque volume. Vous pouvez
utiliser le snapshot de groupe comme sauvegarde ou restauration pour restaurer I'état du
groupe de volumes a un point dans le temps souhaité.

Options
* Créez un snapshot de groupe
+ Afficher les détails des instantanés de groupe
* Cloner des volumes a partir d’'un snapshot de groupe
» Restaurer les volumes dans un snapshot de groupe

« Supprimer un snapshot de groupe

Créez un snapshot de groupe

Vous pouvez créer immédiatement un snapshot d’un groupe de volumes ou créer une planification permettant
d’automatiser d’autres snapshots du groupe de volumes. Un snapshot de groupe unique peut effectuer des
snapshots de maniére cohérente jusqu’a 32 volumes a la fois.

Vous pouvez modifier ultérieurement les parametres de réplication ou la période de rétention d’'un instantané
de groupe. La période de rétention que vous spécifiez commence lorsque vous entrez le nouvel intervalle.
Lorsque vous définissez une période de rétention, vous pouvez sélectionner une période qui commence a
I'heure actuelle (la conservation n’est pas calculée a partir de I’heure de création de I'instantané). Vous pouvez
spécifier des intervalles en minutes, heures et jours.
Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.
o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser est sélectionné dans la barre de navigation.

. Cliquez sur le sous-onglet volumes.
. Dans la vue Active, cochez la case du volume a utiliser pour l'instantané.
. Cliquez sur actions.

. Dans le menu qui s’affiche, sélectionnez Créer un instantané de groupe.

o o0~ WODN

. (Facultatif) dans la boite de dialogue Créer un instantané de groupe, entrez un nom pour le snapshot.
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Utilisez les bonnes pratiques descriptives en matiére de dénomination. Ceci est

particulierement important si plusieurs clusters ou serveurs vCenter sont utilisés dans votre
environnement. Si vous n’entrez pas de nom, le systéme crée un nom de snapshot de
groupe par défaut en utilisant la date et I'heure de création de l'instantané.

7. (Facultatif) cochez la case inclure I'instantané dans la réplication lorsqu’il est couplé pour vous
assurer que l'instantané est répliqué lorsque le volume parent est couplé.

8. Sélectionnez I'une des options suivantes comme période de conservation du snapshot :
o Conserver indéfiniment : conserve l'instantané sur le systéme indéfiniment.

o Définir la période de rétention : déterminer la durée (jours, heures ou minutes) de conservation de
linstantané par le systéme.

Lorsque vous définissez une période de rétention, vous sélectionnez une période qui
commence a I'heure actuelle. (La conservation n’est pas calculée a partir de I'heure de
création des snapshots.)

9. Pour prendre un instantané unique, sélectionnez prendre un instantané de groupe maintenant.
10. Pour planifier 'exécution ultérieure de l'instantané, procédez comme suit :
a. Sélectionnez Créer planning d’instantanés.
b. Saisissez un nom d’horaire.
c. Sélectionnez un type de planification et configurez les détails de la planification.

d. (Facultatif) cochez la case Programme récurrent pour répéter I'instantané programmé
périodiquement.

11. Cliquez sur OK.

Afficher les détails des instantanés de groupe
Vous pouvez vérifier que le snapshot a été ajouté.

Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet protection :
> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser est sélectionné dans la barre de navigation.

2. Cliquez sur le sous-onglet snapshots de groupe.
3. Vérifier les détails du snapshot :
o Date de création : date et heure de création de l'instantané de groupe.
o Status : affiche I'état de I'instantané sur le cluster distant exécutant le logiciel NetApp Element :
= Préparation: L’instantané est en cours de préparation et n’est pas encore accessible en écriture.

= Fait: Ce snapshot a terminé la préparation et est maintenant utilisable.
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= Actif : I'instantané est la branche active.

> Nombre de volumes : nombre de volumes dans le snapshot de groupe.

Cloner des volumes a partir d’un snapshot de groupe

Vous pouvez cloner un groupe de volumes a partir d’'un snapshot de groupe instantané. Une fois les volumes
créeés, vous pouvez les utiliser comme n’'importe quel autre volume du systéeme.
Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet protection :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser est sélectionné dans la barre de navigation.

Cliquez sur le sous-onglet snapshots de groupe.
Cochez la case correspondant au snapshot de groupe a utiliser pour les clones de volume.
Cliquez sur actions.

Dans le menu qui s’affiche, sélectionnez Cloner volumes a partir de I'instantané de groupe.

© o > w0 b

(Facultatif) Entrez un nouveau préfixe de nom de volume qui sera appliqué a tous les volumes créés a
partir du snapshot de groupe.

7. (Facultatif) sélectionnez un autre compte auquel appartient le clone. Si vous ne sélectionnez pas de
compte, le systéme attribue les nouveaux volumes au compte de volume actuel.

8. Sélectionnez une autre méthode d’acces pour les volumes du clone. Si vous ne sélectionnez pas de
méthode, le systeme utilise 'accés actuel au volume :

o Lecture seule : seules les opérations de lecture sont autorisées.

o Lecture/écriture : toutes les opérations de lecture et d’écriture sont acceptées.

o Verrouillé : seul 'accés administrateur est autorisé.

o Cible de réplication : désigné comme volume cible dans une paire de volumes répliqués.
9. Cliquez sur OK.

@ La taille du volume et la charge actuelle du cluster affectent le temps nécessaire a une
opération de clonage.

Restaurer les volumes dans un snapshot de groupe

Vous pouvez restaurer un groupe de volumes actifs vers un snapshot de groupe. Tous les volumes associés
d’un snapshot de groupe sont alors a leur état au moment de la création du snapshot de groupe. Cette
procédure restaure également les tailles de volume a la taille enregistrée dans le snapshot d’origine. Si le
systéeme a purgé un volume, tous les snapshots de ce volume ont également été supprimés au moment de la
purge ; le systéme ne restaure pas les snapshots de volume supprimés.

Etapes
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1. Dans le plug-in vCenter, ouvrez I'onglet protection :
> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser est sélectionné dans la barre de navigation.

. Cliquez sur le sous-onglet snapshots de groupe.
. Cochez la case correspondant au snapshot de groupe a utiliser pour la restauration du volume.
. Cliquez sur actions.

. Dans le menu qui s’affiche, sélectionnez Restaurer les volumes pour regrouper l'instantané.

o o~ WDN

. (Facultatif) pour enregistrer I'état actuel des volumes avant de revenir au snapshot :

a. Dans la boite de dialogue revenir a I'instantané, sélectionnez Enregistrer I’état actuel des volumes
comme instantané de groupe.

b. Entrez un nom pour le nouvel instantané.
7. Cliquez sur OK.

Supprimer un snapshot de groupe

Vous pouvez supprimer un instantané de groupe du systéme. Lorsque vous supprimez le snapshot de groupe,
vous pouvez choisir de supprimer ou de conserver tous les instantanés associés au groupe en tant que
snapshots individuels.

Si vous supprimez un volume ou un snapshot membre d’'un snapshot de groupe, vous ne pouvez plus revenir
au snapshot de groupe. Toutefois, vous pouvez restaurer chaque volume individuellement.
Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet protection :
> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser est sélectionné dans la barre de navigation.

2. Cochez la case correspondant au snapshot de groupe que vous souhaitez supprimer.
3. Cliquez sur actions.

4. Dans le menu qui s’affiche, sélectionnez Supprimer.

5. Sélectionnez 'une des options suivantes :

o Supprimer 'instantané de groupe et les membres : supprime I'instantané de groupe et tous les
instantanés membres.

o Conserver les membres : supprime l'instantané de groupe mais conserve tous les instantanés
membres.
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6. Confirmez I'action.

Trouvez plus d’informations

* "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"

Créer des planifications de snapshot

Vous pouvez planifier 'exécution automatique d’un instantané d’un volume a des
intervalles de date et d’heure spécifiés. Vous pouvez planifier I'exécution automatique
des snapshots d’'un seul volume ou de groupes.

Lorsque vous créez des planifications de snapshots, vous pouvez stocker les snapshots résultants sur un
systeme de stockage NetApp Element distant si le volume est répliqué.

@ Les horaires sont créés a I'aide de I'heure UTC+0. Il se peut que vous deviez régler la durée
réelle d’exécution d’'un instantané en fonction de votre fuseau horaire.

+ Créer un planning de snapshots

« Afficher les détails de la planification des snapshots
* Modifier un planning de snapshots

» Copier un planning de snapshots

» Supprime une planification de snapshots

Créer un planning de snapshots

Vous pouvez planifier 'exécution automatique d’'un ou de plusieurs volumes a des intervalles spécifiques.

Lorsque vous configurez un planning de snapshots, vous pouvez choisir entre des intervalles de temps basés
sur des jours de la semaine ou des jours du mois. Vous pouvez également indiquer les jours, heures et
minutes avant le prochain instantané.

Si vous planifiez 'exécution d’un instantané a une période qui n’est pas divisible d’ici 5 minutes, l'instantané
s’exécute a la période suivante divisible d’ici 5 minutes. Par exemple, si vous planifiez I'exécution d’'un
snapshot a 12:42:00 UTC, il s’exécutera a 12:45:00 UTC. Vous ne pouvez pas programmer I'exécution d’'un
instantané a des intervalles inférieurs a 5 minutes.

Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet protection :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.
o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser est sélectionné dans la barre de navigation.
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Sélectionnez le sous-onglet Schedules.

3. Sélectionnez Créer un programme.

&

© N o O

10.

1.

Dans le champ ID de volume CSV, entrez un ID de volume unique ou une liste séparée par des virgules
d’'ID de volume a inclure dans I'opération de planification de snapshot.

Saisissez un nom d’horaire.
Sélectionnez un type de planification et configurez les détails.

(Facultatif) pour répéter indéfiniment I'horaire, cochez Calendrier récurrent.

. (Facultatif) dans le champ Nouveau nom d’instantané, entrez un nom pour le nouvel instantané.

@ Si vous n’entrez pas de nom, le systéme crée un nom d’instantané par défaut en utilisant la
date et I'heure de création de l'instantané.

. (Facultatif) cochez inclure I'instantané dans la réplication lorsqu’il est couplé pour vous assurer que

linstantané est répliqué lorsque le volume parent est couplé.
Sélectionnez I'une des options suivantes comme période de conservation du snapshot :
o Conserver indéfiniment : conserve l'instantané sur le systéme indéfiniment.

o Définir la période de rétention : déterminer la durée (jours, heures ou minutes) de conservation de
linstantané par le systéeme.

Lorsque vous définissez une période de rétention, vous sélectionnez une période qui
commence a I'’heure actuelle. (La conservation n’est pas calculée a partir de I'heure de
création des snapshots.)

Sélectionnez OK.

Afficher les détails de la planification des snapshots

Vous pouvez vérifier les détails de la planification des snapshots.

Etapes

1.

2.
3.

Dans le plug-in vCenter, ouvrez 'onglet protection :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
afficher est sélectionné dans la barre de navigation.

Sélectionnez la page programmes.

Vérifiez les détails du planning.

Modifier un planning de snapshots

Vous pouvez modifier des plannings de snapshots existants. Aprés modification, la prochaine fois que le
planning s’exécute, il utilise les attributs mis a jour. Tous les snapshots créés par le planning d’origine restent

sur
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Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet protection :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

. Cliquez sur le sous-onglet Schedules.

. Cochez la case correspondant au planning de snapshots que vous souhaitez modifier.

2

3

4. Cliquez sur actions.

5. Dans le menu qui s’affiche, sélectionnez Modifier.
6

. Dans le champ ID de volume CSV, modifiez I'ID de volume unique ou la liste des ID de volume séparés
par des virgules actuellement inclus dans 'opération de snapshot.

~

. (Facultatif) pour interrompre un programme actif ou reprendre un planning en pause, cochez la case
suspendre manuellement le programme.

(o]

. (Facultatif) Entrez un nom différent pour le programme dans le champ Nouveau nom d’horaire.

[(e]

. (Facultatif) modifiez le type de planification actuel en sélectionnant I'une des options suivantes :

a. Jours de la semaine : sélectionnez un des jours de la semaine et une heure du jour pour créer un
instantané.

b. Jours du mois : sélectionnez un des jours du mois et une heure du jour pour créer un instantané.

c. Intervalle de temps : sélectionnez un intervalle pour I'exécution de la planification en fonction du
nombre de jours, d’heures et de minutes entre les snapshots.

10. (Facultatif) sélectionnez Programme récurrent pour répéter indéfiniment la planification des instantanés.

11. (Facultatif) Entrez ou modifiez le nom des snapshots définis par le planning dans le champ Nouveau nom
d’instantané.

@ Si vous laissez le champ vide, le systéme utilise 'heure et la date de création de I'instantané
comme nom.

1

N

. (Facultatif) cochez la case inclure les instantanés dans la réplication lorsqu’ils sont couplés pour
vous assurer que les instantanés sont capturés dans la réplication lorsque le volume parent est couplé.

1

w

. (Facultatif) sélectionnez I'une des options suivantes comme période de conservation de I'instantané :
o Conserver indéfiniment : conserve l'instantané sur le systéme indéfiniment.

o Définir la période de rétention : déterminer la durée (jours, heures ou minutes) de conservation de
linstantané par le systéeme.

Lorsque vous définissez une période de rétention, vous sélectionnez une période qui
commence a I'’heure actuelle (la conservation n’est pas calculée a partir de I'heure de
création de l'instantané).

14. Cliquez sur OK.
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Copier un planning de snapshots

Vous pouvez créer une copie d’un planning de snapshots et I'attribuer a de nouveaux volumes ou l'utiliser a
d’autres fins.
Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet protection :
> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Cliquez sur le sous-onglet Schedules.
Cochez la case correspondant au planning de snapshots que vous souhaitez copier.

Cliquez sur actions.

a k~ 0 DN

Dans le menu qui s’affiche, cliquez sur Copier. La boite de dialogue Copier le programme s’affiche, avec
les attributs actuels du planning.

6. (Facultatif) Entrez un nom et mettez a jour les attributs pour la copie du planning.
7. Cliquez sur OK.

Supprime une planification de snapshots

Vous pouvez supprimer un planning de snapshots. Une fois que vous avez supprimé le planning, il n’exécute
pas de snapshots planifiés futurs. Tous les snapshots créés par la planification restent sur le systéme de
stockage.
Etapes
1. Dans le plug-in vCenter, ouvrez I'onglet protection :
> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Cliquez sur le sous-onglet Schedules.
Cochez la case correspondant au planning de snapshots que vous souhaitez supprimer.
Cliquez sur actions.

Dans le menu qui s’affiche, cliquez sur Supprimer.

© o k~ w0 BN

Confirmez I'action.
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Trouvez plus d’informations

* "Documentation NetApp HCI"

» "Page Ressources SolidFire et Element”

Réplication a distance entre les clusters

Pour les clusters exécutant le logiciel NetApp Element, la réplication en temps réel
permet de créer rapidement des copies distantes des données de volume. Vous pouvez
associer un cluster de stockage a quatre autres clusters de stockage maximum.

Il peut répliquer des données de volume de maniére synchrone ou asynchrone a partir de I'un des clusters
d’'une paire de clusters pour effectuer des scénarios de basculement et de restauration. Vous devez d’abord
coupler deux clusters NetApp Element, puis coupler des volumes sur chaque cluster pour bénéficier de la
réplication a distance en temps réel.

Ce dont vous avez besoin
* Assurez-vous que vous avez ajouté au moins un cluster au plug-in.

* Assurez-vous que toutes les adresses IP de noeud sur les réseaux de gestion et de stockage des clusters
jumelés sont acheminées les unes aux autres.

» Assurez-vous que la MTU de tous les nceuds associés est identique et qu’elle est prise en charge de bout
en bout entre les clusters.

» Assurez-vous que la différence entre les versions logicielles NetApp Element sur les clusters n’est pas
supérieure a une version majeure. Si la différence est supérieure, I'un des clusters doit étre mis a niveau
pour effectuer la réplication des données.

Les appliances WAN Accelerator n’ont pas été qualifiées par NetApp pour la réplication des
@ données. Ces appliances peuvent interférer avec la compression et la déduplication si elles sont

déployées entre deux clusters qui répliquant les données. Assurez-vous de bien qualifier les

effets de tout accélérateur WAN avant de le déployer dans un environnement de production.

Etapes
1. Coupler les clusters
2. Coupler les volumes
3. Validation de la réplication de volume
4. Supprime une relation de volume apreés la réplication
5

. Gestion des relations de volume

Coupler les clusters

Vous devez coupler deux clusters pour utiliser la fonctionnalité de réplication en temps réel. Une fois que vous
avez couplé et connecté deux clusters, vous pouvez configurer des volumes actifs sur un cluster pour qu’ils
soient répliqués en continu sur un second cluster, assurant ainsi la protection continue des données (CDP).

Vous pouvez coupler un cluster source et cible a I'aide du MVIP du cluster cible si 'accés d’administrateur de
cluster aux deux clusters est possible. Si 'acces administrateur de cluster n’est disponible que sur un seul
cluster d’une paire de clusters, une clé de couplage peut étre utilisée sur le cluster cible pour terminer
'appariement du cluster.
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Ce dont vous avez besoin

* Vous avez besoin de priviléges d’administrateur de cluster pour un ou les deux clusters en cours de
couplage.

» Assurez-vous que la latence aller-retour entre les clusters est inférieure a 2000 millisecondes.

» Assurez-vous que la différence entre les versions logicielles NetApp Element sur les clusters n’est pas
supérieure a une version majeure.

« Assurez-vous que toutes les adresses IP de nceud sur les clusters jumelés sont acheminées les unes aux
autres.

L’association de cluster requiert une connectivité compléte entre les nceuds du réseau de
gestion. La réplication nécessite une connectivité entre les différents nceuds du réseau de
cluster de stockage.

Vous pouvez coupler un cluster NetApp Element avec quatre autres clusters au maximum pour répliquer des
volumes. Vous pouvez également coupler les clusters au sein du groupe de clusters.

Choisissez 'une des méthodes suivantes :

» Couplez des clusters a l'aide d’identifiants connus

* Couplez des clusters avec une clé de couplage

Couplez des clusters a I'aide d’identifiants connus

Vous pouvez coupler deux clusters pour la réplication en temps réel en utilisant le MVIP d’un cluster pour
établir une connexion avec l'autre cluster. Cette méthode requiert I'acces aux administrateurs du cluster sur les
deux clusters.

Description de la tache

Le nom d’utilisateur et le mot de passe de I'administrateur du cluster permettent d’authentifier 'accés au
cluster avant de pouvoir apparier les clusters.

Sile MVIP n’est pas connu ou si I'accés au cluster n’est pas disponible, vous pouvez coupler le cluster en
générant une clé de couplage et utiliser la clé pour coupler les deux clusters. Pour obtenir des instructions,
reportez-vous a la section Couplez des clusters avec une clé de couplage.
Etapes

1. Dans votre client Web vSphere, ouvrez I'onglet protection :

> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Configuration > protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez Configuration NetApp
Element > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet Cluster paires.
3. Sélectionnez Créer un couplage de groupe.

4. Sélectionnez I'une des options suivantes :
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o Cluster enregistré : si le cluster distant du couplage est contrélé par la méme instance du plug-in
vCenter Element, sélectionnez cette option.

o Cluster titulaire : si le cluster distant posséde des informations d’identification connues en dehors de
la configuration du plug-in Element vCenter, sélectionnez cette option.

. Si vous avez sélectionné cluster enregistré, sélectionnez un cluster dans la liste des clusters disponibles
et cliquez sur paire.

. Si vous avez sélectionné Cluster admissible, procédez comme suit :
a. Saisissez I'adresse MVIP du cluster distant.

b. Entrez un nom d’utilisateur administrateur de cluster.

c. Entrez un mot de passe d’administrateur du cluster.

d. Sélectionnez Démarrer le couplage.

. Une fois la tache terminée et que vous voyez la page paires de clusters, vérifiez que la paire de clusters
est connectée.

. (Facultatif) sur le cluster distant, vérifiez que la paire de clusters est connectée a I'aide de I'interface
utilisateur d’Element ou des points d’extension du plug-in :

o A partir du plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Management > protection > Cluster paires.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection > paires de clusters.

Couplez des clusters avec une clé de couplage

Si vous disposez d’'un acces administrateur de cluster a un cluster local, mais pas a distance, vous pouvez
coupler les clusters a 'aide d’une clé de couplage. Une clé de couplage est générée sur un cluster local, puis
envoyée de maniere sécurisée a un administrateur de cluster sur un site distant afin d’établir une connexion et
d’effectuer le couplage du cluster pour une réplication en temps réel.

Cette procédure décrit 'association de clusters entre deux clusters a I'aide de vCenter sur les sites locaux et
distants. Vous pouvez également choisir de ne pas contrdler les clusters qui ne sont pas contrdlés par le plug-
in vCenter "démarrer ou effectuer le couplage complet du cluster" Utilisation de l'interface utilisateur Web
Element.

Etapes

1. Depuis le serveur vCenter qui contient le cluster local, ouvrez I'onglet protection :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet Cluster paires.

3. Sélectionnez Créer un couplage de groupe.

4. Sélectionnez cluster inaccessible.

5. Sélectionnez générer clé.
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Cette action génére une clé de texte pour le couplage et crée une paire de clusters non
configurée sur le cluster local. Si vous ne terminez pas la procédure, vous devez supprimer
manuellement la paire de clusters.

6. Copiez la clé de couplage du cluster dans le presse-papiers.
7. Sélectionnez Fermer.

8. Mettez la clé de couplage a la disposition de 'administrateur du cluster sur le site distant du cluster.

La clé de couplage de cluster contient une version du MVIP, le nom d’utilisateur, le mot de
passe et les informations de base de données permettant les connexions de volume pour la

@ réplication a distance. Cette clé doit étre traitée de maniére sécurisée et ne doit pas étre
stockée de maniére a permettre un acces accidentel ou non sécurisé au nom d’utilisateur ou
au mot de passe.

@ Ne modifiez aucun des caractéres de la clé de couplage. La clé devient non valide si elle est
modifiée.

9. Depuis le vCenter qui contient le cluster distant, Ouvrez I'onglet protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

@ Vous pouvez également terminer le couplage a I'aide de I'interface utilisateur Element.

10. Sélectionnez le sous-onglet Cluster paires.

11. Sélectionnez terminer le couplage de groupe.

Attendez que la bague de chargement disparaisse avant de passer a I'étape suivante. Si

@ une erreur inattendue se produit pendant le processus de couplage, recherchez et
supprimez manuellement les paires de clusters non configurées sur le cluster local et
distant, puis effectuez a nouveau le couplage.

12. Collez la clé de couplage du cluster local dans le champ clé de couplage de cluster.
13. Sélectionnez pair Cluster.
14. Une fois la tache terminée et que la page Cluster pair s’affiche, vérifiez que la paire cluster est connectée.

15. Pour vérifier que la paire de clusters est connectée, sur le cluster distant Ouvrez 'onglet protection Vous
pouvez également utiliser I'interface utilisateur Element.

Valider les connexions de la paire de clusters

Une fois le couplage du cluster terminé, vous pouvez vérifier la connexion de la paire de clusters pour assurer
la réussite de la réplication.
Etapes

1. Sur le cluster local, sélectionnez Data protection > Cluster paires.

2. Vérifiez que la paire de clusters est connectée.

3. Revenez au cluster local et a la fenétre Cluster paires et vérifiez que la paire cluster est connectée.
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Coupler les volumes

Une fois la connexion entre les clusters d’'une paire de clusters établie, vous pouvez coupler un volume sur un
cluster avec un volume sur l'autre cluster de la paire.

Vous pouvez coupler le volume a 'aide de I'une des méthodes suivantes :
» Couplez des volumes a l'aide d’informations d’identification connues: Utilisez les informations

d’identification connues pour les deux clusters

* Couplez des volumes a l'aide d’une clé de couplage: Utilisez une clé de couplage si les informations
d’identification du cluster ne sont disponibles que sur le cluster source.

» Création des volumes cibles et association avec des volumes locaux: Si vous connaissez les informations
d’identification des deux clusters, créez un volume cible de réplication sur le cluster distant pour le coupler
au cluster source.

Apres I'établissement d’'une relation de couplage de volume, vous devez identifier le volume cible de
réplication :

* Attribuez une source et une cible de réplication aux volumes couplés

Ce dont vous avez besoin

* Vous devez avoir établi une connexion entre les clusters d’'une paire de clusters.

* Vous devez disposer des priviléges d’administrateur de cluster sur un ou les deux clusters en cours
d’association.

Couplez des volumes a I'aide d’informations d’identification connues

Vous pouvez associer un volume local a un autre volume d’un cluster distant. Utilisez cette méthode si
'administrateur du cluster a accés aux deux clusters sur lesquels les volumes doivent étre appariés. Cette
méthode utilise I'lD du volume du cluster distant pour établir une connexion.

Avant de commencer

* Vous disposez des informations d’identification d’administrateur de cluster pour le cluster distant.
» Assurez-vous que les clusters contenant les volumes sont appariés.

* Vous connaissez I'ID de volume distant, sauf si vous avez I'intention de créer un nouveau volume pendant
ce processus.

« Si vous souhaitez que le volume local soit la source, assurez-vous que le mode d’accés du volume est
défini sur lecture/écriture.
Etapes
1. Dans vCenter qui contient le cluster local, ouvrez 'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet volumes.
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3. Dans la vue Active, cochez la case du volume que vous souhaitez coupler.
4. Sélectionnez actions.

5. Sélectionnez couplage de volume.

6. Sélectionnez I'une des options suivantes :

o Volume Creation : pour créer un volume cible de réplication sur le cluster distant, sélectionnez cette
option. Cette méthode peut étre utilisée uniquement sur les clusters distants qui sont contrélés par un
plug-in Element vCenter.

> Volume Selection : si le cluster distant du volume cible est contrélé par un plug-in vCenter Element,
sélectionnez cette option.

> Volume ID : si le cluster distant du volume cible posséde des informations d’identification connues en
dehors de la configuration du plug-in Element vCenter, sélectionnez cette option.

7. Sélectionnez un mode de réplication :

o Temps réel (synchrone) : les écritures sont reconnues au client aprés leur validation sur les clusters
source et cible.

o Temps réel (asynchrone) : les écritures sont reconnues au client apres leur validation sur le cluster
source.

o Snapshots uniquement : seuls les snapshots créés sur le cluster source sont répliqués. Les écritures
actives du volume source ne sont pas répliquées.

8. Si vous avez sélectionné Volume Creation comme mode de couplage, procédez comme suit :

a. Sélectionnez un cluster apparié dans la liste déroulante.

@ Cette action renseigne les comptes disponibles sur le cluster a sélectionner dans I'étape
suivante.

b. Sélectionnez un compte sur le cluster cible pour le volume cible de réplication.

c. Entrez un nom de volume cible de réplication.
@ La taille du volume ne peut pas étre ajustée pendant ce processus.

9. Si vous avez sélectionné Volume Selection comme mode de couplage, procédez comme suit :

a. Sélectionnez un cluster couplé.

@ Cette action renseigne les volumes disponibles sur le cluster a sélectionner dans I'étape
suivante.

b. (Facultatif) sélectionnez I'option définir le volume distant sur cible de réplication si vous souhaitez
définir le volume distant comme cible dans le couplage de volume. Le volume local, s’il est défini sur
lecture/écriture, devient la source de la paire.

Si vous attribuez un volume existant comme cible de réplication, les données de ce
volume sont écrasées. Il est recommandé d’utiliser un nouveau volume comme cible de
réplication.
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Vous pouvez également attribuer la source et la cible de réplication ultérieurement dans le
processus de couplage a partir de volumes > actions > Modifier. Vous devez affecter une
source et une cible pour terminer le couplage.

a. Sélectionnez un volume dans la liste des volumes disponibles.

10. Si vous avez sélectionné Volume ID comme mode de couplage, procédez comme suit :

a. Sélectionnez un cluster apparié dans la liste déroulante.

b. Sile cluster n’est pas enregistré avec le plug-in, entrez un ID utilisateur d’administrateur de cluster et
un mot de passe d’administrateur de cluster.

c. Entrez un ID de volume.

d. Sélectionnez I'option définir le volume distant sur cible de réplication si vous souhaitez définir le
volume distant comme cible dans le couplage de volume. Le volume local, s’il est défini sur
lecture/écriture, devient la source de la paire.

Si vous attribuez un volume existant comme cible de réplication, les données de ce
volume sont écrasées. |l est recommandé d’utiliser un nouveau volume comme cible de
réplication.

Vous pouvez également attribuer la source et la cible de réplication ultérieurement dans le
processus de couplage a partir de volumes > actions > Modifier. Vous devez affecter une
source et une cible pour terminer le couplage.

11. Sélectionnez paire.

Une fois le couplage effectué, les deux clusters commencent le processus de connexion des
@ volumes. Pendant le processus de couplage, vous pouvez voir les messages de
progression dans la colonne Etat du volume de la page paires de volumes.

Si vous n’avez pas encore affecté un volume a la cible de réplication, la configuration de

@ couplage n’est pas terminée. La paire de volumes affiche PausedMisConfigured jusqu’a ce
que la source et la cible de la paire de volumes soient affectées. Vous devez affecter une
source et une cible pour terminer le couplage du volume.

12. Sélectionnez protection > paires de volumes sur I'un ou l'autre des clusters.

13. Vérifiez I'état du couplage de volume.

Couplez des volumes a I’aide d’une clé de couplage

Vous pouvez coupler un volume local avec un autre volume d’un cluster distant a I'aide d’'une touche de
couplage. Utilisez cette méthode si I'administrateur du cluster est autorisé a accéder uniquement au cluster
source. Cette méthode génére une clé de couplage qui peut étre utilisée sur le cluster distant pour terminer la
paire de volumes.

Avant de commencer
* Assurez-vous que les clusters contenant les volumes sont appariés.

* Meilleures pratiques : définissez le volume source sur lecture/écriture et le volume cible sur cible de
réplication. Le volume cible ne doit pas contenir de données et doit avoir les caractéristiques exactes du
volume source, comme la taille, la valeur 512 et la configuration de la qualité de service. Si vous attribuez
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un volume existant comme cible de réplication, les données de ce volume sont écrasées. La taille du
volume cible peut étre supérieure ou égale au volume source, mais elle ne peut pas étre plus petite.

Description de la tache

Cette procédure décrit le couplage de volumes entre deux volumes a 'aide de vCenter sur les sites locaux et
distants. Pour les volumes qui ne sont pas contrélés par le plug-in vCenter, vous pouvez alternativement
démarrer ou terminer le couplage de volumes a I'aide de l'interface utilisateur Web d’Element.

Pour obtenir des instructions sur le démarrage ou la fin du couplage de volumes a partir de I'interface
utilisateur Web d’Element, reportez-vous a la section "Documentation du logiciel NetApp Element".

@ La clé de couplage de volume contient une version chiffrée des informations relatives au volume
et peut contenir des informations sensibles. Partagez cette clé de maniéere sécurisée.

Etapes
1. Dans vCenter qui contient le cluster local, ouvrez I'onglet Management :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Sélectionnez le sous-onglet volumes.

Dans la vue Active, cochez la case du volume que vous souhaitez coupler.
Sélectionnez actions.

Sélectionnez couplage de volume.

Sélectionnez cluster inaccessible.

N o gk~ 0N

Sélectionnez un mode de réplication :

o Temps réel (synchrone) : les écritures sont reconnues au client apres leur validation sur les clusters
source et cible.

o Temps réel (asynchrone) : les écritures sont reconnues au client aprés leur validation sur le cluster
source.

o Snapshots uniquement : seuls les snapshots créés sur le cluster source sont répliqués. Les écritures
actives du volume source ne sont pas répliquées.

8. Sélectionnez générer clé.

Cette action génére une clé de texte pour le couplage et crée une paire de volumes non
configurés sur le cluster local. Si ce n’est pas le cas, vous devrez supprimer manuellement
la paire de volumes.

9. Copiez la clé de couplage dans le presse-papiers.
10. Sélectionnez Fermer.

11. Mettez la clé de couplage a la disposition de 'administrateur du cluster sur le site distant du cluster.
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@ La clé de couplage de volume doit étre traitée de maniére sécurisée et ne doit pas étre
stockée de maniéere a permettre un accés accidentel ou non sécurisé.

@ Ne modifiez aucun des caractéres de la clé de couplage. La clé devient non valide si elle est
modifiée.

12. Depuis le vCenter qui contient le cluster distant, Ouvrez I'onglet gestion.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

13. Sélectionnez le sous-onglet volumes.

14. Dans la vue Active, cochez la case correspondant au volume que vous souhaitez coupler.
15. Sélectionnez actions.

16. Sélectionnez couplage de volume.

17. Sélectionnez terminer le couplage de groupe.

18. Collez la clé de couplage de I'autre groupe dans la case clé de couplage.

19. Sélectionnez terminer le couplage.

Une fois le couplage effectué, les deux clusters commencent le processus de connexion des
volumes. Pendant le processus de couplage, vous pouvez voir les messages de

@ progression dans la colonne Etat du volume de la page paires de volumes. Si une erreur
inattendue se produit pendant le processus de couplage, recherchez et supprimez
manuellement les paires de clusters non configurées sur le cluster local et distant, puis
effectuez a nouveau le couplage.

Si vous n’avez pas encore affecté un volume a la cible de réplication, la configuration de

@ couplage n’est pas terminée. La paire de volumes affiche « PausedMisConfigured » jusqu’a
ce que la source et la cible de la paire de volumes soient affectées. Vous devez affecter une
source et une cible pour terminer le couplage du volume.

20. Sélectionnez protection > paires de volumes sur 'un ou 'autre des clusters.

21. Vérifiez I'état du couplage de volume.

@ Les volumes couplés a I'aide d’une touche de couplage apparaissent une fois le processus
de couplage terminé a 'emplacement distant.

Création des volumes cibles et association avec des volumes locaux

Vous pouvez coupler deux ou plusieurs volumes locaux avec des volumes cibles associés sur un cluster
distant. Ce processus crée un volume cible de réplication sur le cluster distant pour chaque volume source
local sélectionné. Utilisez cette méthode si Cluster Admin accede aux deux clusters sur lesquels les volumes
doivent étre appariés et que le cluster distant est controlé par le plug-in.

Cette méthode utilise I'ID de volume de chaque volume du cluster distant pour initier une ou plusieurs
connexions.

Avant de commencer
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 Vérifiez que vous disposez des informations d’identification d’administrateur de cluster pour le cluster
distant.

» Assurez-vous que les clusters contenant les volumes sont couplés a 'aide du plug-in.
» Assurez-vous que le cluster distant est contrdlé par le plug-in.

» Assurez-vous que le mode d’accés de chaque volume local est défini sur lecture/écriture.

Etapes
1. Dans vCenter qui contient le cluster local, ouvrez I'onglet Management :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> Management.

> Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Sélectionnez le sous-onglet volumes.
Dans la vue Active, sélectionnez deux volumes ou plus que vous souhaitez coupler.
Sélectionnez actions.

Sélectionnez couplage de volume.

© o > w0 Db

Sélectionnez un mode de réplication :

> Temps réel (synchrone) : les écritures sont reconnues au client apres leur validation sur les clusters
source et cible.

o Temps réel (asynchrone) : les écritures sont reconnues au client apres leur validation sur le cluster
source.

o Snapshots uniquement : seuls les snapshots créés sur le cluster source sont répliqués. Les écritures
actives du volume source ne sont pas répliquées.

7. Sélectionnez un cluster apparié dans la liste déroulante.
8. Seélectionnez un compte sur le cluster cible pour le volume cible de réplication.

9. (Facultatif) saisissez un préfixe ou un suffixe pour les nouveaux noms de volumes sur le cluster cible.
@ Un exemple de nom de volume avec le nom modifié s’affiche.
10. Sélectionnez Créer des paires.

Une fois le couplage effectué, les deux clusters commencent le processus de connexion des
volumes. Pendant le processus de couplage, vous pouvez voir les messages de

@ progression dans la colonne Etat du volume de la page paires de volumes. Une fois le
processus terminé, de nouveaux volumes cibles sont créés et connectés sur le cluster
distant.

11. Sélectionnez protection > paires de volumes sur I'un ou 'autre des clusters.

12. Vérifiez I'état du couplage de volume.
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Attribuez une source et une cible de réplication aux volumes couplés

Si vous n'avez pas affecté de volume a la cible de réplication pendant le couplage de volume, la configuration
n’est pas terminée. Vous pouvez utiliser cette procédure pour affecter un volume source et son volume cible de
réplication. Une source ou une cible de réplication peut étre un volume dans une paire de volumes.

Cette procédure permet également de rediriger les données d’un volume source vers un volume cible distant
en cas d’indisponibilité du volume source.

Avant de commencer

Vous avez accés aux clusters contenant les volumes source et cible.

Description de la tache

Cette procédure décrit I'attribution de volumes source et de réplication entre deux clusters a 'aide de vCenter
sur les sites locaux et distants. Pour les volumes qui ne sont pas contrdlés par le plug-in vCenter, vous pouvez
alternativement "attribuez un volume source ou de réplication" Utilisation de l'interface utilisateur Web Element.

Un volume source de réplication a un accés au compte en lecture/écriture. Un volume cible de réplication n’est
accessible que par la source de réplication en lecture/écriture.

Meilleures pratiques : le volume cible ne doit pas contenir de données et posséde les caractéristiques
exactes du volume source, telles que la taille, le paramétre 512 et la configuration de la qualité de service. La
taille du volume cible peut étre supérieure ou égale au volume source, mais elle ne peut pas étre plus petite.
Etapes

1. Sélectionnez le cluster contenant le volume apparié que vous souhaitez utiliser comme source de
réplication a partir du point d’extension du plug-in :

> Disponibles depuis le plug-in Element vCenter 5.0 et NetApp Remote Plug-in > Management.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management.

2. Dans le point d’extension de votre plug-in Element pour vCenter Server, sélectionnez I'onglet
Management.

Sélectionnez le sous-onglet volumes.
Dans la vue Active, cochez la case du volume que vous souhaitez modifier.
Sélectionnez actions.

Sélectionnez Modifier.

N o o k> Ww

Dans la liste déroulante accés, sélectionnez lecture/écriture.

Si vous inversez I'affectation de la source et de la cible, cette action entraine I'affichage de
la paire de volumes PausedMisConfigured jusqu’a ce qu’une nouvelle cible de réplication

@ soit affectée. La modification de I'accés interrompt la réplication du volume et entraine 'arrét
de la transmission des données. Assurez-vous d’avoir coordonné ces changements sur les
deux sites.

8. Sélectionnez OK.

9. Sélectionnez le cluster contenant le volume apparié que vous souhaitez utiliser comme cible de réplication

o Pour le plug-in Element vCenter 4.10 et les versions antérieures, sélectionnez NetApp Element
Management > Management > Management.
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o Depuis le plug-in Element vCenter 5.0 dans NetApp Remote Plug-in > Management > Management.
10. Sélectionnez le sous-onglet volumes.
11. Dans la vue Active, cochez la case correspondant au volume que vous souhaitez modifier.
12. Sélectionnez actions.
13. Sélectionnez Modifier.

14. Dans la liste déroulante Access, sélectionnez cible de réplication.

@ Si vous attribuez un volume existant comme cible de réplication, les données de ce volume
sont écrasées. Il est recommandé d’utiliser un nouveau volume comme cible de réplication.

15. Sélectionnez OK.

Validation de la réplication de volume

Aprés la réplication d’un volume, assurez-vous que les volumes source et cible sont actifs. Dans I'état actif, les
volumes sont couplés, les données sont envoyées depuis la source vers le volume cible, et les données sont
synchronisées.
Etapes
1. Depuis le serveur vCenter qui contient le cluster local, ouvrez I'onglet protection :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet Volume paires.
3. Vérifiez que I'état du volume est actif.

Supprime une relation de volume apreés la réplication

Une fois la réplication terminée et vous n’avez plus besoin de la relation de couplage de volume, vous pouvez
supprimer la relation de volume.

Voir Supprime une paire de volumes.

Gestion des relations de volume

Vous pouvez gérer les relations de volume de plusieurs fagons, comme mettre en pause la réplication, inverser
le couplage de volumes, changer le mode de réplication, supprimer une paire de volumes ou supprimer une
paire de clusters.

* Interrompre la réplication

» Changer le mode de réplication

» Supprime une paire de volumes
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* Supprime une paire de clusters

Interrompre la réplication

Vous pouvez modifier les propriétés de la paire de volumes pour interrompre la réplication manuellement.

Etapes
1. Depuis le serveur vCenter qui contient le cluster local, ouvrez I'onglet protection :
> Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

. Sélectionnez le sous-onglet Volume paires.
. Cochez la case correspondant a la paire de volumes que vous souhaitez modifier.

2
3
4. Sélectionnez actions.
5. Sélectionnez Modifier.
6

. Interrompre ou démarrer manuellement le processus de réplication.

La mise en pause ou la reprise manuelle de la réplication du volume entrainera I'arrét ou la
reprise de la transmission des données. Assurez-vous d’avoir coordonné ces changements
sur les deux sites.

7. Sélectionnez Enregistrer les modifications.

Changer le mode de réplication

Vous pouvez modifier les propriétés de la paire de volumes pour modifier le mode de réplication de la relation
de la paire de volumes.
Etapes
1. Depuis le serveur vCenter qui contient le cluster local, ouvrez I'onglet protection :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

> Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet Volume paires.
3. Cochez la case correspondant a la paire de volumes que vous souhaitez modifier.
4. Sélectionnez actions.

5. Sélectionnez Modifier.

165



6. Sélectionnez un nouveau mode de réplication :

@ La modification du mode de réplication entraine la modification immédiate du mode.
Assurez-vous d’avoir coordonné ces changements sur les deux sites.

o Temps réel (synchrone) : les écritures sont reconnues au client apres leur validation sur les clusters
source et cible.

o Temps réel (asynchrone) : les écritures sont reconnues au client apres leur validation sur le cluster
source.

o Snapshots uniquement : seuls les snapshots créés sur le cluster source sont répliqués. Les écritures
actives du volume source ne sont pas répliquées.

7. Sélectionnez Enregistrer les modifications.

Supprime une paire de volumes

Vous pouvez supprimer une paire de volumes si vous souhaitez supprimer une association de paires entre
deux volumes.

Description de la tache

Cette procédure décrit la suppression d’une relation de couplage de volumes entre deux volumes a 'aide de
vCenter sur les sites locaux et distants.

Pour les volumes qui ne sont pas contrblés par le plug-in vCenter, vous pouvez également choisir "supprimer
une paire de volumes fin" Utilisation de I'interface utilisateur Web Element.
Etapes
1. Depuis le serveur vCenter qui contient le cluster local, ouvrez I'onglet protection :
o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Sélectionnez le sous-onglet Volume paires.
Sélectionnez une ou plusieurs paires de volumes a supprimer.
Sélectionnez actions.

Sélectionnez Supprimer.

o gk~ WD

Confirmez les détails de chaque paire de volumes.

Dans le cas des clusters qui ne sont pas gérés par le plug-in, cette action supprime

@ uniquement la paire de volumes qui se trouve sur le cluster local. Vous devez supprimer
manuellement la paire de volumes du cluster distant pour supprimer complétement la
relation de couplage.

7. (Facultatif pour les clusters gérés par plug-in) cochez la case Modifier I’accés cible de réplication sur et
sélectionnez un nouveau mode d’acces pour le volume cible de réplication. Ce nouveau mode d’accés
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sera appliqué apres la suppression de la relation de couplage de volume.

8. Sélectionnez Oui.

Supprime une paire de clusters

Vous pouvez supprimer une relation de couplage de cluster entre deux clusters a 'aide de vCenter sur les
sites locaux et distants. Pour supprimer complétement une relation de couplage de cluster, vous devez
supprimer les extrémités de la paire de clusters des clusters locaux et distants.

Vous pouvez utiliser le plug-in vCenter pour supprimer une extrémité de la paire de clusters

Vous pouvez également choisir de ne pas contréler les clusters qui ne sont pas contrélés par le plug-in
vCenter "supprime une paire de clusters" Utilisation de l'interface utilisateur Web Element.
Etapes

1. Depuis le serveur vCenter qui contient le cluster local, ouvrez I'onglet protection :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > Management
> protection.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Management > protection.

. Sélectionnez le sous-onglet Cluster paires.

. Cochez la case correspondant a la paire de clusters que vous souhaitez supprimer.

2

3

4. Sélectionnez actions.

5. Sélectionnez Supprimer.
6

. Confirmez I'action.

Cette action supprime uniquement I'extrémité de la paire de clusters sur le cluster local.
Vous devez supprimer manuellement la paire de clusters du cluster distant pour supprimer
complétement la relation de couplage.

7. Répétez les étapes a partir du cluster distant au cours de I'association de cluster.

Messages et avertissements de couplage de volume

Vous pouvez afficher les informations relatives aux volumes qui ont été appariés ou qui sont en cours de
couplage sur la page paires de volumes de I'onglet protection a partir du point d’extension du plug-in. Depuis
le plug-in Element vCenter 5.0, sélectionnez I'onglet gestion dans le point d’extension du plug-in distant
NetApp Element. Pour le plug-in Element vCenter 4.10 et versions antérieures, sélectionnez le point
d’extension NetApp Element Management.

Le systéme affiche des messages de couplage et de progression dans la colonne Etat du volume.

* Messages de couplage de volume

* Avertissements de couplage de volume

Messages de couplage de volume

Vous pouvez afficher les messages pendant le processus de couplage initial sur la page paires de volumes de
I'onglet protection a partir du point d’extension du module. Ces messages s’affichent dans la colonne Etat du
volume et peuvent s’afficher aux extrémités source et cible du couplage.
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PausedDisconnected : expiration du délai de réplication de la source ou des RPCS de synchronisation.
La connexion au cluster distant a été perdue. Vérifiez les connexions réseau au cluster.

ResumingConnected*: La synchronisation de réplication a distance est maintenant active. Début du
processus de synchronisation et attente des données.

ResuminingRRSync*: Une seule copie hélicoidale des métadonnées du volume est effectuée sur le
cluster couplé.

ResumingLocalSync* : une copie en double hélice des métadonnées du volume est effectuée sur le
cluster couplé.

ResuminingDataTransfer*: Le transfert de données a repris.

Active : les volumes sont appariés et les données sont envoyées de la source au volume cible et les
données sont synchronisées.

Idle : aucune activité de réplication n’a lieu.

*Ce processus est piloté par le volume cible et peut ne pas s’afficher sur le volume source.

Avertissements de couplage de volume

Vous pouvez afficher les messages d’avertissement aprés avoir couplé des volumes sur la page paires de
volumes de I'onglet protection a partir du point d’extension du plug-in. Ces messages s’affichent dans la
colonne Etat du volume et peuvent s’afficher aux extrémités source et cible du couplage.

Ces messages peuvent s’afficher a la fois aux extrémités de la source et de la cible du couplage, sauf
indication contraire.

PausedClusterFull: Comme le cluster cible est plein, la réplication source et le transfert de données en
bloc ne peuvent pas se poursuivre. Le message s’affiche uniquement a I'extrémité source de la paire.

PausedExceededMaxSnapshotCount : le volume cible a déja le nombre maximal de snapshots et ne
peut pas répliquer d’autres instantanés.

PausedManual : le volume local a été mis en pause manuellement. Il doit étre mis en pause avant la
reprise de la réplication.

PausedManualRemote : le volume distant est en mode pause manuelle. Intervention manuelle requise
pour annuler la pause du volume distant avant la reprise de la réplication.

PausedMisConfigured : attente d’une source et d’une cible actives. Intervention manuelle requise pour
reprendre la réplication.

PausedQoS: La qualité de service cible n’a pas pu supporter les E/S entrantes. Reprises automatiques de
la réplication. Le message s’affiche uniquement a I'extrémité source de la paire.

PausedSlowLink : liaison lente détectée et interrompue. Reprises automatiques de la réplication. Le
message s’affiche uniquement a I'extrémité source de la paire.

PausedVolumeSizeMismatch : le volume cible est plus petit que le volume source.

PausedXCopy : une commande SCSI XCOPY est émise vers un volume source. La commande doit se
terminer avant que la réplication puisse reprendre. Le message s’affiche uniquement a I'extrémité source
de la paire.

StoppedMisConfigured : une erreur de configuration permanente a été détectée. Le volume distant a été
purgé ou non apparié. Aucune action corrective n’est possible ; une nouvelle association doit étre établie.

Trouvez plus d’informations
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* "Documentation NetApp HCI"

» "Page Ressources SolidFire et Element"
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Configurez et gérez les volumes virtuels

Vous pouvez activer VMware vSphere "Volumes virtuels (VVol)" Fonctionnalité et
configuration d’une configuration de volumes virtuels sur un cluster de stockage NetApp
Element. Le plug-in Element pour vCenter Server surveille les performances et vous
permet de gérer les volumes virtuels, "conteneurs de stockage", "terminaux pe", et hotes
a partir du point d’extension du plug-in.

Ce dont vous avez besoin

* Vous utilisez un cluster NetApp Element 10 ou version ultérieure connecté a un environnement ESXi 6.5
ou version ultérieure avec compatibilité VVol.

* Vous utilisez vCenter 6.5 ou une version ultérieure.

Taches de configuration

Vous devez effectuer les étapes de configuration initiales pour utiliser les volumes virtuels (VVol) dans le plug-
in NetApp Element pour vCenter Server.
Etapes

1. Activez la fonctionnalité volumes virtuels sur le cluster NetApp Element

2. Enregistrez le fournisseur VASA avec vCenter

3. Créer un conteneur de stockage et le datastore VVol associé

Taches de gestion

+ Surveiller les ressources des volumes virtuels
« Créez un datastore VVOL pour un conteneur de stockage

* Supprime un conteneur de stockage

Activez la fonctionnalité volumes virtuels sur le cluster
NetApp Element
Vous devez activer manuellement la fonctionnalité des volumes virtuels vSphere (VVol) a 'aide du point
d’extension du plug-in. Le systéeme Element est doté de fonctionnalités VVol désactivées par défaut, qui n’est
pas automatiquement activé dans le cadre d’une nouvelle installation ou d’'une mise a niveau. L’activation des
VVol est une tache de configuration ponctuelle.
Etapes

1. Dans votre client Web vSphere, ouvrez I'onglet clusters :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin >
Configuration > clusters.

o Pour le plug-in Element vCenter version 4.10 et antérieure, sélectionnez NetApp Element
Configuration > clusters.

2. Sélectionnez un cluster dans la liste que vous souhaitez activer.

3. Sélectionnez actions.
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4. Dans le menu résultant, sélectionnez Activer les VVol.

Une fois la fonctionnalité des VVol activée, elle ne peut pas étre désactivée. L’'activation de
la fonctionnalité des volumes virtuels vSphere modifie définitivement la configuration du

@ logiciel NetApp Element. Vous ne devriez activer la fonctionnalité VVVols que si le cluster est
connecté a un environnement compatible avec les VVol VMware ESXi. Vous pouvez
uniquement désactiver la fonctionnalité VVol et restaurer les paramétres par défaut en
retournant le cluster a I'image d’usine.

5. Sélectionnez Oui pour confirmer la modification de la configuration des volumes virtuels.

Lorsque les VVol sont activés, le cluster Element démarre le fournisseur VASA, ouvre le port
8444 pour le trafic VASA et crée des terminaux de protocole qui peuvent étre découverts par
vCenter et tous les hétes ESXi.

(o)}

. Sélectionnez actions pour le groupe sélectionné.

~

. Dans le menu qui s’affiche, sélectionnez Détails.

(o]

. Copiez 'URL du fournisseur VASA a partir du champ URL du fournisseur VASA. Vous utiliserez cette
URL pour enregistrer VASA Provider dans vCenter.

9. Voir Enregistrez le fournisseur VASA avec vCenter pour les étapes suivantes.

Enregistrez le fournisseur VASA avec vCenter

Vous devez enregistrer le fournisseur NetApp Element VASA avec vCenter pour que vCenter connaisse les
fonctionnalités de VVol au sein du cluster. Lenregistrement du fournisseur VASA avec vCenter est une tache
ponctuelle de configuration.

Ce dont vous avez besoin

* Vous avez activé la fonctionnalité VVols pour le cluster.

Description de la tache

Cette procédure décrit les étapes disponibles dans la version 6.7 de vSphere. Votre interface utilisateur
vSphere peut différer Iégérement des informations décrites en fonction de la version de vSphere installée. Pour
plus d’aide, consultez la documentation de VMware vCenter.

N’enregistrez pas de fournisseur NetApp Element VASA vers plusieurs instances de vCenter. Le
fournisseur NetApp Element VASA ne peut étre enregistré qu’a un seul vCenter en raison de

@ limitations de la fagon dont vCenter traite SSL. Un seul vCenter peut disposer de plusieurs
clusters NetApp Element, mais un cluster ne peut pas étre partagé entre deux instances de
vCenter.

Pour le logiciel Element 12.5 et version antérieure, ne vous enregistrez pas plusieurs

@ fournisseurs NetApp Element VASA vers une seule instance de vCenter. Ainsi, lorsqu’un
deuxiéme fournisseur NetApp Element VASA est ajouté, tous les data stores VVOL sont
inaccessibles.
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Le support VASA pour 10 centres maximum est disponible en tant que correctif de mise a
niveau si vous avez déja enregistré un fournisseur VASA auprés de votre vCenter. Pour
installer, suivez les instructions du manifeste VASA39 et téléchargez le fichier .tar.gz a partir du

@ "Telechargements de logiciels NetApp" le site. Le fournisseur NetApp Element VASA utilise un
certificat NetApp. Avec ce correctif, le certificat est utilisé non modifié par vCenter pour prendre
en charge plusieurs vCenters pour VASA et VVol. Ne modifiez pas le certificat. Les certificats
SSL personnalisés ne sont pas pris en charge par VASA.

Etapes
1. Dans vSphere client Home, sélectionnez hétes et clusters.

2. Sélectionnez une instance de vCenter sur laquelle vous souhaitez enregistrer NetApp Element VASA
Provider.

3. Sélectionnez configurer > fournisseurs de stockage.

4. Dans fournisseurs de stockage, sélectionnez 'icbne Ajouter.

5. Entrez les informations suivantes dans la boite de dialogue Nouveau fournisseur de stockage :
o Nom du fournisseur VASA.
o URL du fournisseur VASA.

L’'URL du fournisseur VASA est fournie lorsque vous activez les VVol dans le plug-in
vCenter. Vous pouvez également trouver 'URL a partir des détails du cluster

@ (Configuration NetApp Element > clusters ou NetApp Element Remote Plugin >
Configuration > clusters) ou a partir des parametres du cluster dans l'interface
utilisateur Element (https://<MVIP>/cluster).

> Nom d’utilisateur du compte administratif du cluster NetApp Element.
> Mot de passe du compte administrateur pour le cluster NetApp Element.
6. Sélectionnez OK pour ajouter le fournisseur VASA.

7. Approuvez I'empreinte du certificat SSL lorsque vous y étes invité. Le statut du fournisseur NetApp
Element VASA doit désormais étre enregistré avec un statut de Connected.

Actualisez le fournisseur de stockage, si nécessaire, pour afficher le statut actuel du
fournisseur apres avoir enregistré le fournisseur pour la premiére fois. Vous pouvez

@ également vérifier que le fournisseur est activé dans NetApp Element Configuration >
clusters ou NetApp Element Remote Plugin > Configuration > clusters. Sélectionnez
actions pour le cluster que vous activez et sélectionnez Détails.

8. Voir Créer un conteneur de stockage et le datastore VVVol associé pour les étapes suivantes.

Créer un conteneur de stockage et le datastore VVol
associé

Vous pouvez créer des conteneurs de stockage a partir de 'onglet VVol dans le point d’extension du plug-in.
Vous devez créer au moins un conteneur de stockage pour commencer a provisionner des machines virtuelles
sauvegardées par VVol.

Avant de commencer
* Vous avez activé la fonctionnalité VVols pour le cluster.
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* Vous avez enregistré le fournisseur NetApp Element VASA pour les volumes virtuels avec vCenter.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet VVol :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > gestion >

VVol.
o Pour le plug-in Element vCenter 4.10 et versions antérieures, sélectionnez gestion NetApp Element >
VVol.
@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez le sous-onglet conteneurs de stockage.
3. Sélectionnez Créer un conteneur de stockage.

4. Entrez les informations relatives au conteneur de stockage dans la boite de dialogue Créer un nouveau
conteneur de stockage :

a. Entrez un nom pour le conteneur de stockage.

Utilisez les bonnes pratiques descriptives en matiere de dénomination. Ceci est
particulierement important si plusieurs clusters ou serveurs vCenter sont utilisés dans
votre environnement.

b. Configurer les secrets d'initiateur et de cible pour CHAP.

Laissez les champs Paramétres CHAP vides pour générer automatiquement des
secrets.

c. Entrez un nom pour le datastore. La case a cocher Créer un datastore est sélectionnée par défaut.
@ Un datastore VVOL est nécessaire pour utiliser le conteneur de stockage dans vSphere.
d. Sélectionnez un ou plusieurs hbtes pour le datastore.

@ Si vous utilisez le mode lié vCenter, seuls les hotes disponibles pour le serveur vCenter
auquel le cluster est affecté sont disponibles pour la sélection.

e. Sélectionnez OK.

5. Vérifiez que le nouveau conteneur de stockage apparait dans la liste de I'onglet conteneurs de stockage.
Un ID de compte NetApp Element créé automatiquement et attribué au conteneur de stockage permet
donc de créer manuellement un compte.

6. Vérifiez que le datastore associé a également été créé sur I'héte sélectionné dans vCenter.

Surveiller les ressources des volumes virtuels

Vous pouvez vérifier les performances et les paramétres des composants du volume virtuel a partir du point
d’extension du plug-in :

« Contréle des volumes virtuels
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» Surveillance des conteneurs de stockage

« Surveillance des terminaux PE

Controle des volumes virtuels

Vous pouvez examiner les données générales de tous les volumes virtuels actifs du cluster ou les données
détaillées de chaque volume virtuel. Le plug-in assure le suivi de I'efficacité, des performances, des
événements et de la qualité de service des volumes virtuels, ainsi que des snapshots, des machines virtuelles
et des liaisons associés.

Ce dont vous avez besoin
» Vous avez activé les machines virtuelles afin que les informations des volumes virtuels soient accessibles.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet VVol :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > gestion >

VVol.
o Pour le plug-in Element vCenter 4.10 et versions antérieures, sélectionnez gestion NetApp Element >
VVol.
@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Dans l'onglet volumes virtuels, vous pouvez rechercher un volume virtuel spécifique.
3. Cochez la case correspondant au volume virtuel que vous souhaitez consulter.
4. Sélectionnez actions.

5. Dans le menu qui s’affiche, sélectionnez Détails.

Surveillance des conteneurs de stockage

Vous pouvez examiner les données générales de tous les conteneurs de stockage actifs sur le cluster ou les
données détaillées pour chaque conteneur de stockage. Ce plug-in assure le suivi de l'efficacité, des
performances et des volumes virtuels associés dans les conteneurs de stockage.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet VVol :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > gestion >

VVol.
o Pour le plug-in Element vCenter 4.10 et versions antérieures, sélectionnez gestion NetApp Element >
VVol.
@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez I'onglet conteneurs de stockage.
3. Cochez la case du conteneur de stockage que vous souhaitez vérifier.

4. Sélectionnez actions.
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5. Dans le menu qui s’affiche, sélectionnez Détails.

Surveillance des terminaux PE
Vous pouvez examiner les données générales de tous les terminaux de protocole du cluster.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet VVol :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > gestion >

VVol.
o Pour le plug-in Element vCenter 4.10 et versions antérieures, sélectionnez gestion NetApp Element >
VVol.
@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

2. Sélectionnez I'onglet noeuds finaux de protocole.
3. Cochez la case correspondant au point final du protocole que vous souhaitez consulter.
4. Sélectionnez actions.

5. Dans le menu qui s’affiche, sélectionnez Détails.

Créez un datastore VVOL pour un conteneur de stockage

Une fois que vous avez créé un conteneur de stockage, vous devez également créer un datastore de volume
virtuel qui représente le conteneur de stockage du cluster NetApp Element dans vCenter. Cette procédure peut
étre utilisée comme alternative a la création d’'un datastore a partir du Créer un conteneur de stockage
assistant. Vous devez créer au moins un datastore VVol pour commencer a provisionner des machines
virtuelles sauvegardées par VVol.

Ce dont vous avez besoin

* Un conteneur de stockage existant dans I'environnement virtuel.

@ Il se peut que vous deviez analyser a nouveau le stockage NetApp Element dans vCenter
pour détecter les conteneurs de stockage.

Etapes

1. Dans la vue navigateur de vCenter, cliquez avec le bouton droit de la souris sur un cluster de stockage et
sélectionnez stockage > datastores > Nouveau datastore.

2. Dans la boite de dialogue Nouveau datastore, sélectionnez VVol comme type de datastore a créer.
3. Indiquez un nom pour le datastore dans le champ datastore name.

4. Sélectionnez le conteneur de stockage NetApp Element dans la liste conteneur de stockage secondaire.

Il n’est pas nécessaire de créer manuellement des LUN de point de terminaison de
protocole (PE). Elles sont automatiquement mappées aux hotes ESXi lors de la création du
datastore.

5. Sélectionnez les hétes qui nécessitent 'accés au datastore.
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6. Sélectionnez Suivant.

7. Vérifiez les configurations et sélectionnez Finish pour créer le datastore VVol.

Supprime un conteneur de stockage

Vous pouvez supprimer des conteneurs de stockage du point d’extension du plug-in.

Ce dont vous avez besoin

» Tous les volumes ont été supprimés du conteneur de stockage.

Etapes
1. Dans votre client Web vSphere, ouvrez I'onglet VVol :

o Depuis le plug-in Element vCenter 5.0, sélectionnez NetApp Element Remote Plugin > gestion >

VVol.
o Pour le plug-in Element vCenter 4.10 et versions antérieures, sélectionnez gestion NetApp Element >
VVol.
@ Si deux clusters ou plus sont ajoutés, assurez-vous que le cluster que vous souhaitez
utiliser pour la tache est sélectionné dans la barre de navigation.

Sélectionnez I'onglet conteneurs de stockage.

Cochez la case du conteneur de stockage que vous souhaitez supprimer.
Sélectionnez actions.

Dans le menu qui s’affiche, sélectionnez Supprimer.

Confirmez I'action.

N o gk~ 0 DN

Actualisez la liste des conteneurs de stockage dans le sous-onglet conteneurs de stockage pour
confirmer que le conteneur de stockage a été supprimé.

Trouvez plus d’informations

* "Documentation NetApp HCI"

+ "Page Ressources SolidFire et Element"
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Désenregistrer le plug-in vCenter

Vous pouvez annuler I'enregistrement du plug-in NetApp Element pour VMware vCenter
Server a I'aide de I'une de ces procédures.

Ce dont vous avez besoin
* Privileges de réle d’administrateur vCenter pour annuler I'enregistrement d’un plug-in.
* L'adresse IP du nceud de gestion.
* URL et informations d’identification pour vCenter a partir desquelles vous annulez I'enregistrement du
plug-in.

Description de la tache

Pour vSphere 6.7 et les versions antérieures, la désinscription du plug-in a le méme effet que sa désactivation,
mais ne supprime pas tous les fichiers et dossiers associés qui sont installés localement. Pour supprimer tous
les fichiers du plug-in, reportez-vous aux instructions de la section "retrait du plug-in".

Pour vSphere 7.0, tous les fichiers sont supprimés automatiquement apreés le retrait du plug-in.
Etapes
1. Pour annuler I'enregistrement du plug-in, suivez la procédure pour la version installée :

o Pour le plug-in vCenter version 3.0 ou ultérieure, désenregistrez le plug-in a I'aide de I'utilitaire
d’enregistrement du plug-in vCenter :

i. Entrez I'adresse IP de votre nceud de gestion dans un navigateur, y compris le port TCP pour
lenregistrement : https://<ManagementNodeIP>:9443,

i. Accédez a Unregister Plug-in.

ii. Saisissez les informations suivantes :
A. Adresse IP ou nom du serveur FQDN du service vCenter sur lequel vous avez enregistré votre

plug-in.

B. Nom d'utilisateur de vCenter Administrator.
C. Mot de passe de I'administrateur vCenter.

iv. Sélectionnez Unregister.

o Pour le plug-in vCenter 2.7 2 2.7 :

= Utilisez l'interface MOB (vCenter Managed Object Browser) de votre navigateur pour annuler
manuellement I'enregistrement :

A. Saisissez 'TURLMOB : https://<vcenter>/mob

B. Sélectionnez contenu > Gestionnaire d’extension > Unregisterextension.
C. Entrez com.solidfire.

D. Sélectionnez Invoke Method.

= Annulation de l'inscription a I'aide de PowerCLI :
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Connect-VIServer -Server S$vcenter -User
administrator@vsphere.local -Password xxxxXXx -Force -ErrorAction
Stop -SaveCredentials

Sem = Get-View ExtensionManager

Sem.ExtensionList | ft -property Key

Sem.UnregisterExtension ("com.solidfire")

Sem.UpdateViewData ()

Sem.ExtensionList | ft -property Key

Disconnect-VIServer * -Confirm:Sfalse

Trouvez plus d’informations

* "Documentation NetApp HCI"

* "Page Ressources SolidFire et Element"
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Retirez le plug-in vCenter

Pour les plug-in vCenter 4.0 a 4.10 utilisés avec vSphere 6.7 ou une version antérieure,
vous devez effectuer le processus suivant afin de supprimer manuellement tous les
fichiers associés au plug-in depuis vCenter Server. Pour vSphere 7.0 et les versions
ultérieures, il n’est pas nécessaire de supprimer des fichiers aprés avoir déenregistré le

plug-in.
Ce dont vous avez besoin
* Plug-in vCenter 4.0 2 4.10
* VVSphere 6.7 ou version antérieure
* Vous avez "non enregistré" Le plug-in existant et dispose de SSH, RDP ou autre connectivité appropriée a

vCSA ou vCenter Server.

Etapes
1. Connectez-vous en tant qu’administrateur au serveur qui exécute vCenter Server et ouvrez une invite de
commande.

2. Arréter les services vCenter Server :
o Windows :

» (Pour les clients Flash) exécutez la commande suivante :

C:\Program Files\VMware\vCenter Server\vmon>.\vmon-cli --stop

vsphere-client
» (Pour les clients HTML5) exécutez les commandes suivantes :

C:\Program Files\VMware\vCenter Server\vmon>.\vmon-cli --stop

vsphere-client
C:\Program Files\VMware\vCenter Server\vmon>.\vmon-cli --stop

vsphere-ui

o Appliance vCenter Server (vVCSA)

= (Pour les clients Flash) exécutez la commande suivante :
service-control --stop vsphere-client
= (Pour les clients HTML5) exécutez les commandes suivantes :

service-control --stop vsphere-client
service-control --stop vsphere-ui
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3. Supprimez les dossiers et fichiers SolidFire des emplacements suivants :

° (Pour Windows) utilisez I'Explorateur Windows et recherchez solidFire dans
C:\ProgramData\VMware et C:\Program Files\VMware.

@ Le dossier ProgramData est masqué. Vous devez entrer le chemin complet du fichier
pour accéder au dossier.

o (Pour vCSA) exécutez la commande suivante :

find / -name "*solidfire*" -exec rm -rf {} \;

4. Démarrage des services vCenter Server :

o Windows :

= (Pour les clients Flash) exécutez la commande suivante :

C:\Program Files\VMware\vCenter Server\vmon>.\vmon-cli --start

vsphere-client
= (Pour les clients HTML5) exécutez les commandes suivantes :

C:\Program Files\VMware\vCenter Server\vmon>.\vmon-cli --start

vsphere-client
C:\Program Files\VMware\vCenter Server\vmon>.\vmon-cli --start

vsphere-ui

o VCSA:
= (Pour les clients Flash) exécutez la commande suivante :

service-control --start vsphere-client
= (Pour les clients HTML5) exécutez les commandes suivantes :

service-control --start vsphere-client
service-control --start vsphere-ui

Trouvez plus d’informations

* "Documentation NetApp HCI"

* "Page Ressources SolidFire et Element”
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Dépanner le plug-in vCenter

Vous devez connaitre les problémes courants liés au plug-in NetApp Element pour
VMware vCenter Server et les étapes a suivre pour les résoudre.

L'enregistrement du plug-in a réussi mais les icbnes n’apparaissent pas dans le client Web

Erreurs aprés la mise a niveau du plug-in NetApp Element pour VMware vCenter Server 4.8 ou version
ultérieure avec VMware vCenter Server 6.7U1

Erreur lors de I'enregistrement du plug-in a I'aide de I'interface d’enregistrement

Erreur lors de la mise a jour du plug-in a l'aide de l'interface d’enregistrement

Message d’erreur indiquant que le poste NetApp ne peut pas étre mis a niveau

Le retrait du plug-in a réussi mais les icbnes restent

Le plug-in ne peut pas étre ni enregistré ni supprimé apres la modification du mot de passe administrateur
Les taches de gestion du plug-in échouent ou les volumes ne sont pas accessibles a I'héte ESXi
L'échec se produit lors de I'utilisation du plug-in vCenter sur les navigateurs Firefox 59.0.2
Echec de I'opération de suppression du datastore

Impossible de connecter la paire de clusters a l'aide d’une clé de couplage

Message d’erreur pour I'état QoSSIOC

Le service QoSSIOC est affiché comme disponible mais n’est pas disponible

QoSSIOC est activé pour le datastore mais indisponible

"Le déploiement du plug-in vCenter échoue apres la mise a niveau vers VMware vSphere 7.0 Update 3"

L’enregistrement du plug-in a réussi mais les icones
n’apparaissent pas dans le client Web

Description

L'enregistrement s’affiche comme réussi, mais les icones du plug-in ne sont pas visibles a partir du client Web
vSphere.

Action corrective pour le plug-in NetApp Element vCenter 4.10 et version antérieure

Déconnectez-vous du client Web vSphere et reconnectez-vous. Il peut étre nécessaire de fermer et de
rouvrir votre navigateur.

Effacez le cache de votre navigateur.

Depuis vCenter, redémarrez le service vSphere Web client a partir du menu Services dans les outils
d’administration Windows ou redémarrez vCenter.

Assurez-vous que tous les privileges d’administration par défaut requis sont associés au role
d’administrateur vCenter.

Vérifiez que le fichier ZIP du plug-in a bien été téléchargé vers vCenter :

a. La transparence vsphere client virgo.log Dans vCenter. Les fichiers journaux vCenter pour les
versions 6.5 et 6.7 sont a 'emplacement suivant :

* Installations Flash : /var/log/vmware/vsphere-
client/logs/vsphere client virgo.log
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* Installations HTMLS : /var/log/vmware/vsphere-ui/logs/vsphere client virgo.log

b. Si un message d’échec indique que le téléchargement ZIP a échoué, téléchargez a nouveau le fichier
ZIP.

Vous devrez peut-étre corriger une URL inaccessible ou incorrecte. Mettez a jour
I'enregistrement ou annulez I'enregistrement du plug-in et enregistrez a nouveau le plug-

@ in avec une URL corrigée. Le téléchargement du fichier ZIP peut également échouer si
vous avez spécifié une URL HTTP sans modifier le a11owHTTP réglage.

« Vérifiez les ports réseau. Assurez-vous que le nceud de gestion est accessible depuis vCenter dans les
deux sens sur les ports requis.

« Vérifiez 'enregistrement de I'extension MOB de vCenter ("com.solidfire".Server)qui contient TURL de
'emplacement de téléchargement du plug-in ZIP :

a. Collez 'URL dans un navigateur.
b. Vérifiez que le plug-in ZIP peut étre téléchargeé.
= Si le plug-in ZIP peut étre télécharge, passez a I'étape suivante.

= Si le plug-in ZIP ne peut pas étre téléchargé, recherchez des problémes de mise en réseau entre
vCenter Server et le noeud de gestion.

C. Si le plug-in ne peut pas étre téléchargé, comparez le serverThumbprint Dans I'enregistrement
MOB avec le certificat SHA-1 pour 'URL ZIP qui s’affiche dans le navigateur :

i. Sil'enregistrement d’enregistrement dans le MOB a une URL incorrecte ou obsoléte ou SHA-1,
annulez I'enregistrement du plug-in et enregistrez a nouveau le plug-in.

ii. Sile probleme persiste et que le code postal est inaccessible, vérifiez 'TURL ZIP pour déterminer
s’il y a un probléme avec I'adresse du nceud de gestion utilisée. Dans certains cas, il peut étre
nécessaire de personnaliser une URL a I'aide de I'utilitaire d’enregistrement du plug-in pour pouvoir
télécharger le fichier ZIP.

Erreurs aprés la mise a niveau du plug-in NetApp Element
pour VMware vCenter Server 4.8 ou version ultérieure avec
VMware vCenter Server 6.7U1

Description
Aprées la mise a niveau vers le plug-in Element vCenter version 4.8 ou ultérieure avec VMware vCenter Server

6.7U1, vous pouvez rencontrer les problemes suivants :
* Les clusters ne sont pas répertoriés dans la section clusters du point d’extension du plug-in.

* Une erreur de serveur apparait dans les sections clusters et Parameétres QoSSIOC.

Action corrective
Restaurez les paramétres du cluster et QoSSIOC :

1. Déconnectez-vous de vCenter.
2. Aprés la déconnexion, attendez trois a cinqg minutes, puis reconnectez-vous.
3. Dans votre vue vSphere client actuelle, sélectionnez I'icobne d’actualisation.

4. Désactivez le cache et actualisez le navigateur, par exemple en utilisant les touches Ctrl+F5.
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5. Vérifiez si les clusters et les paramétres QoSSIOC sont restaurés.

Si le probléme persiste, vous devez le faire "Ajoutez a nouveau les clusters pour le plug-in Element 5.0 ou
version ultérieure” ou "Ajoutez de nouveau les clusters pour le plug-in Element 4.10 ou version antérieure”.

Erreur lors de I’enregistrement du plug-in a I'aide de
I'interface d’enregistrement

Description

Lorsque vous utilisez I'utilitaire d’enregistrement, une erreur s’est produite lors de I'enregistrement du plug-in
sur le serveur vCenter. Un plug-in avec la clé com.solidfire est déja installé.

Action corrective
Dans I'utilitaire d’enregistrement, utilisez Update Plug-in au lieu de Register Plug-in.

Erreur lors de la mise a jour du plug-in a I'aide de I'interface
d’enregistrement

Description

Lors de I'utilisation de I'utilitaire d’enregistrement, une erreur s’est produite lors de la mise a jour du plug-in par
rapport au serveur vCenter. Un plug-in avec la clé com. solidfire n’est pas installé pour la mise a jour.

Action corrective
Dans I'utilitaire d’enregistrement, utilisez Enregistrer le plug-in au lieu de mettre a jour le plug-in.

Message d’erreur indiquant que le poste NetApp ne peut
pas étre mis a niveau

Messagerie

org.springframework.transaction.CannotCreateTransactionException: Could
not open JPA EntityManager for transaction; nested exception is
javax.persistence.PersistencekException:
org.hibernate.exception.GenericJDBCException: Could not open connection.

Description

Lors d’'une mise a niveau de Windows vCenter Server de la version 6.0 vers la version 6.5, un avertissement
s’affiche : I'extension NetApp ne peut pas étre mise a niveau ou ne fonctionne pas avec le nouveau serveur
vCenter. Une fois la mise a niveau terminée et la connexion au client Web vSphere terminée, I'erreur se
produit lorsque vous sélectionnez un point d’extension du plug-in vCenter. Cette erreur se produit car le
répertoire qui stocke la base de données d’exécution est passé de la version 6.0 a la version 6.5. Le plug-in
vCenter ne peut pas créer les fichiers nécessaires a I'exécution.

Action corrective
1. Désenregistrer le plug-in.

2. Supprimez les fichiers de plug-in.
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3. Redémarrez le serveur vCenter.
4. Enregistrez le plug-in.

5. Connectez-vous au client Web vSphere.

Le retrait du plug-in a réussi mais les icones restent

Description

La suppression des fichiers du module du plug-in vCenter a réussi, mais les icones du plug-in sont toujours
visibles dans vSphere Web client.

Action corrective

Déconnectez-vous du client Web vSphere et reconnectez-vous. Il peut étre nécessaire de fermer et de rouvrir
votre navigateur. Si la déconnexion de vSphere Web client ne résout pas le probléme, il peut étre nécessaire
de redémarrer les services Web du serveur vCenter. En outre, d’autres utilisateurs peuvent avoir des sessions
existantes. Toutes les sessions utilisateur doivent étre fermées.

Le plug-in ne peut pas étre ni enregistré ni supprimé apres
la modification du mot de passe administrateur

Description

Une fois que le mot de passe administrateur du vCenter utilisé pour enregistrer le plug-in a été modifié, le plug-
in vCenter ne peut pas étre ni enregistré ni supprime.

Action corrective

Pour le plug-in 2.6, rendez-vous sur la page du plug-in vCenter Register/Unregister. Cliquez sur le bouton
Update pour modifier I'adresse IP, I'ID utilisateur et le mot de passe de vCenter.

Pour le plug-in 2.7 ou version ultérieure, mettez a jour le mot de passe de vCenter Administrator dans les
paramétres du nceud M dans le plug-in.

Pour le plug-in 4.4 ou version ultérieure, mettez a jour le mot de passe de I'administrateur vCenter dans les
parametres QoSSIOC du plug-in.

Les taches de gestion du plug-in échouent ou les volumes
ne sont pas accessibles a I’h6te ESXi

Description

Echec des taches de création, de clonage et de partage des datastores ou absence d’accés des volumes par
'hote ESXi.

Action corrective

« Vérifiez que la carte HBA iSCSI logicielle est présente et activée sur I'hn6te ESXi pour les opérations de
datastore.

« Vérifiez que le volume n’est pas supprimé ou affecté a un groupe d’acces de volume incorrect.
* Vérifiez que le groupe d’accés au volume posséde I'lQN hbte correct.
« Vérifiez que les paramétres CHAP du compte associé sont corrects.

* Vérifier que I'état du volume est actif, que I'accés au volume est readWrite, et 512e est défini sur vrai.
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L’échec se produit lors de I'utilisation du plug-in vCenter
sur les navigateurs Firefox 59.0.2

Messagerie

Name:HttpErrorResponse Raw Message:Http failure response for https://vcée/ui/
solidfire-war—-4.2.0-SNAPSHOT/rest/vsphere//servers: 500 Internal Server Error
Return Message:Server error. Please try again or contact NetApp support

Description

Ce probléme survient dans les clients Web vSphere HTMLS5 utilisant Firefox. Le client vSphere Flash n’est pas
affecté.

Action corrective

Utilisez le FQDN complet dans I'URL du navigateur. VMware requiert une résolution compléete des problemes
IP, de nom court et de nom de domaine complet.

Echec de I'opération de suppression du datastore

Description
Une opération de suppression de datastore échoue.

Action corrective

Vérifier que toutes les machines virtuelles ont été supprimées du datastore. Vous devez supprimer des VM
d’un datastore avant de pouvoir le supprimer.

Impossible de connecter la paire de clusters a I'aide d’une
clé de couplage

Description

Une erreur de connexion se produit pendant le couplage du cluster a 'aide d’'une clé de couplage. Le message
d’erreur de la boite de dialogue Créer un couplage de cluster indique qu’il n’y a pas de route vers I'héte.
Action corrective

Supprimez manuellement la paire de clusters non configurée le processus créé sur le cluster local et procédez
a nouveau au couplage du cluster.

Message d’erreur pour I’état QoSSIOC

Description

L'état QoSSIOC du plug-in affiche une icone d’avertissement et un message d’erreur.

Action corrective

* Unable to reach IP address: L'adresse IP n'est pas valide ou aucune réponse n’est recue. Vérifiez
que l'adresse est correcte et que le nceud de gestion est en ligne et disponible.

* Unable to communicate: L’'adresse IP peut étre atteinte mais les appels a I'adresse échouent. Cela
peut indiquer que le service QoSSIOC n’est pas exécuté a I'adresse spécifiée ou qu’un pare-feu bloque le
trafic.
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* Unable to connect to the SIOC service: Ouvert sioc.log dans
/opt/solidfire/sioc/data/logs/ surle nceud de gestion (/var/logou /var/log/solidfire/
Sur les anciens nceuds de gestion) pour vérifier que le service SIOC a démarré correctement. Le
démarrage du service SIOC peut prendre au moins 50 secondes. Si le service n’a pas démarré
correctement, réessayez.

Le service QoSSIOC est affiché comme disponible mais
n’est pas disponible

Description
Les parameétres du service QoSSIOC s’affichent comme ACTIFS, mais QoSSIOC n’est pas disponible.

Action corrective pour le plug-in Element vCenter 5.0 ou version ultérieure

Dans I'onglet QoSSIOC Settings de I'onglet NetApp Element Remote Plugin > Configuration, sélectionnez le
bouton Actualiser. Mettez a jour I'adresse IP ou les informations d’authentification de I'utilisateur si nécessaire.

Action corrective pour le plug-in Element vCenter 4.10 ou version antérieure

Dans I'onglet QoSSIOC Settings du point d’extension de la configuration NetApp Element, sélectionnez le
bouton Actualiser. Mettez a jour I'adresse IP ou les informations d’authentification de I'utilisateur si nécessaire.

QoSSIOC est activé pour le datastore mais indisponible

Description
QoSSIOC est activé pour un datastore, mais QoSSIOC n’est pas disponible.

Action corrective
Vérifier que la fonctionnalité SIOC VMware est activée sur le datastore :

1. La transparence sioc.log dans /opt/solidfire/sioc/data/logs/ surle noceud de gestion
(/var/logou /var/log/solidfire/ surles noeuds de gestion plus anciens).

2. Rechercher ce texte :
SIOC is not enabled

3. Voir "cet article" pour I'action corrective spécifique a votre probléme.
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https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Element_Plug-in_for_vCenter_server/mNode_Status_shows_as_'Network_Down'<em>or</em>'Down'<em>in_the_mNode_Settings_tab_of_the_Element_Plugin_for_vCenter</em>(VCP)

Versions antérieures de la documentation du
plug-in NetApp Element pour VMware vCenter
Server

La documentation est également disponible pour les versions antérieures a la version 5.5
du plug-in NetApp Element pour VMware vCenter Server.

@ Ce'lien vers la documentation" Le plug-in Element vCenter 5.5 inclut également les versions
54,53,52,51,5.0,4.10,4.9,4.8,4.7 et 4.6.

Version Notes de version du Notes de version des Guide de l'utilisateur
plug-in services de gestion
54 "PDF" "2.26.30" "Lien"
53 "PDF" "2.25.42" "Lien"
5.2 "PDF" "2.24.40" "Lien"
5.1 "PDF" "2.23.64" "Lien"
5.0 "PDF" "2.22.7" "Lien"
4.10 "PDF" "2.21.61" "Lien"
4.9 "PDF" "2.20.69" "Lien"
4.8 "PDF" "2.19.48" "Lien"
4.7 "PDF" "2.18.91" "Lien"
4.6 "PDF" "2.17.56 KO" "Lien"
4.5 "PDF" "2.14.60 KO" "PDF"
4.4 "PDF" "2.11.34 KO" "PDF"
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https://library.netapp.com/ecm/ecm_download_file/ECMLP2873396
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https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/Management_Services_2.11.34_Release_Notes
https://library.netapp.com/ecm/ecm_download_file/ECMLP2870280

Version

4.3
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Notes de version des
services de gestion

"2.0.725 KO"

Guide de l'utilisateur

"PDF"REMARQUE : cette
publication décrit les
procédures de mise a jour
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pour le logiciel Element
11.3/NetApp HCI
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Mentions légales

Les mentions légales donnent accés aux déclarations de copyright, aux marques, aux

brevets, etc.

Droits d’auteur

"https://www.netapp.com/company/legal/copyright/"

Marques déposées

NetApp, le logo NETAPP et les marques mentionnées sur la page des marques commerciales NetApp sont

des marques commerciales de NetApp, Inc. Les autres noms de sociétés et de produits peuvent étre des
marques commerciales de leurs propriétaires respectifs.

"https://www.netapp.com/company/legal/trademarks/"

Brevets
Vous trouverez une liste actuelle des brevets appartenant a NetApp a I'adresse suivante :

https://www.netapp.com/pdf.html?item=/media/11887-patentspage.pdf

Politique de confidentialité

"https://www.netapp.com/company/legal/privacy-policy/"

Source ouverte

Les fichiers de notification fournissent des informations sur les droits d’auteur et les licences de tiers utilisés

dans le logiciel NetApp.

* "Avis concernant les services de gestion 2.27.40 (plug-in NetApp Element pour VMware vCenter Server

5.5.16)"

+ "Avis concernant les services de gestion 2.26.30 (plug-in NetApp Element pour VMware vCenter Server

54.1)"

« "Avis concernant les services de gestion 2.25.42 (plug-in NetApp Element pour VMware vCenter Server

5.3.9)"

+ "Avis concernant les services de gestion 2.24.40 (plug-in NetApp Element pour VMware vCenter Server

5.2.12)"

» "Avis concernant les services de gestion 2.23.64 (plug-in NetApp Element pour VMware vCenter Server

5.1.12)"

* "Avis concernant les services de gestion 2.22.7 (plug-in NetApp Element pour VMware vCenter Server

5.0.37)"

+ "Avis concernant les services de gestion 2.21.61 (plug-in NetApp Element pour VMware vCenter Server

4.10.12)"

» "Avis concernant les services de gestion 2.20.69 (plug-in NetApp Element pour VMware vCenter Server
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4.9.14)"

+ "Avis concernant les services de gestion 2.19.48 (plug-in NetApp Element pour VMware vCenter Server
4.8.34)"

* "Avis concernant les services de gestion 2.18.91 (plug-in NetApp Element pour VMware vCenter Server
4.7.10)"

+ "Avis concernant les services de gestion 2.17.56 (plug-in NetApp Element pour VMware vCenter Server
4.6.32)"

+ "Avis concernant les services de gestion 2.17.52 (plug-in NetApp Element pour VMware vCenter Server
4.6.29)"

* "Avis concernant les services de gestion 2.16 (plug-in NetApp Element pour VMware vCenter Server
4.6.29)"

* "Avis concernant les services de gestion 2.14 (plug-in NetApp Element pour VMware vCenter Server
4.5.42)"

» "Avis concernant les services de gestion 2.13 (plug-in NetApp Element pour VMware vCenter Server
4.5.42)"

+ "Avis concernant les services de gestion 2.11 (plug-in NetApp Element pour VMware vCenter Server
4.4.72)"
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