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BeeGFS su NetApp con storage e-Series



Inizia subito

Contenuto di questo sito

Questo sito descrive come implementare e gestire BeeGFS su NetApp utilizzando
architetture NetApp Verified Architectures (NVA) e architetture personalizzate. | progetti
NVA sono testati a fondo e offrono ai clienti configurazioni di riferimento e indicazioni per
il dimensionamento, in modo da ridurre al minimo i rischi di implementazione e accelerare
il time-to-market. NetApp supporta inoltre architetture BeeGFS personalizzate eseguite
su hardware NetApp, offrendo a clienti e partner flessibilita nella progettazione di file
system per soddisfare un’ampia gamma di requisiti. Entrambi gli approcci sfruttano
Ansible per I'implementazione, offrendo un approccio simile ad appliance per la gestione
di BeeGFS su qualsiasi scala in una gamma flessibile di hardware.

Termini e concetti

| seguenti termini e concetti si applicano alla soluzione BeeGFS su NetApp.

Consulta "Amministrare i cluster BeeGFS"la sezione per ulteriori dettagli sui termini e i concetti
specifici per l'interazione con i cluster BeeGFS ad alta disponibilita (ha).

Termine Descrizione

Al Intelligenza artificiale.

Nodo di controllo Ansible  Una macchina fisica o virtuale utilizzata per eseguire l'interfaccia a riga di
comando Ansible.

Inventario di Ansible Struttura di directory contenente file YAML utilizzati per descrivere il cluster
BeeGFS ha desiderato.

BMC Controller di gestione della baseboard. Talvolta indicato come processore di
servizi.

Nodi di blocco Sistemi di storage e-Series.

Client Nodi nel cluster HPC che eseguono applicazioni che devono utilizzare il file

system. A volte chiamato anche nodi di calcolo o GPU.

DL Deep Learning.
nodi di file File server BeeGFS.
HA Alta disponibilita.



Termine

HIC

HPC

Workload di tipo HPC

ML

NLP

NLU

NVA

rete storage/rete client

Descrizione

Scheda di interfaccia host.
High-Performance Computing.

| carichi di lavoro in stile HPC sono in genere caratterizzati da piu nodi di calcolo
o0 GPU che hanno tutti bisogno di accedere allo stesso dataset in parallelo per
facilitare un calcolo distribuito o un lavoro di training. Questi set di dati sono
spesso costituiti da file di grandi dimensioni che devono essere sottoposti a
striping su piu nodi di storage fisici per eliminare i tradizionali colli di bottiglia
hardware che impedirebbero I'accesso simultaneo a un singolo file.

Apprendimento automatico.
Elaborazione del linguaggio naturale.
Comprensione del linguaggio naturale.

[l programma NetApp Verified Architecture (NVA) fornisce configurazioni di
riferimento e indicazioni per il dimensionamento per carichi di lavoro e casi di
utilizzo specifici. Queste soluzioni sono testate a fondo e sono progettate per
ridurre al minimo i rischi di implementazione e accelerare il time-to-market.

Rete utilizzata dai client per comunicare con il file system BeeGFS. Si tratta
spesso della stessa rete utilizzata per la comunicazione MPI (Parallel message
Passing Interface) e altre comunicazioni applicative tra i nodi del cluster HPC.



Utilizzare architetture verificate

Panoramica e requisiti

Panoramica della soluzione

La soluzione BeeGFS su NetApp combina il file system parallelo BeeGFS con i sistemi
storage NetApp EF600 per un’infrastruttura affidabile, scalabile e conveniente che tiene |l
passo con i carichi di lavoro esigenti.

Programma NVA

La soluzione BeeGFS su NetApp fa parte del programma NetApp Verified Architecture (NVA), che offre ai
clienti configurazioni di riferimento e indicazioni sul dimensionamento per carichi di lavoro e casi di utilizzo
specifici. Le soluzioni NVA sono testate e progettate per ridurre al minimo i rischi di implementazione e
accelerare il time-to-market.

Panoramica del progetto

La soluzione BeeGFS su NetApp € progettata come un’architettura a building block scalabile, configurabile per
una vasta gamma di carichi di lavoro esigenti. Che si tratti di molti file di piccole dimensioni, della gestione di
operazioni sostanziali di file di grandi dimensioni o di un carico di lavoro ibrido, il file system puo® essere
personalizzato in base a tali esigenze. L'alta disponibilita & integrata nel progetto con l'utilizzo di una struttura
hardware a due livelli che consente il failover indipendente a piu livelli hardware e garantisce prestazioni
costanti, anche durante il degrado parziale del sistema. Il file system BeeGFS consente di creare un ambiente
scalabile e ad alte prestazioni in diverse distribuzioni Linux e presenta ai client un unico spazio dei nomi di
storage facilmente accessibile. Per ulteriori informazioni, vedere "panoramica dell’architettura”.

Casi di utilizzo

| seguenti casi di utilizzo si applicano alla soluzione BeeGFS su NetApp:

» Sistemi NVIDIA DGX SuperPOD dotati di DGX con GPU A100, H100, H200 e B200.

* Intelligenza artificiale (ai), tra cui apprendimento automatico (ML), apprendimento approfondito (DL),
elaborazione del linguaggio naturale (NLP) su larga scala e comprensione del linguaggio naturale (NLU).
Per ulteriori informazioni, vedere "BeeGFS per I'ai: Fatti e finzione".

» High-performance computing (HPC) che include applicazioni accelerate da MPI (message passing
interface) e altre tecniche di calcolo distribuito. Per ulteriori informazioni, vedere "Perché BeeGFS va olire
'HPC".

« Carichi di lavoro delle applicazioni caratterizzati da:

o Lettura o scrittura su file di dimensioni superioria 1 GB
o Lettura o scrittura sullo stesso file da parte di piu client (10, 100 e 1000)
« Set di dati multi-terabyte o multi-petabyte.

« Ambienti che richiedono un singolo spazio dei nomi dello storage, ottimizzabili per una combinazione di file
di grandi e piccoli dimensioni.


https://www.netapp.com/blog/beefs-for-ai-fact-vs-fiction/
https://www.netapp.com/blog/beegfs-for-ai-ml-dl/
https://www.netapp.com/blog/beegfs-for-ai-ml-dl/

Benefici

| vantaggi principali dell’utilizzo di BeeGFS su NetApp includono:
« Disponibilita di progetti hardware verificati che forniscono la completa integrazione di componenti hardware
e software per garantire performance e affidabilita prevedibili.
* Implementazione e gestione con Ansible per semplicita e coerenza su larga scala.

» Monitoraggio e osservabilita forniti con e-Series Performance Analyzer e plug-in BeeGFS. Per ulteriori
informazioni, vedere "Presentazione di un framework per il monitoraggio delle soluzioni NetApp e-Series".

« Alta disponibilita con un’architettura a disco condiviso che garantisce la durata e la disponibilita dei dati.

« Supporto per la moderna gestione e orchestrazione dei workload con container e Kubernetes. Per ulteriori
informazioni, vedere "Kubernetes incontra BeeGFS: Una storia di investimenti a prova di futuro".

Panoramica dell’architettura

La soluzione BeeGFS su NetApp include considerazioni di progettazione architetturale
utilizzate per determinare le apparecchiature, il cablaggio e le configurazioni specifiche
richieste per supportare i carichi di lavoro validati.

Architettura a blocchi

Il file system BeeGFS puo essere implementato e scalato in diversi modi, a seconda dei requisiti di storage. Ad
esempio, i casi di utilizzo che includono principalmente numerosi file di piccole dimensioni trarranno beneficio
da una maggiore capacita e performance dei metadati, mentre i casi di utilizzo che presentano meno file di
grandi dimensioni potrebbero favorire una maggiore capacita di storage e performance per i contenuti dei file
effettivi. Queste considerazioni multiple hanno un impatto sulle diverse dimensioni del’implementazione del file
system parallelo, che aggiunge complessita alla progettazione e al’implementazione del file system.

Per affrontare queste sfide, NetApp ha progettato un’architettura standard basata su building block che
consente di scalare ciascuna di queste dimensioni. In genere, gli elementi di base BeeGFS vengono
implementati in uno dei tre profili di configurazione seguenti:

» Un singolo building block di base, che include gestione BeeGFS, metadati e servizi di storage

* Metadati BeeGFS e building block dello storage

* Un building block per lo storage BeeGFS
L'unica modifica hardware tra queste tre opzioni € I'utilizzo di dischi piu piccoli per i metadati BeeGFS. In caso
contrario, tutte le modifiche di configurazione vengono applicate tramite software. Inoltre, con Ansible come

motore di implementazione, la configurazione del profilo desiderato per un particolare building block rende
semplici le attivita di configurazione.

Per ulteriori dettagli, vedere Progettazione hardware verificata.

Servizi del file system
Il file system BeeGFS include i seguenti servizi principali:
« Servizio di gestione. registra e monitora tutti gli altri servizi.

 Servizio di storage. Memorizza il contenuto del file utente distribuito, noto come file di blocco dei dati.

» Servizio metadati. tiene traccia del layout del file system, della directory, degli attributi dei file e cosi via.


https://www.netapp.com/blog/monitoring-netapp-eseries/
https://www.netapp.com/blog/kubernetes-meet-beegfs/

« Servizio client. consente di attivare il file system per accedere ai dati memorizzati.

La figura seguente mostra i componenti della soluzione BeeGFS e le relazioni utilizzate con i sistemi NetApp
e-Series.
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In qualita di file system parallelo, BeeGFS esegue lo striping dei propri file su piu nodi server per massimizzare
le performance di lettura/scrittura e la scalabilita. | nodi server lavorano insieme per fornire un singolo file
system che pud essere montato e accessibile contemporaneamente da altri nodi server, comunemente noti
come client. Questi client possono visualizzare e utilizzare il file system distribuito in modo simile a un file
system locale come NTFS, XFS o ext4.

| quattro servizi principali vengono eseguiti su un’ampia gamma di distribuzioni Linux supportate e comunicano
tramite qualsiasi rete compatibile con TCP/IP o RDMA, tra cui InfiniBand (IB), Omni-Path (OPA) e RDMA over
Converged Ethernet (RoCE). | servizi server BeeGFS (gestione, storage e metadati) sono daemon dello
spazio utente, mentre il client € un modulo kernel nativo (senza patch). Tutti i componenti possono essere
installati o aggiornati senza riavviare ed € possibile eseguire qualsiasi combinazione di servizi sullo stesso
nodo.

Architettura HA

BeeGFS su NetApp espande le funzionalita dell’edizione Enterprise di BeeGFS creando una soluzione
completamente integrata con I'hardware NetApp che consente un’architettura ha (Shared Disk High
Availability).

Sebbene I'edizione della community BeeGFS possa essere utilizzata gratuitamente, I'edizione

@ Enterprise richiede I'acquisto di un contratto di abbonamento al supporto professionale da parte
di un partner come NetApp. L'edizione Enterprise consente di utilizzare diverse funzionalita
aggiuntive, tra cui resilienza, applicazione delle quote e pool di storage.



La figura seguente confronta le architetture ha shared-nothing e shared-disk.
Shared-Nothing vS. Shared-Disk
Architecture Architecture

BeeGFS Node BeeGFS Node BeeGFS Node BeeGFS Node
BeeGFS BeeGFS
serVice SerVIce
Service Service
‘ : : |

External Storage System

Per ulteriori informazioni, vedere "Annuncio dell’alta disponibilita per BeeGFS supportato da NetApp".

Nodi verificati

La soluzione BeeGFS on NetApp ha verificato i nodi elencati di seguito.

Nodo Hardware Dettagli

Blocco Sistema storage Un array storage 2U all-NVMe ad alte performance progettato per i carichi di
NetApp EF600 lavoro esigenti.

File Server Lenovo Un server 2U a due socket con PCle 5,0, due processori AMD EPYC 9124.
ThinkSystem SR665 Per ulteriori informazioni su Lenovo SR665 V3, vedere "Il sito Web di
V3 Lenovo".
Server Lenovo Un server 2U a due socket con PCle 4,0, due processori AMD EPYC 7003.

ThinkSystem SR665 Per ulteriori informazioni su Lenovo SR665, vedere "Il sito Web di Lenovo".

Progettazione hardware verificata

I building block della soluzione (mostrati nella figura seguente) utilizzano i server dei nodi di file verificati per il
livello di file BeeGFS e due sistemi storage EF600 come livello di blocchi.

InfiniBand Network
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https://www.netapp.com/blog/high-availability-beegfs/
https://lenovopress.lenovo.com/lp1608-thinksystem-sr665-v3-server
https://lenovopress.lenovo.com/lp1608-thinksystem-sr665-v3-server
https://lenovopress.lenovo.com/lp1269-thinksystem-sr665-server

La soluzione BeeGFS su NetApp viene eseguita in tutti gli elementi di base dell’implementazione. Il primo
building block implementato deve eseguire i servizi di gestione, metadati e storage di BeeGFS (noto come
building block di base). Tutti i building block successivi possono essere configurati con il software per
estendere metadati e servizi di storage o per fornire esclusivamente servizi storage. Questo approccio
modulare consente di scalare il file system in base alle esigenze di un carico di lavoro utilizzando al tempo
stesso le stesse piattaforme hardware sottostanti e il design a building block.

E possibile implementare fino a cinque elementi di base per formare un cluster Linux ha autonomo. Cid
ottimizza la gestione delle risorse con pacemaker e mantiene una sincronizzazione efficiente con Corosync.
Uno o piu cluster ha BeeGFS standalone vengono combinati in modo da creare un file system BeeGFS
accessibile ai client come namespace singolo di storage. Sul lato hardware, un singolo rack 42U puo ospitare
fino a cinque building block, insieme a due switch InfiniBand 1U GB per la rete storage/dati. Per una
rappresentazione visiva, vedere la figura riportata di seguito.

Per stabilire il quorum nel cluster di failover sono necessari almeno due building block. Un

@ cluster a due nodi presenta limitazioni che potrebbero impedire il corretto funzionamento del
failover. E possibile configurare un cluster a due nodi incorporando un terzo dispositivo come
tiebreaker; tuttavia, questa documentazione non lo descrive.
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Ansible

BeeGFS su NetApp viene fornito e implementato utilizzando I'automazione Ansible, che € ospitata su GitHub e
Ansible Galaxy (la raccolta BeeGFS & disponibile presso "Ansible Galaxy" e. "GitHub e-Series di NetApp").
Sebbene Ansible sia testato principalmente con I'hardware utilizzato per assemblare i blocchi di base BeeGFS,
€ possibile configurarlo per I'esecuzione su qualsiasi server basato su x86 utilizzando una distribuzione Linux
supportata.

Per ulteriori informazioni, vedere "Implementazione di BeeGFS con storage e-Series".

Requisiti tecnici

Per implementare la soluzione BeeGFS su NetApp, accertatevi che 'ambiente soddisfi i
requisiti tecnologici descritti nel presente documento.


https://galaxy.ansible.com/netapp_eseries/beegfs
https://github.com/netappeseries/beegfs/
https://www.netapp.com/blog/deploying-beegfs-eseries/

Requisiti hardware

Prima di iniziare, assicurarsi che 'hardware soddisfi le seguenti specifiche per una singola progettazione di
building block di seconda generazione della soluzione BeeGFS su NetApp. | componenti esatti per una
particolare implementazione possono variare in base alle esigenze del cliente.

Quantita Componente Requisiti
hardware
2 Nodi di file BeeGFS Ciascun nodo file deve soddisfare o superare le specifiche dei nodi file

consigliati per raggiungere le prestazioni previste.
Opzioni del nodo file consigliate:

* Lenovo ThinkSystem SR665 V3

> Processori: 2x AMD EPYC 9124 16C 3,0 GHz (configurato come
due zone NUMA).

o Memoria: 256GB GB (16x 16GB TruDDR5 4800MHz RDIMM-A)

o Espansione PCle: quattro slot PCle Gen5 x16 (due per zona
NUMA)

o Varie:

= Due unita in RAID 1 per il sistema operativo (SATAda 1TB 7,2K
TB o superiore)

= Porta 1GbE per la gestione del sistema operativo in banda

= 1GbE BMC con API Redfish per la gestione fuori banda dei
server

= Doppi alimentatori hot swap e ventole ad alte prestazioni

2 Nodi a blocchi E- Memoria: 256GB GB (128GB GB per controller). Adattatore: 200GB/HDR
Series (array EF600) a 2 porte (NVMe/IB). Unita: configurate in base ai metadati e alla capacita
di archiviazione desiderati.

8 Adattatori schede Gli adattatori della scheda host possono variare in base al modello di server
host InfiniBand (per del nodo file. | consigli per i nodi file verificati includono:
nodi file).

* Lenovo ThinkSystem SR665 V3 Server:

o MCX755106AS-HEAT ConnectX-7, NDR200, QSFP112, 2 porte,
PCle Gen5 x16, adattatore InfiniBand

1 Switch della rete di Lo switch della rete storage deve essere in grado di raggiungere velocita
storage InfiniBand da 200GB GB/s. | modelli di interruttori consigliati includono:

* NVIDIA QM9700 Quantum 2 NDR InfiniBand switch
* NVIDIA MQM8700 Quantum HDR InfiniBand switch

Requisiti di cablaggio

Connessioni dirette dai nodi di blocco ai nodi di file.

10



Quantita Codice ricambio

Lunghezza

8 MCP1650-H001E30 (cavo in rame passivo NVIDIA, QSFP56, 200GB/s) 1m

Connessioni dai nodi di file allo switch della rete di archiviazione. Selezionare 'opzione di cavo
appropriata dalla tabella seguente in base allo switch storage InfiniBand. + la lunghezza del cavo consigliata &
di 2m m; tuttavia, pud variare a seconda dell’ambiente del cliente.

Modello di switch Tipo di cavo Quantita Codice ricambio

NVIDIA QM9700 Fibra attiva 2
(inclusi i
ricetrasmettitori

)

Rame passivo 2

NVIDIAMQM8700  Fibra attiva 8

Rame passivo 8

Requisiti software e firmware

MMA4Z00-NS (multimodale, IB/ETH, 800GB GB/s 2x400
GB/s a due porte OSFP)

MFP7E20-Nxxx (cavo in fibra splitter multimodale da 4
canali a due a 2 canali)

MMA1Z00-NS400 (multimodale, IB/ETH, QSFP-112 a una
porta da 400GB GB/s)

MCP7Y40-N002 (cavo splitter in rame passivo NVIDIA, da
InfiniBand 800GB GB/s a 4x 200GB GB/s, da OSFP a 4x
QSFP112)

MFS1S00-HOO3E (cavo NVIDIA in fibra attiva, InfiniBand
200GB GB/s, QSFP56 m)

MCP1650-H002E26 (cavo in rame passivo NVIDIA,
InfiniBand 200GB GB/s, QSFP56 m)

Per garantire prestazioni e affidabilita prevedibili, le versioni della soluzione BeeGFS on NetApp vengono
testate con versioni specifiche dei componenti software e firmware. Queste versioni sono necessarie per

implementazione della soluzione.

Requisiti del nodo del file

Software Versione

Red Hat Enterprise  Server RHEL 9.4 fisico con elevata disponibilita (2 socket). Nota: i nodi file richiedono

Linux (RHEL) un abbonamento valido a Red Hat Enterprise Linux Server e il componente aggiuntivo
Red Hat Enterprise Linux High Availability.

Kernel Linux 5.14.0-427.42.1.el9_4.x86_64

Firmware HCA Firmware ConnectX-7 HCA FW: 28.45.1200 + PXE: 3.7.0500 + UEFI: 14.38.0016

ConnectX-6 HCA firmware FW: 20.43.2566 + PXE: 3.7.0500 + UEFI: 14.37.0013

Requisiti dei nodi a blocchi EF600

Software Versione

Sistema operativo 11.90R3
SANTtricity

NVSRAM N6000-890834-D02.dIp

11



Software Versione

Firmware del disco  Piu recente disponibile per i modelli di unita in uso. Consultare la "Sito del firmware del
disco E-Series".
Requisiti di implementazione del software

La seguente tabella elenca i requisiti software implementati automaticamente nell’ambito dellimplementazione
di Ansible-Based BeeGFS.

Software Versione
BeeGFS 7.4.6
Corosync 3.1.8-1
Pacemaker 2.1.7-5,2
PCS 0.11.7-2

Agenti di recinzione 4.10.0-62
(scorfano rosso/apc)

Driver MLNX_OFED_LINUX-23,10-3,2.2,1-LTS
InfiniBand/RDMA

Requisiti dei nodi di controllo Ansible

La soluzione BeeGFS su NetApp viene implementata e gestita da un nodo di controllo Ansible. Per ulteriori
informazioni, consultare "Documentazione Ansible".

| requisiti software elencati nelle tabelle seguenti sono specifici della versione della raccolta NetApp BeeGFS
Ansible elencata di seguito.

Software Versione

Ansible 10.x

Ansible-core >=213.0

Python 3,10

Pacchetti Python aggiuntivi Encryption-43,0.0, netaddr-1,3.0, ipaddr-2.2.0
Raccolta Ansible BeeGFS 3.2.0

NetApp E-Series

Esaminare la progettazione della soluzione

Panoramica del design

Per supportare la soluzione BeeGFS su NetApp, che combina il file system parallelo
BeeGFS con i sistemi storage NetApp EF600, sono necessarie apparecchiature, cablaggi
e configurazioni specifiche.

Scopri di piu:

12


https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware
https://mysupport.netapp.com/site/downloads/firmware/e-series-disk-firmware
https://docs.ansible.com/ansible/latest/network/getting_started/basic_concepts.html

* "Configurazione dell’hardware"
 "Configurazione del software"

« "Verifica del progetto"

* "Linee guida per il dimensionamento”

* "Tuning delle performance"
Architetture derivate con variazioni di design e performance:

+ "Building Block ad alta capacita”

Configurazione dell’hardware

La configurazione hardware per BeeGFS su NetApp include nodi di file e cablaggio di
rete.

Configurazione del nodo del file

| file node hanno due socket CPU configurati come zone NUMA separate, che includono I'accesso locale a un
numero uguale di slot PCle e memoria.

Gli adattatori InfiniBand devono essere inseriti nei riser o negli slot PCI appropriati, in modo da bilanciare il
carico di lavoro sulle corsie PCle e sui canali di memoria disponibili. Il carico di lavoro viene bilanciato isolando
completamente il lavoro per i singoli servizi BeeGFS in un nodo NUMA specifico. L'obiettivo & quello di
ottenere performance simili da ogni nodo di file come se si trattasse di due server a socket singolo
indipendenti.

La figura seguente mostra la configurazione NUMA del nodo del file.

Intersocket

Riser 1: PCI 5.0 x32 Riser 2: PCI 5.0 32

©
£
8

Siot 1 (x16)
Siot 2 (x16)
Siot 3 [x16)

NUMA Node 0 NUMA Node 1

| processi BeeGFS vengono bloccati in una particolare zona NUMA per garantire che le interfacce utilizzate si
trovino nella stessa zona. Questa configurazione evita la necessita di un accesso remoto sulla connessione tra
socket. La connessione tra socket & talvolta nota come collegamento QPI o GMI2; anche nelle moderne
architetture di processore, puo essere un collo di bottiglia quando si utilizza una rete ad alta velocita come
HDR InfiniBand.
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Configurazione del cablaggio di rete

All'interno di un building block, ogni nodo di file & connesso a due nodi a blocchi utilizzando un totale di quattro
connessioni InfiniBand ridondanti. Inoltre, ciascun nodo di file dispone di quattro connessioni ridondanti alla
rete di storage InfiniBand.

Nella figura seguente, notare che:
* Tutte le porte dei nodi di file delineate in verde vengono utilizzate per la connessione al fabric di storage;

tutte le altre porte dei nodi di file sono le connessioni dirette ai nodi di blocco.

* Due porte InfiniBand in una zona NUMA specifica si collegano ai controller A e B dello stesso nodo a
blocchi.

* Le porte nel nodo NUMA 0 si connettono sempre al primo nodo a blocchi.

* Le porte nel nodo NUMA 1 si connettono al secondo nodo a blocchi.

NUMA Node 0 NUMA Node 1 NUMA Node O NUMA Node 1
File Nodes: RN i1 2a] iz a0 ] o
\\

Controller A: 2:W4:8 Controller B: --

Block Nodes: HA F‘:lR

Controller A: :SB4: 8 Controller B: --

E HA PAIR

Quando si utilizzano cavi splitter per collegare lo switch di archiviazione ai nodi file, un cavo
deve diramarsi e connettersi alle porte indicate in verde chiaro. Un altro cavo dovrebbe

@ diramarsi e collegarsi alle porte delineate in verde scuro. Inoltre, per le reti di storage con switch
ridondanti, le porte indicate in verde chiaro devono essere collegate a uno switch, mentre le
porte in verde scuro devono essere collegate a un altro switch.

La configurazione del cablaggio illustrata nella figura consente a ciascun servizio BeeGFS di:

* Viene eseguito nella stessa zona NUMA indipendentemente dal nodo del file che esegue il servizio
BeeGFS.

« Disporre di percorsi secondari ottimali per la rete di storage front-end e per i nodi a blocchi back-end,
indipendentemente da dove si verifica un guasto.

* Ridurre al minimo gli effetti delle performance se un nodo di file o un controller in un nodo a blocchi
richiede manutenzione.

Cablaggio per sfruttare la larghezza di banda

Per sfruttare l'intera larghezza di banda bidirezionale PCle, assicurarsi che una porta di ciascun adattatore
InfiniBand si colleghi al fabric di storage e I'altra porta si colleghi a un nodo a blocchi.

La figura seguente mostra il design del cablaggio utilizzato per sfruttare l'intera larghezza di banda
bidirezionale PCle.
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Write to Write from Read from Read to
E-Series Array. BeeGFS client. E-Series Array. BeeGFS client.

BeeGFS BeeGFS
Storage Storage
Service 1 Service 2

NUMA Node 0

Per ogni servizio BeeGFS, utilizzare lo stesso adattatore per connettere la porta preferita utilizzata per il
traffico client con il percorso al controller dei nodi a blocchi che ¢ il principale proprietario di tali volumi di
servizi. Per ulteriori informazioni, vedere "Configurazione del software".

Configurazione del software

La configurazione software per BeeGFS su NetApp include componenti di rete BeeGFS,
nodi a blocchi EF600, nodi di file BeeGFS, gruppi di risorse e servizi BeeGFS.

Configurazione di rete BeeGFS

La configurazione di rete di BeeGFS & costituita dai seguenti componenti.
« IP mobili gli IP mobili sono un tipo di indirizzo IP virtuale che pud essere instradato dinamicamente a
qualsiasi server della stessa rete. Piu server possono avere lo stesso indirizzo IP mobile, ma possono
essere attivi solo su un server alla volta.

Ciascun servizio del server BeeGFS dispone di un proprio indirizzo IP che puo spostarsi tra i nodi di file in
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base alla posizione di esecuzione del servizio del server BeeGFS. Questa configurazione IP mobile
consente a ciascun servizio di eseguire il failover in modo indipendente sull’altro nodo di file. Il client deve
semplicemente conoscere I'indirizzo IP di un particolare servizio BeeGFS; non deve sapere quale nodo di
file sta eseguendo quel servizio.

Configurazione multi-homing del server BeeGFS per aumentare la densita della soluzione, ciascun
nodo di file dispone di piu interfacce di storage con IP configurati nella stessa subnet IP.

E necessaria un’ulteriore configurazione per garantire che questa configurazione funzioni come previsto
con lo stack di rete Linux, perché per impostazione predefinita, le richieste a un’interfaccia possono essere
risposte su un’interfaccia diversa se i relativi IP si trovano nella stessa subnet. Oltre ad altri inconvenienti,
questo comportamento predefinito rende impossibile stabilire 0 mantenere correttamente le connessioni
RDMA.

L'implementazione basata su Ansible gestisce il rafforzamento del comportamento del percorso inverso
(RP) e del protocollo di risoluzione degli indirizzi (ARP), oltre a garantire che quando gli IP mobili vengono
avviati e arrestati; i corrispondenti percorsi e le regole IP vengono creati dinamicamente per consentire alla
configurazione di rete multihomed di funzionare correttamente.

La configurazione multi-rail del client BeeGFS Multi-rail si riferisce alla capacita di un’applicazione di
utilizzare piu connessioni di rete indipendenti, o "rails", per aumentare le prestazioni.

BeeGFS implementa il supporto multi-rail per consentire I'utilizzo di piu interfacce IB in una singola subnet
IPoIB. Questa funzionalita consente di abilitare funzioni come il bilanciamento dinamico del carico sulle
schede di rete RDMA, ottimizzando I'utilizzo delle risorse di rete. Si integra anche con NVIDIA GPUDirect
Storage (GDS), che offre una maggiore larghezza di banda del sistema e riduce la latenza e I'utilizzo sulla
CPU del client.

Questa documentazione fornisce istruzioni per le configurazioni di singole subnet IPolB. Sono supportate
configurazioni di subnet IPoIB doppie, ma non offrono gli stessi vantaggi delle configurazioni di subnet
singola.

La figura seguente mostra il bilanciamento del traffico tra piu interfacce client BeeGFS.



Interface BeeGFS

Priority Services
Storage Service 1

i1b, i2b

: I Metadata Service 1
Storage Service 2

i2b, i1b

: I Metadata Service 2

NUMA Node 0
BeeGFS File Node ila i1b |i2a|i2b

BeeGFS Client

Poiché ogni file in BeeGFS viene in genere sottoposto a striping su piu servizi di storage, la configurazione
multi-rail consente al client di ottenere un throughput superiore a quello possibile con una singola porta
InfiniBand. Ad esempio, il seguente esempio di codice mostra una configurazione di striping comune dei file
che consente al client di bilanciare il traffico tra entrambe le interfacce:

=+
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root@beegfs0l:/mnt/beegfs# beegfs-ctl --getentryinfo myfile
Entry type: file
EntryID: 11D-624759A9-65
Metadata node: meta 01 tgt 0101 [ID: 101]
Stripe pattern details:
+ Type: RAIDO
+ Chunksize: 1M
+ Number of storage targets: desired: 4; actual: 4
+ Storage targets:

+ 101 @ stor 01 tgt 0101 [ID: 101]
+ 102 @ stor 01 tgt 0101 [ID: 101]
+ 201 @ stor 02 tgt 0201 [ID: 201]
+ 202 @ stor 02 tgt 0201 [ID: 201]

Configurazione del nodo a blocchi EF600

I nodi a blocchi sono costituiti da due controller RAID attivi/attivi con accesso condiviso allo stesso set di
dischi. In genere, ciascun controller possiede la meta dei volumi configurati sul sistema, ma puo sostituire
I'altro controller in base alle necessita.

Il software multipathing sui nodi di file determina il percorso attivo e ottimizzato per ciascun volume e si sposta
automaticamente sul percorso alternativo in caso di guasto di un cavo, di un adattatore o di un controller.

Il seguente diagramma mostra il layout del controller nei nodi a blocchi EF600.

A

- Controller A
‘ e Controller B

Per facilitare la soluzione ha con disco condiviso, i volumi vengono mappati su entrambi i nodi di file in modo
che possano assumere il controllo reciproco in base alle necessita. |l seguente diagramma mostra un esempio
di configurazione del servizio BeeGFS e della proprieta del volume preferita per ottenere le massime
prestazioni. L'interfaccia a sinistra di ciascun servizio BeeGFS indica I'interfaccia preferita che i client e gli altri
servizi utilizzano per contattarlo.

8
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BeeGFS Services Preferred on File Node 1 BeeGFS Services Preferred on File Node 2

\ i1b Storage Service 1 ‘ l i3b Storage Service 3 ‘ | i1b Storage Service 5 ‘ | i3b Storage Service 7 ‘

Metadata Service 1 Metadata Service 3 Metadata Service 5 Metadata Service 7

i2b Storage Service 2 iab Storage Service 4 i2b Storage Service 6 iab Storage Service 8
Metadata Service 2 Metadata Service 4 Metadata Service 6 Metadata Service 8

NUMA Node 0 NUMA Node 1 NUMA Node 0 NUMA Node 1

mm i8a i3b ida|idb |

File Nodes: | " EBI3 - m i3a i3b ida m

Controller A: P:S1:8 Controller B: | 0| ~=] Controller A: L\

Block Nodes: HA Pt:lR

Volumes preferred on Volumes preferred on
Controller A Controller B

»1:8 Controller B: | ~:\| ~=)

HA PAIR

— .

Volumes preferred on Volumes preferred on
Controller A Controller B

Storage storage_tgt_101 Storage storage_tgt 201
Targets storage tgt 102 Targets storage tgt 202

Storage storage_tgt 301 Storage storage_tgt 401
Targets storage tgt 302 Targets storage tgt 402

Metadata

Metadata Metadata
Targets metadata_03

Targets Targets

metadata_01 Mrgg:?;a metadata_02

metadata_04

Volumes preferred on  Volumes preferred on
Controller A Controller B

Volumes preferred on  Volumes preferred on
Controller A Controller B

Storage storage tgt 501 Storage storage tgt 601
Targets storage_tgt 502 Targets storage_tgt 602

Metadata \otaqata_05 Metadata or20ata_06
Targets Targets

Storage storage_tgt 701 Storage storage tgt 801
Targets  storage_tgt 702 Targets storage_tgt 802

Metadata \otaqata_07 Metadata craqata_os
Targets Targets

Nell’esempio precedente, client e servizi server preferiscono comunicare con il servizio di storage 1 utilizzando
l'interfaccia i1b. Il servizio di storage 1 utilizza l'interfaccia i1a come percorso preferito per comunicare con i
suoi volumi (storage_tgt 101, 102) sul controller A del primo nodo a blocchi. Questa configurazione utilizza
l'intera larghezza di banda PCle bidirezionale disponibile per I'adattatore InfiniBand e ottiene prestazioni
migliori da un adattatore HDR InfiniBand a due porte rispetto a quanto sarebbe altrimenti possibile con PCle
4.0.

Configurazione del nodo del file BeeGFS

I nodi di file BeeGFS sono configurati in un cluster ad alta disponibilita (ha) per facilitare il failover dei servizi
BeeGFS tra piu nodi di file.

La progettazione del cluster ha si basa su due progetti Linux ha ampiamente utilizzati: Corosync per
'appartenenza al cluster e Pacemaker per la gestione delle risorse del cluster. Per ulteriori informazioni,
vedere "Training Red Hat per add-on ad alta disponibilita".

NetApp ha creato ed esteso diversi agenti di risorse OCF (Open Cluster Framework) per consentire al cluster
di avviare e monitorare in modo intelligente le risorse BeeGFS.

Cluster BeeGFS ha
In genere, quando si avvia un servizio BeeGFS (con o senza ha), &€ necessario disporre di alcune risorse:

* Indirizzi IP raggiungibili dal servizio, generalmente configurati da Network Manager.

* File system sottostanti utilizzati come destinazione per BeeGFS per I'archiviazione dei dati.

Questi sono in genere definiti in /etc/fstab E montato da Systemd.
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https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/9/html/configuring_and_managing_high_availability_clusters/assembly_overview-of-high-availability-configuring-and-managing-high-availability-clusters

* Un servizio Systemd responsabile dell’avvio dei processi BeeGFS quando le altre risorse sono pronte.

Senza software aggiuntivo, queste risorse vengono avviate solo su un singolo nodo di file. Pertanto, se il
nodo del file non ¢ in linea, una parte del file system BeeGFS non & accessibile.

Dato che piu nodi possono avviare ciascun servizio BeeGFS, Pacemaker deve assicurarsi che ogni servizio e
le risorse dipendenti siano in esecuzione su un solo nodo alla volta. Ad esempio, se due nodi tentano di
avviare lo stesso servizio BeeGFS, esiste il rischio di danneggiamento dei dati se entrambi tentano di scrivere
negli stessi file sulla destinazione sottostante. Per evitare questo scenario, Pacemaker si affida a Corosync per
mantenere in modo affidabile lo stato del cluster complessivo in sincronia tra tutti i nodi e stabilire il quorum.

Se si verifica un errore nel cluster, Pacemaker reagisce e riavvia le risorse BeeGFS su un altro nodo. In alcuni
scenari, Pacemaker potrebbe non essere in grado di comunicare con il nodo guasto originale per confermare
che le risorse sono state interrotte. Per verificare che il nodo sia inattivo prima di riavviare le risorse BeeGFS
altrove, Pacemaker interrompe il nodo difettoso, idealmente rimuovendo I'alimentazione.

Sono disponibili molti agenti di scherma open-source che consentono a Pacemaker di recinzione di un nodo
con un’unita di distribuzione dell’alimentazione (PDU) o utilizzando il server Baseboard Management Controller
(BMC) con API come Redfish.

Quando BeeGFS viene eseguito in un cluster ha, tutti i servizi BeeGFS e le risorse sottostanti vengono gestiti
da Pacemaker in gruppi di risorse. Ogni servizio BeeGFS e le risorse da cui dipende sono configurati in un
gruppo dirisorse, che garantisce che le risorse vengano avviate e interrotte nell’ordine corretto e collocate
sullo stesso nodo.

Per ciascun gruppo di risorse BeeGFS, Pacemaker esegue una risorsa di monitoraggio BeeGFS
personalizzata responsabile del rilevamento delle condizioni di guasto e dell’attivazione intelligente dei failover
quando un servizio BeeGFS non & piu accessibile su un nodo specifico.

La figura seguente mostra i servizi e le dipendenze BeeGFS controllati da pacemaker.
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File System Mount(s)

Monitoring IP Address(es)

Systemd Service

Corosync

File Node File Node File Node File Node

Per avviare piu servizi BeeGFS dello stesso tipo sullo stesso nodo, Pacemaker & configurato
per avviare i servizi BeeGFS utilizzando il metodo di configurazione Multi Mode. Per ulteriori
informazioni, consultare "Documentazione BeeGFS su Multi Mode".

Poiché i servizi BeeGFS devono essere in grado di avviarsi su piu nodi, il file di configurazione per ciascun
servizio (normalmente situato in /etc/beegfs) Viene memorizzato in uno dei volumi e-Series utilizzati come
destinazione BeeGFS per quel servizio. In questo modo, la configurazione e i dati di un particolare servizio
BeeGFS sono accessibili a tutti i nodi che potrebbero aver bisogno di eseguire il servizio.
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https://doc.beegfs.io/latest/advanced_topics/multimode.html

# tree stor 01 tgt 0101/ -L 2
stor 01 tgt 0101/

F—— data
F—— benchmark

buddymir
chunks
format.conf
lock.pid
nodelID
nodeNumID
originalNodeID
targetID
targetNumID

[TTTTTTTIT

L

9]

torage config
beegfs-storage.conf
connInterfacesFile.conf

1T

connNetFilterFile.conf

Verifica del progetto

La progettazione di seconda generazione per la soluzione BeeGFS su NetApp ¢ stata
verificata utilizzando tre profili di configurazione a blocchi.

| profili di configurazione includono quanto segue:

+ Un singolo building block di base, che include gestione BeeGFS, metadati e servizi di storage.
* Metadati BeeGFS piu un building block per lo storage.
* Un building block BeeGFS solo per lo storage.

I building block erano collegati a due switch NVIDIA Quantum InfiniBand (MQM8700). Dieci client BeeGFS
sono stati collegati anche agli switch InfiniBand e utilizzati per eseguire utility di benchmark sintetiche.

La figura seguente mostra la configurazione BeeGFS utilizzata per validare la soluzione BeeGFS su NetApp.
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— InfiniBand Storage Network
(BeeGFS Client/Server Traffic)

BeeGFS Management,
Metadata, and Storage
L Building Block

BeeGFS CPU Clients < i = =4 BeeGFS Metadata, and

HA PAIR
-

HA PAIR
-

(used for validation) E2 wapare Storage Building Block
HA F;IR
e BeeGFS Storage Only
£2 wa pare Building Block

BeeGFS GPU Client —— 1 HAi,SnR

(used for validation)

Striping del file BeeGFS

Un vantaggio dei file system paralleli € la capacita di eseguire lo striping di singoli file su piu destinazioni di
storage, che potrebbero rappresentare volumi sullo stesso sistema di storage sottostante o su sistemi di
storage diversi.

In BeeGFS, € possibile configurare lo striping per directory e per file per controllare il numero di destinazioni
utilizzate per ogni file e per controllare la dimensione del blocco (o dimensione del blocco) utilizzata per ogni
stripe di file. Questa configurazione consente al file system di supportare diversi tipi di carichi di lavoro e profili
i/o senza dover riconfigurare o riavviare i servizi. E possibile applicare le impostazioni di stripe utilizzando
beegfs-ctl Tool della riga di comando o con applicazioni che utilizzano I'API di striping. Per ulteriori
informazioni, consultare la documentazione di BeeGFS per "Striping" e. "API di striping".

Per ottenere le migliori prestazioni, i modelli di stripe sono stati regolati durante I'intero test e vengono annotati
i parametri utilizzati per ciascun test.

Test della larghezza di banda IOR: Client multipli

| test della larghezza di banda IOR hanno utilizzato OpenMPI per eseguire lavori paralleli dello strumento IOR
(Synthetic i/o Generator Tool), disponibile presso "HPC GitHub") Su tutti i 10 nodi client a uno o piu blocchi di
base BeeGFS. Se non diversamente specificato:

* Tutti i test utilizzavano I'i/o diretto con una dimensione di trasferimento di 1 MiB.
* Lo striping dei file BeeGFS & stato impostato su una dimensione di blocco di 1 MB e su una destinazione
per file.

| seguenti parametri sono stati utilizzati per IOR con il conteggio dei segmenti regolato per mantenere la
dimensione del file aggregato a 5TiB per un building block e 40TiB per tre building block.

mpirun --allow-run-as-root --mca btl tcp -np 48 -map-by node -hostfile
10xnodes ior -b 1024k --posix.odirect -e -t 1024k -s 54613 -z -C -F -E -k

Un building block di base BeeGFS (gestione, metadati e storage)

La figura seguente mostra i risultati del test IOR con un singolo building block di base BeeGFS (gestione,
metadati e storage).

23
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B READ - Direct-l0 - sequential
B WRITE - Direct-10 - sequential

70.00 GiB/s
60.00 GiB/s
50.00 GiB/s
40.00 GiB/s
30.00 GiB/s
20.00 GiB/s
10.00 GiB/s

0.00 GiB/s

10 x Clients

.. L

16 processes 48 processes 160 processes
1MiB
Mgt+Meta+Storage
17.55 GiB/s 40.75 GiB/s 63.61 GiB/s
15.10 GiB/s 18.55 GiB/s 2141 GiB/s

Metadati BeeGFS + building block dello storage
La figura seguente mostra i risultati del test IOR con un singolo metadata BeeGFS + building block dello

storage.

B READ - Direct-l0 - sequential
B WRITE - Direct-10 - sequential

70,00 GiB/s
60.00 GiB/s
50.00 GiB/s
40.00 GiB/s
30.00 GiB/s
20.00 GiB/s
10.00 GiB/s

0.00 GiB/s

10 x Clients
16 processes 48 processes 160 processes
1MiB
Meta+Storage
16.99 GiB/s 39.23 GiB/s 62.92 GiB/s
15.02 GiB/s 18.51 GiB/s 21.12 GiB/s

Building block BeeGFS solo per lo storage

La figura seguente mostra i risultati del test IOR con un singolo building block BeeGFS solo per lo storage.

B READ - Direct-l0 - sequential
B WRITE - Direct-10 - sequential

70.00 GiB/s
60.00 GiB/s
50.00 GiB/s
40.00 GiB/s
30.00 GiB/s
20.00 GiB/s
10.00 GiB/s

0.00 GiB/s

10 x Clients
16 processes 48 processes 160 processes
1 MiB
Storage Only
1732 GiB/s 41.35 GiB/s 65.74 GiB/s
15.02 GiB/s 18.59 GiB/s 21.07 GiB/s

Tre blocchi di base BeeGFS
La figura seguente mostra i risultati del test IOR con tre blocchi di base BeeGFS.
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10 x Clients

250.00 GiB/s
200.00 GiB/s
150.00 GiB/s
100.00 GiB/s
- -

0.00 GiB/s

48 processes 160 processes 480 processes 960 processes

1MiB
3x Building Blocks 7.2.6
B READ - Direct-10 - sequential 50.93 GiB/s 128.79 GiB/s 191.47 GiB/s 211.00 GiB/s
® WRITE - Direct-10 - sequential 45.04 GiB/s 57.12 GiB/s 63.79 GiB/s 65.92 GiB/s

Come previsto, la differenza di performance tra il building block di base e i successivi metadati + building block
di storage ¢ trascurabile. Il confronto tra i metadati e il building block di storage e un building block di solo
storage mostra un leggero aumento delle performance di lettura dovuto ai dischi aggiuntivi utilizzati come
target di storage. Tuttavia, non vi & alcuna differenza significativa nelle prestazioni di scrittura. Per ottenere
performance piu elevate, & possibile aggiungere piu elementi di base insieme per scalare le performance in
modo lineare.

Test della larghezza di banda IOR: Singolo client

Il test della larghezza di banda IOR ha utilizzato OpenMPI per eseguire piu processi IOR utilizzando un singolo
server GPU dalle performance elevate per esplorare le performance ottenibili da un singolo client.

Questo test confronta anche il comportamento di rilettura e le performance di BeeGFS quando il client &
configurato per utilizzare la paging-cache del kernel Linux (tuneFileCacheType = native) rispetto al
valore predefinito buf fered impostazione.

La modalita di caching nativa utilizza la paging-cache del kernel Linux sul client, consentendo alle operazioni di
rilettura di provenire dalla memoria locale invece di essere ritrasmesse sulla rete.

Il diagramma seguente mostra i risultati del test IOR con tre blocchi di base BeeGFS e un singolo client.

1x HGX Client - IOR Buffered 10 w/ 960GIB Aggregate filesize

350.00 GiB/s
300.00 Gig/s
250.00 GiB/fs
200.00 GiB/s
150.00 Gig/s
100.00 Gig/s
50.00 Gififs
0.00GI8/s —_— — T N  —
128 Processes 128 Processes
Buffered-10 Buffered-I0
Native Buffered
Beegfs-7.2.6
m sequential - write 4.49 GiBfs 11.94 GiB/s
= sequential - read 20.50GiB/s 31.27 GiB/s
o sequential - reread] 1368.08 GiB/s 31.22 GiB/s
2 sequential - reread2 289.47 GiBfs 31.50 GiB/s
m sequential - reread3 28948 GiBfs 31.50 GiB/fs

(D Lo striping di BeeGFS per questi test € stato impostato su una dimensione del blocco di 1 MB
con otto destinazioni per file.

Sebbene le performance di scrittura e lettura iniziale siano piu elevate utilizzando la modalita buffer predefinita,
per i carichi di lavoro che rileggono gli stessi dati piu volte, la modalita caching nativa offre un significativo
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miglioramento delle performance. Questo miglioramento delle performance di rilettura & importante per i carichi
di lavoro come il deep learning che rileggono lo stesso set di dati piu volte in diverse epoche.

Test delle performance dei metadati

| test delle prestazioni dei metadati hanno utilizzato lo strumento MDTest (incluso come parte di IOR) per
misurare le prestazioni dei metadati di BeeGFS. | test hanno utilizzato OpenMPI per eseguire lavori paralleli su
tutti e dieci i nodi client.

| seguenti parametri sono stati utilizzati per eseguire il test di benchmark con il numero totale di processi
scalati da 10 a 320 in incrementi di 2x e con una dimensione del file di 4k.

mpirun -h 10xnodes -map-by node np S$processes mdtest -e 4k -w 4k -i 3 -T
16 -z 3 -b 8 -u

Le performance dei metadati sono state misurate prima con uno e due metadati + building block di storage per

mostrare come le performance si ridimensionano aggiungendo ulteriori building block.

Un solo metadata BeeGFS + building block di storage

Il seguente diagramma mostra i risultati di MDTest con un solo metadata BeeGFS + blocchi di base dello
storage.

MDte st - 1 x Meta + Storage Building Blocks

B00,0000FS
500,0000PS
400,000 0PS
300,0000F5
200,0000Ps
100,0000PS I I I I
a0Ps e —— e p——y ] ] II — e
Directory creation Directory removal Directory stat File creation Fileread File remova Tree credion Tree removd
1<BB1
m 10 Total Processes 2,435 OP% 2,0630P% 150,7200P% 3,5120P% 51,1320P% 5,E210PS 224987 0P% 262 OPS 2220P%
m 20 Total Processes 3,505 OP5 2,6250P5 246,9950P5 5,3290P5 83,093.0P5 7,6540P5 398,800 0P5 187 OPS 1380P5
m 30 Totsl Processes 4,922 OPS 3,0920P5 425,452 0P5 7,4240P5 107,2760P5 11,305 OPS 437,6880P5 135 0Ps 85 0PS
20 Total Processes 6,561 OP% 3,3360P3 514,3390P3 2,917 0Ps 1243900P3 14,473 OP3 S164650Ps 860PS 45 0P3
m 150 Tots| Processes. 8,193 OPs 2,486 0P5 527,24B0Fs 12,790 OFS 140,5840Ps 18,806 OFS 533,1740Ps S40Ps 230Ps
W 320 Tots| Proceszes 8,451 OPS 3,5860P5 523,6590P5 14,0423 OPS 151,6800P5 19,928 OPS 519,6810PS 270Ps 12 OPS

Due metadati BeeGFS + blocchi di base per lo storage
Il seguente diagramma mostra i risultati di MDTest con due metadati BeeGFS + blocchi di base dello storage.
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MDtest - 2 x Meta + Storage Building Blocks
1,200,000 0PS

1,000,000 OFS

800,0000F5

B00,0000PS

400,0000P5

200,0000Ps I II I
00FS e —— — I T .II ——y 1

Directory creation Directory removal Directory stat File crestion Fileread Filz remova Filz stat Tres cregtion Tres remaovd
2xBB1-2
m 10 Total Processes 2,881 OP5 2,6310P5 1484530P5 3,7830P5 55,7190P5 7,2020P5 252,0050P5 294 0P5 2670P5
m 20 Total Processes 4,502 OPS 3,8500P5 258,3130P5 6,527 0PS 102,0310P5 11,446 OPS 472,6840P5 240 0Ps 196 0PS
m 430 Total Processes 6,665 OP% 5,009 0P 483,6580P3 10,802 0P 191,3910P 17,420 OP3 819,5820Ps 172 OP: 1280Ps
20 Total Processes 9,270 0PS 5,8910Ps 727,9350P5 15,593 OFS 293,6100P5 25,258 OFS 910,754 0P 121 OPS 720Ps
m 150 Tots| Processes. 12,586 OFS 6,368 0F5 857,96B0F5 20,374 0F5 314 1040F5 33,358 OFS 571,3740F5 790Ps 40 0PS
W 320 Tota| Processes. 15,062 OPS 6,600 0PS 513,9000P5 22,757 OP3 337,7840P5 43,184 OPS 926,993 0P 450Ps 200P3

Validazione funzionale
Nell’ambito della convalida di questa architettura, NetApp ha eseguito diversi test funzionali, tra cui:

* Errore di una singola porta InfiniBand client disattivando la porta dello switch.

« Errore di una porta InfiniBand di un singolo server disattivando la porta dello switch.

Attivazione dello spegnimento immediato del server mediante BMC.
* Posizionamento corretto di un nodo in standby e failover del servizio su un altro nodo.
 Posizionamento corretto di un nodo di nuovo online e fallimento dei servizi di back nel nodo originale.

» Spegnere uno degli switch InfiniBand utilizzando la PDU. Tutti i test sono stati eseguiti mentre era in corso

il test di stress con sysSessionChecksEnabled: false Set di parametri sui client BeeGFS. Non sono
stati osservati errori o interruzioni dell’i/O.

Si & verificato un problema noto (vedere "Changelog") Quando le connessioni RDMA
client/server BeeGFS vengono interrompute inaspettatamente, a causa della perdita

@ dell’interfaccia primaria (come definito nella connInterfacesFile) O un server BeeGFS non
funzionante; l'i/o client attivo pud bloccarsi per un massimo di dieci minuti prima della ripresa.
Questo problema non si verifica quando i nodi BeeGFS vengono posizionati correttamente in
standby o non sono in standby per la manutenzione pianificata o se TCP €& in uso.

Convalida NVIDIA DGX SuperPOD e BasePOD

NetApp ha validato una soluzione di storage per NVDIA DGX A100 SuperPOD utilizzando un file system
BeeGFS simile costituito da tre blocchi di base con i metadati e il profilo di configurazione dello storage
applicato. Il lavoro di qualificazione ha comportato il test della soluzione descritta da questo NVA con venti
server GPU DGX A100 che eseguono una varieta di storage, machine learning e benchmark di deep learning.
Sulla base della convalida stabilita con DGX A100 SuperPOD di NVIDIA, la soluzione BeeGFS su NetApp &
stata approvata per i sistemi DGX SuperPOD H100, H200 e B200. Questa estensione si basa sul rispetto dei
benchmark e dei requisiti di sistema precedentemente stabiliti, validati con NVIDIA DGX A100.

Per ulteriori informazioni, vedere "NVIDIA DGX SuperPOD con NetApp" e. "NVIDIA DGX BasePOD".
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Linee guida per il dimensionamento

La soluzione BeeGFS include consigli per il dimensionamento delle performance e della
capacita basati su test di verifica.

L'obiettivo di un’architettura building-block & creare una soluzione semplice da dimensionare aggiungendo piu

building block per soddisfare i requisiti di un particolare sistema BeeGFS. Utilizzando le linee guida riportate di
seguito, € possibile stimare la quantita e i tipi di blocchi di base BeeGFS necessari per soddisfare i requisiti del
proprio ambiente.

Tenere presente che queste stime sono le migliori performance del caso. Le applicazioni di benchmarking
sintetico vengono scritte e utilizzate per ottimizzare I'utilizzo dei file system sottostanti in modi diversi dalle
applicazioni reali.

Dimensionamento delle performance

La seguente tabella fornisce il dimensionamento delle performance consigliato.

Profilo di configurazione 1 MIB letture 1MiB scrive
Metadati + storage 62GiBps 21 GiBps
Solo storage 64 GiBps 21 GiBps

Le stime di dimensionamento della capacita dei metadati si basano sulla "regola generale" secondo cui 500
GB di capacita sono sufficienti per circa 150 milioni di file in BeeGFS. Per ulteriori informazioni, consultare la
documentazione di BeeGFS per "Requisiti di sistema".)

L'utilizzo di funzionalita come gli elenchi di controllo degli accessi e il numero di directory e file per directory
influisce anche sulla velocita di utilizzo dello spazio dei metadati. Le stime della capacita dello storage tengono
conto della capacita utilizzabile del disco insieme all’'overhead di RAID 6 e XFS.

Dimensionamento della capacita per metadati + building block dello storage

La seguente tabella fornisce il dimensionamento della capacita consigliato per i metadati e gli elementi di base
dello storage.

Dimensioni del disco Capacita dei metadati Dimensioni del disco Capacita dello storage
(2+2 RAID 1) gruppi di (numero di file) (8+2 RAID 6) gruppi di (contenuto del file)
volumi di metadati volumi di storage

1,92 TB 1,938,577,200 1,92 TB 51,77 TB

3,84 TB 3,880,388,400 3,84 TB 103,55 TB

7,68 TB 8,125,278,000 7,68 TB 216,74 TB

15,3 TB 17,269,854,000 15,3 TB 460,60 TB

Quando si ridimensionano i metadati e gli elementi di base dello storage, & possibile ridurre i
@ costi utilizzando unita piu piccole per i gruppi di volumi di metadati rispetto ai gruppi di volumi di
storage.
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Dimensionamento della capacita per gli elementi di base solo per lo storage

La seguente tabella fornisce il dimensionamento della capacita a regola d’'uso per gli elementi di base solo per
lo storage.

Dimensioni del disco (10+2 RAID 6) gruppi di Capacita dello storage (contenuto del file)
volumi di storage
1,92 TB 59,89 TB
3,84 TB 119,80 TB
7,68 TB 251,89 TB
15,3 TB 538,55 TB
@ L'overhead di performance e capacita dell'inclusione del servizio di gestione nel building block di
base (primo) & minimo, a meno che non sia attivato il blocco globale dei file.

Tuning delle performance

La soluzione BeeGFS include consigli per I'ottimizzazione delle performance basati su
test di verifica.

Sebbene BeeGFS fornisca performance ragionevoli, NetApp ha sviluppato una serie di parametri di tuning
consigliati per massimizzare le performance. Questi parametri tengono conto delle funzionalita dei nodi a
blocchi e-Series sottostanti e di eventuali requisiti speciali necessari per eseguire BeeGFS in un’architettura ha
a disco condiviso.

Ottimizzazione delle performance per i file node

| parametri di tuning disponibili che € possibile configurare includono:

1. Impostazioni di sistema in UEFI/BIOS dei nodi di file. per massimizzare le prestazioni, si consiglia di
configurare le impostazioni di sistema sul modello di server utilizzato come nodi di file. E possibile
configurare le impostazioni di sistema quando si impostano i nodi di file utilizzando il programma di
configurazione del sistema (UEFI/BIOS) o le API Redfish fornite dal controller di gestione della baseboard
(BMC).

Le impostazioni di sistema variano a seconda del modello di server utilizzato come nodo di file. Le
impostazioni devono essere configurate manualmente in base al modello di server in uso. Per informazioni
su come configurare le impostazioni di sistema per i nodi di file Lenovo SR665 V3 convalidati, vedere
"Ottimizzare le impostazioni del sistema del nodo di file per le performance" .

2. Impostazioni predefinite per i parametri di configurazione richiesti. i parametri di configurazione
richiesti influiscono sulla modalita di configurazione dei servizi BeeGFS e sulla modalita di formattazione e
montaggio dei volumi e-Series (dispositivi a blocchi) da parte di Pacemaker. Questi parametri di
configurazione richiesti includono:

o Parametri di configurazione del servizio BeeGFS
E possibile ignorare le impostazioni predefinite per i parametri di configurazione in base alle esigenze.

Per i parametri che & possibile regolare per carichi di lavoro specifici o casi di utilizzo, vedere la
"Parametri di configurazione del servizio BeeGFS".
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o | parametri di montaggio e formattazione del volume sono impostati sui valori predefiniti consigliati e
devono essere regolati solo in caso di utilizzo avanzato. | valori predefiniti sono i seguenti:

= Ottimizza la formattazione iniziale del volume in base al tipo di destinazione (ad esempio gestione,
metadati o storage), oltre alla configurazione RAID e alle dimensioni dei segmenti del volume
sottostante.

= Regolare il modo in cui pacemaker monta ciascun volume per assicurarsi che le modifiche
vengano immediatamente applicate ai nodi a blocchi e-series. In questo modo si evita la perdita di
dati quando i nodi di file non funzionano con scritture attive in corso.

Per i parametri che € possibile regolare per carichi di lavoro specifici o casi di utilizzo, vedere la
"formattazione dei volumi e parametri di configurazione del montaggio".

3. Impostazioni di sistema nel sistema operativo Linux installato sui nodi dei file. E possibile ignorare le
impostazioni predefinite del sistema operativo Linux quando si crea l'inventario Ansible nel passaggio 4 di
"Creare l'inventario Ansible".

Le impostazioni predefinite sono state utilizzate per validare la soluzione BeeGFS su NetApp, ma &
possibile modificarle per adattarle ai carichi di lavoro o ai casi di utilizzo specifici. Di seguito sono riportati
alcuni esempi delle impostazioni di sistema del sistema operativo Linux che & possibile modificare:

> Code i/o su dispositivi a blocchi e-Series.

E possibile configurare le code i/o sui dispositivi a blocchi e-Series utilizzati come destinazioni BeeGFS
per:

= Regolare I'algoritmo di scheduling in base al tipo di dispositivo (NVMe, HDD e cosi via).
= Aumentare il numero di richieste in sospeso.

= Regolare le dimensioni della richiesta.

= Ottimizza il comportamento di Read ahead.

o Impostazioni della memoria virtuale.

E possibile regolare le impostazioni della memoria virtuale per ottenere performance di streaming
ottimali e costanti.

o Impostazioni della CPU.

E possibile regolare il regolatore di frequenza della CPU e altre configurazioni della CPU per ottenere
le massime prestazioni.

o Dimensione richiesta di lettura.

E possibile aumentare la dimensione massima della richiesta di lettura per gli HCA NVIDIA.

Ottimizzazione delle performance per i nodi a blocchi

In base ai profili di configurazione applicati a un particolare building block BeeGFS, i gruppi di volumi
configurati sui nodi a blocchi cambiano leggermente. Ad esempio, con un nodo a blocchi EF600 a 24 dischi:

* Per il singolo building block di base, inclusi i servizi di gestione, metadati e storage BeeGFS:
> 1 gruppo di volumi RAID 10 2+2 per la gestione di BeeGFS e i servizi di metadati
o 2 gruppi di volumi 8+2 RAID 6 per i servizi di storage BeeGFS
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* Per i metadati BeeGFS + building block di storage:
> 1 gruppo di volumi RAID 10 2+2 per i servizi di metadati BeeGFS
o 2 gruppi di volumi 8+2 RAID 6 per i servizi di storage BeeGFS

* Solo per lo storage BeeGFS building block:
o 2 gruppi di volumi RAID 6 da 10+2 per i servizi di storage BeeGFS

Poiché BeeGFS ha bisogno di una quantita di spazio di storage significativamente inferiore per

@ la gestione e i metadati rispetto allo storage, un’opzione € quella di utilizzare dischi piu piccoli
per i gruppi di volumi RAID 10. | dischi piu piccoli devono essere inseriti negli slot piu esterni.
Per ulteriori informazioni, consultare "istruzioni per 'implementazione".

Questi sono tutti configurati dallimplementazione basata su Ansible, insieme a diverse altre impostazioni
generalmente consigliate per ottimizzare performance/comportamento, tra cui:

* Regolare le dimensioni del blocco della cache globale a 32 KiB e regolare il vampate della cache basato
sulla domanda al 80%.

» Disattivazione del bilanciamento del carico automatico (per garantire che le assegnazioni dei volumi dei
controller rimvengano come previsto).

 Abilitare il caching in lettura e disabilitare il caching Read-ahead.

« Abilitare il caching in scrittura con mirroring e richiedere il backup della batteria, in modo che le cache
persistano in caso di guasto di un controller di nodi a blocchi.

» Specifica dell’'ordine in cui i dischi vengono assegnati ai gruppi di volumi, bilanciando i/o tra i canali di disco
disponibili.

Building block ad alta capacita

Il design della soluzione BeeGFS standard € costruito tenendo in considerazione i carichi
di lavoro dalle performance elevate. | clienti che cercano casi di utilizzo ad alta capacita
devono osservare le variazioni nelle caratteristiche di progettazione e performance qui
delineate.

Configurazione hardware e software

La configurazione hardware e software per I'building block ad alta capacita € standard, ad eccezione del fatto
che i controller EF600 devono essere sostituiti con controller EF300 con un’opzione per il collegamento tra 1 e
7 tray di espansione IOM con 60 unita ciascuno per ciascun array di storage, totale da 2 a 14 vassoi di
espansione per building block.

| clienti che implementano una progettazione di building block ad alta capacita probabilmente utilizzeranno
solo la configurazione di base basata su building block, costituita da servizi di gestione, metadati e storage
BeeGFS per ciascun nodo. Per un’efficienza dei costi, i nodi di storage ad alta capacita devono eseguire |l
provisioning dei volumi di metadati sui dischi NVMe nell’enclosure di controller EF300 e fornire i volumi di
storage ai dischi NL-SAS nei vassoi di espansione.

I

Linee guida per il dimensionamento

Queste linee guida sul dimensionamento presuppongono che gli building block ad alta capacita siano
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configurati con un gruppo di volumi 2+2 NVMe SSD per i metadati nell’enclosure EF300 di base e 6 gruppi di
volumi 8+2 NL-SAS per tray di espansione |IOM per lo storage.

Dimensioni del Capacita per BB (1 Capacita per BB (2 Capacita per BB (3 Capacita per BB (4
disco (HDD con vassoio) tray) tray) tray)

capacita)

4TB 439 TB 878 TB 1317 TB 1756 TB

8 TB 878 TB 1756 TB 2634 TB 3512 TB

10TB 1097 TB 21957TB 3292 TB 4390 TB

12TB 1317 TB 2634 TB 3951 TB 5268 TB

16 TB 1756 TB 3512 TB 5268 TB 7024 TB

18 TB 1975TB 3951 TB 5927 TB 7902 TB

Implementare la soluzione

Panoramica dell’implementazione

BeeGFS su NetApp pud essere implementato su nodi di file e blocchi validati utilizzando
Ansible con il design dei building block BeeGFS di NetApp.

Raccolte e ruoli Ansible

La soluzione BeeGFS su NetApp viene implementata utilizzando Ansible, un noto motore di automazione IT
che automatizza le implementazioni delle applicazioni. Ansible utilizza una serie di file collettivamente noti
come inventario, che modella il file system BeeGFS da implementare.

Ansible consente ad aziende come NetApp di espandere le funzionalita integrate utilizzando le raccolte
disponibili su Ansible Galaxy (vedi "Raccolta NetApp e-Series BeeGFS"). Le raccolte includono moduli che
eseguono funzioni o task specifici (come la creazione di un volume e-Series) e ruoli che possono chiamare piu
moduli e altri ruoli. Questo approccio automatizzato riduce il tempo necessario per implementare il file system
BeeGFS e il cluster ha sottostante. Inoltre, semplifica la manutenzione e I'espansione del cluster e del file
system BeeGFS.

Per ulteriori informazioni, vedere "Scopri di piu sull'inventario Ansible".

@ Poiché I'implementazione della soluzione BeeGFS su NetApp richiede numerosi passaggi,
NetApp non supporta I'implementazione manuale della soluzione.

Profili di configurazione per gli elementi di base BeeGFS

Le procedure di implementazione coprono i seguenti profili di configurazione:

» Un building block di base che include servizi di gestione, metadati e storage.
* Un secondo building block che include metadati e servizi di storage.

* Un terzo building block che include solo i servizi di storage.

Questi profili mostrano l'intera gamma di profili di configurazione consigliati per gli elementi di base di NetApp
BeeGFS. Per ogni implementazione, il numero di building block di metadati e storage o di soli servizi di storage
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puo variare in base ai requisiti di capacita e performance.

Panoramica delle fasi di implementazione
L'implementazione prevede le seguenti attivita di alto livello:

Implementazione dell’hardware

1. Assemblare fisicamente ciascun blocco edificio.

2. Hardware per rack e cavi. Per le procedure dettagliate, vedere "Implementare 'hardware".

Implementazione del software

1. "Impostare i nodi di file e blocchi”.
o Configurare gli IP BMC sui nodi di file
o Installare un sistema operativo supportato e configurare la rete di gestione sui nodi di file
o Configurare gli IP di gestione sui nodi a blocchi

"Impostare un nodo di controllo Ansible".

"Ottimizzare le impostazioni di sistema per le prestazioni".

"Creare l'inventario Ansible".

"Definire I'inventario Ansible per gli elementi di base BeeGFS".

"Implementare BeeGFS utilizzando Ansible".

S L o S

"Configurare i client BeeGFS".

Le procedure di implementazione includono diversi esempi in cui il testo deve essere copiato in
un file. Prestare molta attenzione a tutti i commenti in linea contrassegnati dai caratteri "#" o "//"
per qualsiasi cosa che possa o debba essere modificata per una distribuzione specifica. Ad
esempio:

®

"beegfs ha ntp server pools: # THIS IS AN EXAMPLE OF A COMMENT!
- "pool 0.pool.ntp.org iburst maxsources 3"
- "pool 1.pool.ntp.org iburst maxsources 3"

Architetture derivate con variazioni nelle raccomandazioni di implementazione:

+ "Building Block ad alta capacita”

Scopri di piu sull’inventario Ansible

Prima di iniziare un’implementazione, familiarizza con il modo in cui Ansible & configurato
e utilizzato per implementare la soluzione BeeGFS su NetApp.

L'inventario Ansible & una struttura di directory in cui sono elencati i nodi di file e blocchi per il file system
BeeGFS da implementare. Include host, gruppi e variabili che descrivono il file system BeeGFS desiderato.
L'inventario Ansible deve essere memorizzato nel nodo di controllo Ansible, ossia su qualsiasi macchina con
accesso ai nodi di file e blocchi utilizzati per eseguire il playbook Ansible. Gli inventari dei campioni possono
essere scaricati da "NetApp e-Series BeeGFS GitHub" .
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Moduli e ruoli Ansible

Per applicare la configurazione descritta dall'inventario Ansible, utilizza i vari moduli e ruoli Ansible forniti nella
raccolta Ansible NetApp e-Series (disponibile dal ) che implementano la soluzione end-to- "NetApp e-Series
BeeGFS GitHub"end.

Ogni ruolo nella raccolta NetApp e-Series Ansible & un’implementazione end-to-end completa della soluzione
BeeGFS su NetApp. | ruoli utilizzano le raccolte NetApp e-Series SANtricity, host e BeeGFS che consentono di
configurare il file system BeeGFS con ha (alta disponibilita). E quindi possibile eseguire il provisioning e il
mapping dello storage, assicurandosi che lo storage del cluster sia pronto per I'uso.

Sebbene i ruoli siano corredati da una documentazione approfondita, le procedure di implementazione
descrivono come utilizzare il ruolo per implementare un’architettura verificata di NetApp utilizzando la
progettazione di blocchi di costruzione BeeGFS di seconda generazione.

Anche se le fasi di implementazione tentano di fornire dettagli sufficienti per evitare che
@ I'esperienza precedente con Ansible sia un prerequisito, si dovrebbe avere una certa familiarita
con Ansible e la terminologia correlata.

Layout dell’inventario per un cluster BeeGFS ha

Definire un cluster BeeGFS ha utilizzando la struttura di inventario Ansible.

Chiunque abbia precedente esperienza di Ansible deve essere consapevole del fatto che il ruolo ha BeeGFS
implementa un metodo personalizzato per scoprire quali variabili (o fatti) si applicano a ciascun host. Questo
design semplifica la strutturazione dell'inventario Ansible per descrivere le risorse che possono essere
eseguite su piu server.

Un inventario Ansible generalmente & costituito dai file in host vars e group vars, insieme a un
inventory.yml file che assegna gli host a gruppi specifici (e potenzialmente gruppi ad altri gruppi).

@ Non creare alcun file con il contenuto di questa sottosezione, che € da intendersi solo come
esempio.

Sebbene questa configurazione sia predeterminata in base al profilo di configurazione, & necessario avere una
comprensione generale del modo in cui tutto viene presentato come inventario Ansible, come segue:
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# BeeGFS HA (High Availability) cluster inventory.
all:
children:
# Ansible group representing all block nodes:
eseries storage systems:
hosts:
netappOl:
netapp02:
# Ansible group representing all file nodes:
ha cluster:

children:
meta 0l: # Group representing a metadata service with ID 01.
hosts:
beegfs 01: # This service is preferred on the first file
node.
beegfs 02: # And can failover to the second file node.
meta 02: # Group representing a metadata service with ID 02.
hosts:
beegfs 02: # This service is preferred on the second file
node.

beegfs 01: # And can failover to the first file node.

Per ogni servizio, viene creato un file aggiuntivo in group vars descrizione della configurazione:
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# meta 01 - BeeGFS HA Metadata Resource Group
beegfs ha beegfs meta conf resource group options:
connMetaPortTCP: 8015
connMetaPortUDP: 8015
tuneBindToNumaZone: 0
floating ips:
- ilb: <IP>/<SUBNET_MASK>
- i2b: <IP>/<SUBNET MASK>
# Type of BeeGFS service the HA resource group will manage.
beegfs service: metadata # Choices: management, metadata, storage.
# What block node should be used to create a volume for this service:
beegfs targets:
netappOl:
eseries storage pool configuration:
- name: beegfs ml mZ m5 mb6
raid level: raidl
criteria drive count: 4
common volume configuration:
segment size kb: 128
volumes:
- size: 21.25

owning controller: A

Questo layout consente di definire la configurazione del servizio, della rete e dello storage BeeGFS per
ciascuna risorsa in un’unica posizione. Dietro le quinte, il ruolo BeeGFS aggrega la configurazione necessaria
per ogni nodo di file e blocchi in base a questa struttura di inventario.

L'ID del nodo BeeGFS numerico e stringa per ciascun servizio viene configurato
automaticamente in base al nome del gruppo. Pertanto, oltre al requisito generale Ansible per

@ I'univoci nome di gruppo, i gruppi che rappresentano un servizio BeeGFS devono terminare con
un numero univoco per il tipo di servizio BeeGFS rappresentato dal gruppo. Ad esempio, sono
consentiti meta_01 e stor_01, ma i metadati_01 e meta_01 non lo sono.

Esaminare le Best practice

Seguire le linee guida delle Best practice per 'implementazione della soluzione BeeGFS
su NetApp.

Convenzioni standard

Quando si assembla e crea fisicamente il file di inventario Ansible, attenersi alle seguenti convenzioni standard
(per ulteriori informazioni, vedere "Creare l'inventario Ansible").

* | nomi host dei nodi di file sono numerati in sequenza (h01-HN) con numeri inferiori nella parte superiore
del rack e numeri superiori nella parte inferiore.

Ad esempio, la convenzione di denominazione [location] [row] [rack]hN € simile a: beegfs 01.
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« Ciascun nodo a blocchi & composto da due controller di storage, ciascuno con il proprio nome host.

Il nome di un array di storage viene utilizzato per fare riferimento all'intero sistema di storage a blocchi
come parte di un inventario Ansible. | nomi degli array di storage devono essere numerati in sequenza
(a01 - AN) e i nomi host dei singoli controller derivano da tale convenzione di naming.

Ad esempio, un nodo di blocco denominato ictad22a01 in genere pud avere nomi host configurati per
ogni controller come e , ma in un inventario Ansible come ictad22a0l-a ictad22a0l-b netapp O01.

sono adiacenti 'uno all’altro nel rack con entrambi i nodi di file in cima ed entrambi i nodi di blocco
direttamente sotto di essi.

I nodi di file e blocchi all’interno dello stesso building block condividono lo stesso schema di numerazione e

Ad esempio, nel primo building block, i nodi di file h01 e h02 sono entrambi collegati direttamente ai nodi di

blocco a01 e a02. Dall’alto verso il basso, i nomi host sono h01, h02, a01 e a02.

| building block vengono installati in ordine sequenziale in base ai nomi host, in modo che i nomi host con
numero inferiore si trovino nella parte superiore del rack e i nomi host con numero superiore nella parte
inferiore.

L'obiettivo & ridurre al minimo la lunghezza del cavo che va verso la parte superiore degli switch rack e
definire una pratica di implementazione standard per semplificare la risoluzione dei problemi. Per i
datacenter in cui cid non € consentito a causa di problemi relativi alla stabilita del rack, & certamente
consentito I'inverso, popolando il rack dal basso verso I'alto.

Configurazione della rete storage InfiniBand

Meta delle porte InfiniBand su ciascun nodo di file vengono utilizzate per connettersi direttamente ai nodi di
blocco. L'altra meta € collegata agli switch InfiniBand e viene utilizzata per la connettivita client-server
BeeGFS. Quando si determinano le dimensioni delle subnet IPolB utilizzate per client e server BeeGFS, &
necessario considerare la crescita prevista del cluster di calcolo/GPU e del file system BeeGFS. Se si deve
discostarsi dagli intervalli IP consigliati, tenere presente che ogni connessione diretta in un singolo building
block ha una subnet univoca e non esiste alcuna sovrapposizione con le subnet utilizzate per la connettivita
client-server.

Connessioni dirette

I nodi di file e blocchi all’interno di ciascun building block utilizzano sempre gli IP nella tabella seguente per le
loro connessioni dirette.

@ Questo schema di indirizzamento rispetta la seguente regola: Il terzo ottetto € sempre dispari o
pari, a seconda che il nodo del file sia dispari o pari.

Nodo del file PortaIB Indirizzo IP  Nodo del Porta IB IP fisico IP virtuale
blocco

Dispari (h1)  i1a 192.168.1.10 Dispari (c1) 2a 192.168.1.100 192.168.1.101

Dispari (h1)  i2a 192.168.3.10 Dispari (c1) 2a 192.168.3.100 192.168.3.101

Dispari (h1) i3a 192.168.5.10 Pari (c2) 2a 192.168.5.100 192.168.5.101

Dispari (h1)  i4a 192.168.7.10  Pari (c2) 2a 192.168.7.100 192.168.7.101

Pari (h2) i1a 192.168.2.10 Dispari (c1) 2b 192.168.2.100 192.168.2.101
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Nodo del file PortalB Indirizzo IP Nodo del

blocco
Pari (h2) i2a 192.168.4.10 Dispari (c1)
Pari (h2) i3a 192.168.6.10 Pari (c2)
Pari (h2) i4a 192.168.8.10 Pari (c2)

Schemi di indirizzamento IPoIB client-server BeeGFS

Porta IB

2b
2b
2b

IP fisico IP virtuale

192.168.4.100 192.168.4.101
192.168.6.100 192.168.6.101
192.168.8.100 192.168.8.101

Ogni nodo di file esegue piu servizi server BeeGFS (gestione, metadati o storage). Per consentire a ciascun
servizio di eseguire il failover in modo indipendente sull’altro nodo di file, ciascuno € configurato con indirizzi IP
univoci che possono fluttuare tra entrambi i nodi (a volte definiti interfaccia logica o LIF).

Sebbene non sia obbligatorio, questa implementazione presuppone che i seguenti intervalli di subnet IPolB
siano in uso per queste connessioni e definisce uno schema di indirizzamento standard che applica le seguenti

regole:

* Il secondo ottetto &€ sempre dispari o pari, a seconda che la porta InfiniBand del nodo del file sia pari o

dispari.

* Gli IP del cluster BeeGFS sono sempre xxx. 127.100.yyy oppure xxx.128.100.yyy.

Oltre all'interfaccia utilizzata per la gestione del sistema operativo in-band, Corosync puo
utilizzare interfacce aggiuntive per la sincronizzazione e il battito cardiaco del cluster. In questo
modo, la perdita di una singola interfaccia non riduce I'intero cluster.

* Il servizio BeeGFS Management & sempre attivo xxx.yyy.101.0 oppure xxx.yyy.102.0.

* | servizi di metadati BeeGFS sono sempre attivi xxx.yyy.101.zzz oppure xxx.yyy.102.zzz.

* | servizi di archiviazione BeeGFS sono sempre a xxx.yyy.103.zzz 0 xxx.yyy.104.zzz.

* Indirizzi compresi nell’intervallo 100.xxx.1.1 attraverso 100.xxx.99.255 sono riservati ai clienti.

Schema di indirizzamento a singola subnet IPolB

Questa guida alla distribuzione utilizza un unico schema di subnet, dati i vantaggi elencati nella "architettura

del software".

Subnet: 100.127.0.0/16

La seguente tabella fornisce l'intervallo per una singola subnet: 100.127.0.0/16.

Scopo Porta InfiniBand
IP cluster BeeGFS i1b 0 i4b
Gestione di BeeGFS i1b

i2b
Metadati BeeGFS i1b 0i3b

i2b 0 i4b
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Indirizzo IP o intervallo

100.127.100.1 - 100.127.100.255
100.127.101.0
100.127.102.0
100.127.101.1 - 100.127.101.255
100.127.102.1 - 100.127.102.255



Scopo

Storage BeeGFS

Client BeeGFS

Porta InfiniBand
i1b 0 i3b
i2b o i4b

(varia in base al client)

Schema di indirizzamento a due subnet IPolB

Indirizzo IP o intervallo
100.127.103.1 - 100.127.103.255
100.127.104.1 - 100.127.104.255
100.127.1.1 - 100.127.99.255

Uno schema di indirizzamento a due subnet non & piu consigliato, ma pud ancora essere implementato. Fare

riferimento alle tabelle seguenti per uno schema di due subnet consigliato.

Subnet A: 100.127.0.0/16
La seguente tabella fornisce l'intervallo per la subnet A: 100.127.0.0/16.

Scopo

IP cluster BeeGFS
Gestione di BeeGFS
Metadati BeeGFS
Storage BeeGFS
Client BeeGFS

Subnet B: 100.128.0.0/16
La seguente tabella fornisce l'intervallo per la subnet B: 100.128.0.0/16.

Scopo

IP cluster BeeGFS
Gestione di BeeGFS
Metadati BeeGFS
Storage BeeGFS
Client BeeGFS

Porta InfiniBand
i1b

i1b

i1b 0i3b

i1b 0i3b

(varia in base al client)

Porta InfiniBand
i4b

i2b

i2b 0 i4b

i2b 0 i4b

(varia in base al client)

Indirizzo IP o intervallo
100.127.100.1 - 100.127.100.255
100.127.101.0

100.127.101.1 - 100.127.101.255
100.127.103.1 - 100.127.103.255
100.127.1.1 - 100.127.99.255

Indirizzo IP o intervallo
100.128.100.1 - 100.128.100.255
100.128.102.0

100.128.102.1 - 100.128.102.255
100.128.104.1 - 100.128.104.255
100.128.1.1 - 100.128.99.255

Non tutti gli IP compresi negli intervalli sopra indicati vengono utilizzati in questa architettura
verificata di NetApp. Dimostrano come gli indirizzi IP possono essere pre-allocati per consentire
@ una facile espansione del file system utilizzando uno schema di indirizzamento IP coerente. In
questo schema, i nodi di file BeeGFS e gli ID di servizio corrispondono al quarto ottetto di un
intervallo ben noto di IP. Il file system potrebbe certamente scalare oltre 255 nodi o servizi, se

necessario.

Implementare I’hardware

Ciascun building block & costituito da due nodi di file x86 validati collegati direttamente a
due nodi a blocchi utilizzando cavi HDR (200 GB) InfiniBand.
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Per stabilire il quorum nel cluster di failover sono necessari almeno due building block. Un

@ cluster a due nodi presenta limitazioni che potrebbero impedire il corretto funzionamento del
failover. E possibile configurare un cluster a due nodi incorporando un terzo dispositivo come
tiebreaker; tuttavia, questa documentazione non lo descrive.

| seguenti passaggi sono identici per ogni building block nel cluster, indipendentemente dal fatto che venga
utilizzato per eseguire sia metadati BeeGFS che servizi di storage o solo servizi di storage, a meno che non
sia diversamente specificato.

Fasi

1. Impostare ciascun nodo di file BeeGFS con quattro host Channel Adapter (HCA) utilizzando i modelli
specificati nella "Requisiti tecnici". Inserire gli HCA negli slot PCle del nodo file in base alle seguenti
specifiche:

o Lenovo ThinkSystem SR665 V3 Server: utilizza gli slot PCle 1, 2,4 e 5.
> Lenovo ThinkSystem SR665 Server: utilizza gli slot PCle 2, 3, 5 e 6.
2. Configurare ciascun nodo a blocchi BeeGFS con una scheda HIC (host Interface Card) da 200 GB a
doppia porta e installare I'HIC in ciascuno dei due controller storage.

Rack dei blocchi in modo che i due nodi di file BeeGFS si trovino sopra i nodi di blocco BeeGFS. La figura
seguente mostra la configurazione hardware corretta per il building block BeeGFS utilizzando i server
Lenovo ThinkSystem SR665 V3 come nodi file (vista posteriore).

i o (il i
(
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@ La configurazione dell'alimentatore per i casi di utilizzo in produzione dovrebbe in genere
utilizzare PSU ridondanti.
3. Se necessario, installare i dischi in ciascuno dei nodi a blocchi BeeGFS.

a. Se il building block verra utilizzato per eseguire i metadati e i servizi di storage BeeGFS e le unita piu
piccole verranno utilizzate per i volumi di metadati, verificare che siano popolate negli slot piu esterni,
come mostrato nella figura seguente.

b. Per tutte le configurazioni di building block, se un enclosure di dischi non & completamente popolato,

assicurarsi che negli slot 0-11 e 12—-23 venga inserito un numero uguale di dischi per ottenere
prestazioni ottimali.

RAID 6 (8+2) Data

D

r Y

RAID 6 (8+2) Data

RAID 1 (2+2) Metadata

4. Collegare i nodi di blocco e di file utilizzando "1m cavi in rame con collegamento diretto HDR 200GB
InfiniBand", in modo che corrispondano alla topologia mostrata nella figura seguente.
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| nodi di piu building block non sono mai connessi direttamente. Ogni building block deve
@ essere trattato come un’unita standalone e tutte le comunicazioni tra building block
avvengono tramite switch di rete.

Collegare le restanti porte InfiniBand sul file node allo switch InfiniBand della rete di storage tramite lo
specifico switch InfiniBand "2m cavi InfiniBand" storage.

Quando si utilizzano cavi splitter per collegare lo switch di archiviazione ai nodi file, un cavo deve diramarsi
dallo switch e connettersi alle porte indicate in verde chiaro. Un altro cavo splitter deve diramarsi dallo
switch e collegarsi alle porte indicate in verde scuro.

Inoltre, per le reti di storage con switch ridondanti, le porte indicate in verde chiaro devono essere collegate
a uno switch, mentre le porte in verde scuro devono essere collegate a un altro switch.



6. Se necessario, assemblare gli elementi di base aggiuntivi seguendo le stesse linee guida per il cablaggio.

@ Il numero totale di building block implementabili in un singolo rack dipende
dall'alimentazione e dal raffreddamento disponibili in ogni sito.

Implementare il software

Impostare nodi di file e nodi di blocco

Sebbene la maggior parte delle attivita di configurazione del software sia automatizzata
utilizzando le raccolte Ansible fornite da NetApp, € necessario configurare il networking
sul BMC (Baseboard Management Controller) di ciascun server e configurare la porta di
gestione su ciascun controller.

Configurare i nodi di file

1. Configurare il networking sul BMC (Baseboard Management Controller) di ciascun server.

Per informazioni su come configurare la rete per i nodi file Lenovo SR665 V3 convalidati, vedere la
"Documentazione di Lenovo ThinkSystem".

Un BMC (Baseboard Management Controller), a volte chiamato Service Processor, € il
nome generico della funzionalita di gestione out-of-band integrata in varie piattaforme server

(D che possono fornire accesso remoto anche se il sistema operativo non € installato o
accessibile. | vendor in genere commercializzano questa funzionalita con un proprio
marchio. Ad esempio, su Lenovo SR665, il BMC viene definito Lenovo XClarity Controller
(XCC).

2. Configurare le impostazioni di sistema per ottenere le massime prestazioni.
E possibile configurare le impostazioni di sistema utilizzando il setup UEFI (precedentemente noto come
BIOS) o le API Redfish fornite da molti BMC. Le impostazioni di sistema variano in base al modello di
server utilizzato come nodo di file.

Per informazioni su come configurare le impostazioni di sistema per i nodi di file Lenovo SR665 V3
convalidati, vedere "Ottimizzare le impostazioni di sistema per le prestazioni" .
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3.

5.

6.

Installa Red Hat Enterprise Linux (RHEL) 9.4 e configura il nome host e la porta di rete utilizzati per gestire
il sistema operativo, inclusa la connettivita SSH dal nodo di controllo Ansible.

Non configurare gli IP su nessuna delle porte InfiniBand in questo momento.

Sebbene non sia strettamente necessario, le sezioni successive presumono che i nomi host
siano numerati in sequenza (ad esempio h1-HN) e si riferiscono alle attivita che devono
essere completate su host con numero pari o dispari.

. Utilizzare Red Hat Subscription Manager per registrare e sottoscrivere il sistema per consentire

l'installazione dei pacchetti richiesti dai repository ufficiali di Red Hat e per limitare gli aggiornamenti alla
versione supportata di Red Hat: subscription-manager release —--set=9.4 . Peristruzioni, vedere
"Come registrarsi e sottoscrivere un sistema RHEL" e "Come limitare gli aggiornamenti”.

Abilitare il repository Red Hat contenente i pacchetti richiesti per I'alta disponibilita.

subscription-manager repo-override --repo=rhel-9-for-x86 64
-highavailability-rpms --add=enabled:1

Aggiornare tutto il firmware HCA alla versione consigliata in "Requisiti tecnologici" uso della "Aggiornare il
firmware dell’'adattatore del nodo del file"guida.

Impostare i nodi a blocchi

Configurare i nodi a blocchi EF600 configurando la porta di gestione su ciascun controller.

1.

2.

Configurare la porta di gestione su ciascun controller EF600.
Per istruzioni sulla configurazione delle porte, consultare la "Centro di documentazione e-Series".
Facoltativamente, impostare il nome dell’array di storage per ciascun sistema.

L'impostazione di un nome pud semplificare il riferimento a ciascun sistema nelle sezioni successive. Per
istruzioni sull’impostazione del nome della matrice, vedere "Centro di documentazione e-Series" .

Sebbene non sia strettamente necessario, gli argomenti successivi presumono che i nomi degli
array di storage siano numerati in sequenza (ad esempio c1 - CN) e fanno riferimento ai
passaggi da completare sui sistemi con numero pari o dispari.

Ottimizzare le impostazioni del sistema del nodo di file per le performance

Per massimizzare le performance, si consiglia di configurare le impostazioni di sistema
sul modello di server utilizzato come nodi di file.

Le impostazioni di sistema variano a seconda del modello di server utilizzato come nodo di file. In questo
argomento viene descritto come configurare le impostazioni di sistema per i nodi file del server Lenovo
ThinkSystem SR665 validati.

Utilizzare I’interfaccia UEFI per regolare le impostazioni di sistema

Il firmware di sistema del server Lenovo SR665 V3 contiene numerosi parametri di ottimizzazione che possono
essere impostati tramite I'interfaccia UEFI. Questi parametri di tuning possono influire su tutti gli aspetti del
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funzionamento del server e sulle prestazioni del server.

In UEFI Setup > System Settings (Configurazione UEFI > Impostazioni di sistema), regolare le seguenti
impostazioni di sistema:

Menu Operating Mode (modalita operativa)

Impostazioni di sistema Cambia in
Modalita operativa Personalizzato
CTDP Manuale
Manuale di cTDP 350

Limite di potenza del pacchetto Manuale
Modalita di efficienza Disattiva
Global-Cstate-Control Disattiva
P-states SOC PO
C-States DF Disattiva
Stato P. Disattiva
Abilitazione spegnimento memoria Disattiva
Nodi NUMA per socket NPS1

Menu Devices and i/O.

Impostazioni di sistema Cambia in

IOMMU Disattiva

Menu di alimentazione

Impostazioni di sistema Cambia in

PCle Power Brake Disattiva

Menu processori



Impostazioni di sistema Cambia in

Controllo C-state globale Disattiva
C-States DF Disattiva
Modalita SMT Disattiva
CPPC Disattiva

Utilizzare I’API Redfish per regolare le impostazioni di sistema

Oltre a utilizzare la configurazione UEFI, € possibile utilizzare I'API Redfish per modificare le impostazioni di
sistema.

curl --request PATCH \
--url https://<BMC_IP ADDRESS>/redfish/vl/Systems/1/Bios/Pending \
--user <BMC USER>:<BMC- PASSWORD> \
--header 'Content-Type: application/json' \
-—-data '{
"Attributes": {
"OperatingModes ChooseOperatingMode": "CustomMode",
"Processors cTDP": "Manual",
"Processors PackagePowerLimit": "Manual",
"Power EfficiencyMode": "Disable",
"Processors GlobalC stateControl": "Disable",
"Processors SOCP states": "PO",
"Processors DFC States": "Disable",
"Processors P State": "Disable",
"Memory MemoryPowerDownEnable": "Disable",
"DevicesandIOPorts IOMMU": "Disable",
"Power PCIePowerBrake": "Disable",
"Processors GlobalC stateControl": "Disable",
"Processors DFC States": "Disable",
"Processors SMTMode": "Disable",
"Processors CPPC": "Disable",
"Memory NUMANodesperSocket":"NPS1"
}
}

Per informazioni dettagliate sullo schema Redfish, vedere "Sito Web DMTF".

Impostare un nodo di controllo Ansible

Per configurare un nodo di controllo Ansible, & necessario designare una macchina
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virtuale o fisica con accesso alla rete a tutti i nodi di file e blocchi implementati per la
soluzione BeeGFS su NetApp.

Per un elenco delle versioni dei pacchetti consigliate, consultare la"Requisiti tecnici”. | seguenti passaggi sono
stati testati su Ubuntu 22,04. Per i passaggi specifici della distribuzione Linux preferita, vedere
"Documentazione Ansible".

1. Dal nodo di controllo Ansible, installare i seguenti pacchetti Python e Python Virtual Environment.

sudo apt-get install python3 python3-pip python3-setuptools python3.10-

venv

2. Crea un ambiente virtuale Python.

python3 -m venv ~/pyenv

3. Attivare 'ambiente virtuale.

source ~/pyenv/bin/activate

4. Installare i pacchetti Python richiesti nel’ambiente virtuale attivato.

pip install ansible netaddr cryptography passlib

5. Installare la raccolta BeeGFS utilizzando Ansible Galaxy.

ansible-galaxy collection install netapp eseries.beegfs

6. Verificare che le versioni installate di Ansible, Python e della raccolta BeeGFS corrispondano a "Requisiti
tecnici".

ansible --version

ansible-galaxy collection list netapp eseries.beegfs

7. Configurare SSH senza password per consentire a Ansible di accedere ai nodi di file BeeGFS remoti dal
nodo di controllo Ansible.

a. Sul nodo di controllo Ansible, se necessario, generare una coppia di chiavi pubbliche.

ssh-keygen

b. Impostare SSH senza password per ciascuno dei nodi di file.
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ssh-copy-id <ip or hostname>

@ Non impostare * SSH senza password sui nodi di blocco. Questo non € supportato né richiesto.

Creare l'inventario Ansible

Per definire la configurazione per i nodi di file e blocchi, creare un inventario Ansible che
rappresenti il file system BeeGFS che si desidera implementare. L'inventario include
host, gruppi e variabili che descrivono il file system BeeGFS desiderato.

Fase 1: Definire la configurazione per tutti gli elementi di base

Definire la configurazione che si applica a tutti gli elementi di base, indipendentemente dal profilo di
configurazione che & possibile applicare singolarmente.

Prima di iniziare
» Scegliere uno schema di indirizzi di sottorete per la distribuzione. A causa dei vantaggi elencati nella
"architettura del software", si consiglia di utilizzare uno schema di indirizzamento a subnet singola.

Fasi

1. Nel nodo di controllo Ansible, identificare una directory che si desidera utilizzare per memorizzare i file
dell'inventario Ansible e del playbook.

Se non diversamente specificato, tutti i file e le directory creati in questa fase e nelle fasi successive
vengono creati in relazione a questa directory.

2. Creare le seguenti sottodirectory:
host vars
group vars
packages

3. Creare una sottodirectory per le password del cluster e proteggere il file crittografandolo con Ansible Vault
(vedere "Crittografia del contenuto con Ansible Vault"):

a. Creare la sottodirectory group vars/all.
b. Nella group vars/all directory, creare un file di password denominato passwords. yml.

€. Compilare il passwords.yml file con iseguenti campi, sostituendo tutti i parametri nome utente e
password in base alla configurazione:
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# Credentials for storage system's admin password
eseries password: <PASSWORD>

# Credentials for BeeGFS file nodes
ssh ha user: <USERNAME>
ssh _ha become pass: <PASSWORD>

# Credentials for HA cluster

ha cluster username: <USERNAME>

ha cluster password: <PASSWORD>

ha cluster password shabl2Z2 salt: randomSalt

# Credentials for fencing agents

# OPTION 1: If using APC Power Distribution Units (PDUs) for fencing:
# Credentials for APC PDUs.

apc_username: <USERNAME>

apc_password: <PASSWORD>

# OPTION 2: If using the Redfish APIs provided by the Lenovo XCC (and
other BMCs) for fencing:

# Credentials for XCC/BMC of BeeGFS file nodes

bmc username: <USERNAME>

bmc password: <PASSWORD>

d. Eseguire ansible-vault encrypt passwords.yml e impostare una password del vault quando
richiesto.

Fase 2: Definire la configurazione per i singoli nodi di file e blocchi

Definire la configurazione che si applica ai singoli nodi di file e ai singoli nodi building block.

1. Sotto host vars/, Creare un file per ogni nodo di file BeeGFS denominato <HOSTNAME>. ym1 Con il
seguente contenuto, prestare particolare attenzione alle note relative al contenuto da compilare per gli IP
del cluster BeeGFS e i nomi host che terminano con numeri dispari e pari.

Inizialmente, i nomi dell'interfaccia del nodo del file corrispondono a quelli elencati qui (ad esempio ib0 o

ibs1f0). Questi nomi personalizzati sono configurati in Fase 4: Definire la configurazione da applicare a tutti
i nodi di file.
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ansible host: “<MANAGEMENT IP>"
eseries ipoib interfaces: # Used to configure BeeGFS cluster IP
addresses.
- name: ilb
address: 100.127.100. <NUMBER_FROM_HOSTNAME>/16
- name: 1i4b
address: 100.127.100. <NUMBER_FROM_HOSTNAME>/16
beegfs ha cluster node ips:
- <MANAGEMENT IP>
- <ilb BEEGFS_ CLUSTER IP>
- <i4b BEEGFS CLUSTER IP>
# NVMe over InfiniBand storage communication protocol information
# For odd numbered file nodes (i.e., h01l, h03, ..):
eseries nvme ib interfaces:
- name: ila
address: 192.168.1.10/24
configure: true
- name: iZ2a
address: 192.168.3.10/24
configure: true
- name: i3a
address: 192.168.5.10/24
configure: true
- name: i4da
address: 192.168.7.10/24
configure: true
# For even numbered file nodes (i.e., h02, h04, ..):
# NVMe over InfiniBand storage communication protocol information
eseries nvme ib interfaces:
- name: ila
address: 192.168.2.10/24
configure: true
- name: iZ2a
address: 192.168.4.10/24
configure: true
- name: i3a
address: 192.168.6.10/24
configure: true
- name: i4da
address: 192.168.8.10/24

configure: true



Se il cluster BeeGFS ¢ gia stato implementato, € necessario arrestare il cluster prima di

@ aggiungere o modificare gli indirizzi IP configurati staticamente, inclusi gli IP del cluster e gli
IP utilizzati per NVMe/IB. Cio &€ necessario per garantire che queste modifiche abbiano
effetto corretto e non interrompano le operazioni del cluster.

2. Sotto host_vars/, Creare un file per ogni nodo del blocco BeeGFS denominato <HOSTNAME>. yml e
compilarlo con il seguente contenuto.

Prestare particolare attenzione alle note relative ai contenuti da inserire nei nomi degli array di storage che
terminano con numeri pari o dispari.

Per ogni nodo del blocco, creare un file e specificare <MANAGEMENT _IP> Per uno dei due controller (di
solito A).

eseries system name: <STORAGE ARRAY NAME>

eseries system api url: https://<MANAGEMENT IP>:8443/devmgr/v2/
eseries initiator protocol: nvme ib

# For odd numbered block nodes (i.e., a0l, a03, ..):

eseries controller nvme ib port:

controller a:

- 192.168.1.101
- 192.168.2.101
- 192.168.1.100
- 192.168.2.100
controller Db:
- 192.168.3.101
- 192.168.4.101
- 192.168.3.100
- 192.168.4.100
# For even numbered block nodes (i.e., a02, a04, ..):

eseries controller nvme ib port:

controller a:

- 192.168.5.101
- 192.168.6.101
- 192.168.5.100
- 192.168.6.100
controller Db:
- 192.168.7.101
- 192.168.8.101
- 192.168.7.100
- 192.168.8.100

Fase 3: Definire la configurazione da applicare a tutti i nodi di file e blocchi

E possibile definire la configurazione comune a un gruppo di host in group_ vars in un nome di file che
corrisponde al gruppo. In questo modo si evita di ripetere una configurazione condivisa in piu posizioni.
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A proposito di questa attivita

Gli host possono trovarsi in piu di un gruppo e, in fase di esecuzione, Ansible sceglie le variabili da applicare a
un determinato host in base alle regole di precedenza delle variabili. Per ulteriori informazioni su queste
regole, consultare la documentazione Ansible per "Utilizzo delle variabili".)

Le assegnazioni host-to-group sono definite nel file di inventario Ansible effettivo, creato verso la fine di questa
procedura.

Fase

In Ansible, qualsiasi configurazione che si desidera applicare a tutti gli host pud essere definita in un gruppo
chiamato A11. Creare il file group vars/all.yml con i seguenti contenuti:

ansible python interpreter: /usr/bin/python3
beegfs ha ntp server pools: # Modify the NTP server addressess if
desired.

- "pool 0O.pool.ntp.org iburst maxsources 3"

- "pool 1l.pool.ntp.org iburst maxsources 3"

Fase 4: Definire la configurazione da applicare a tutti i nodi di file

La configurazione condivisa per i nodi di file viene definita in un gruppo chiamato ha cluster. La procedura
descritta in questa sezione illustra la configurazione da includere in group vars/ha cluster.yml file.

Fasi

1. Nella parte superiore del file, definire le impostazioni predefinite, inclusa la password da utilizzare come
sudo utente sui nodi del file.

### ha cluster Ansible group inventory file.

# Place all default/common variables for BeeGFS HA cluster resources
below.

### Cluster node defaults

ansible ssh user: {{ ssh ha user }}

ansible become password: {{ ssh ha become pass }}

eseries ipoib default hook templates:

- 99-multihoming.j2 # This is required for single subnet
deployments, where static IPs containing multiple IB ports are in the
same IPoIB subnet. i.e: cluster IPs, multirail, single subnet, etc.
# If the following options are specified, then Ansible will
automatically reboot nodes when necessary for changes to take effect:
eseries common allow host reboot: true
eseries common reboot test command: "! systemctl status
eseries nvme ib.service || systemctl --state=exited | grep
eseries nvme ib.service"
eseries ib opensm options:

virt enabled: "2"

virt max ports in process: "O"
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@ Se il ansible ssh user € gia, € root possibile omettere ansible become password
e specificare I' “--ask-become-pass’opzione quando si esegue il playbook.

2. Facoltativamente, configurare un nome per il cluster ad alta disponibilita (ha) e specificare un utente per la
comunicazione intra-cluster.

Se si sta modificando lo schema di indirizzamento IP privato, € necessario aggiornare anche il valore
predefinito beegfs ha mgmtd floating ip. Questo valore deve corrispondere a quello configurato in
seguito per il gruppo di risorse BeeGFS Management.

Specificare una o piu e-mail che devono ricevere avvisi per gli eventi del cluster utilizzando
beegfs ha alert email list.
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3.

54

### Cluster information

beegfs ha firewall configure: True

eseries beegfs ha disable selinux: True

eseries selinux state: disabled

# The following variables should be adjusted depending on the desired

configuration:

beegfs ha cluster name: hacluster # BeeGFS HA cluster
name.

beegfs ha cluster username: "{{ ha cluster username }}" # Parameter for

BeeGFS HA cluster username in the passwords file.
beegfs ha cluster password: "{{ ha cluster password }}" # Parameter for
BeeGFS HA cluster username's password in the passwords file.
beegfs ha cluster password shab5l2 salt: "{{
ha cluster password shabl2 salt }}" # Parameter for BeeGFS HA cluster
username's password salt in the passwords file.
beegfs ha mgmtd floating ip: 100.127.101.0 # BeeGFS management
service IP address.
# Email Alerts Configuration
beegfs ha enable alerts: True
beegfs ha alert email list: ["email@example.com"] # E-mail recipient
list for notifications when BeeGFS HA resources change or fail. Often a
distribution list for the team responsible for managing the cluster.
beegfs ha alert conf ha group options:

mydomain: “example.com”
# The mydomain parameter specifies the local internet domain name. This
is optional when the cluster nodes have fully qualified hostnames (i.e.
host.example.com) .
# Adjusting the following parameters is optional:
beegfs ha alert timestamp format: "$Y-%m-%d %H:%M:%S.3%N" #%H:%M:%S.5%N
beegfs ha alert verbosity: 3
# 1) high-level node activity
# 3) high-level node activity + fencing action information + resources
(filter on X-monitor)
# 5) high-level node activity + fencing action information + resources

Anche se apparentemente ridondante, beegfs ha mgmtd floating ip E importante

@ quando si scala il file system BeeGFS oltre un singolo cluster ha. | cluster ha successivi
vengono implementati senza un servizio di gestione BeeGFS aggiuntivo e puntano al
servizio di gestione fornito dal primo cluster.

Configurare un agente di scherma. (Per ulteriori informazioni, vedere "Configurare la scherma in un cluster
Red Hat High Availability".) Il seguente output mostra esempi di configurazione di agenti di scherma
comuni. Scegliere una di queste opzioni.

Per questa fase, tenere presente che:


https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/9/html/configuring_and_managing_high_availability_clusters/assembly_configuring-fencing-configuring-and-managing-high-availability-clusters
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/9/html/configuring_and_managing_high_availability_clusters/assembly_configuring-fencing-configuring-and-managing-high-availability-clusters

o Per impostazione predefinita, la funzione di scherma ¢ attivata, ma & necessario configurare un Agent
di scherma.

° Il <HOSTNAME> specificato in pcmk_host map oppure pcmk _host 1list Deve corrispondere al
nome host nell’inventario Ansible.

o L'esecuzione del cluster BeeGFS senza scherma non & supportata, in particolare in produzione. In
questo modo si garantisce in gran parte che quando i servizi BeeGFS, incluse eventuali dipendenze di
risorse come i dispositivi a blocchi, si verifichi un failover a causa di un problema, non vi sia alcun
rischio di accesso simultaneo da parte di piu nodi che si traducono in un danneggiamento del file
system o in altri comportamenti indesiderati o imprevisti. Se la scherma deve essere disattivata, fare
riferimento alle note generali nella guida introduttiva e nel set del ruolo BeeGFS ha
beegfs ha cluster crm config options["stonith-enabled"] afalsein
ha cluster.yml.

> Sono disponibili pit dispositivi di scherma a livello di nodo e il ruolo BeeGFS ha pud configurare
qualsiasi agente di scherma disponibile nel repository dei pacchetti Red Hat ha. Se possibile, utilizzare
un agente di scherma che lavori attraverso 'UPS (Uninterruptible Power Supply) o l'unita di
distribuzione dell'alimentazione rack (rPDU), Perché alcuni agenti di scherma, come il BMC
(Baseboard Management Controller) o altri dispositivi di illuminazione integrati nel server, potrebbero
non rispondere alla richiesta di fence in determinati scenari di errore.
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### Fencing configuration:
# OPTION 1: To enable fencing using APC Power Distribution Units
(PDUS) :
beegfs ha fencing agents:
fence apc:
- ipaddr: <PDU IP ADDRESS>
login: "{{ apc_username }}" # Parameter for APC PDU username 1in
the passwords file.
passwd: "{{ apc password }}" # Parameter for APC PDU password in
the passwords file.
pcmk host map:
"<HOSTNAME>:<PDU PORT>, <PDU PORT>; <HOSTNAME>:<PDU PORT>,<PDU PORT>"
# OPTION 2: To enable fencing using the Redfish APIs provided by the
Lenovo XCC (and other BMCs) :
redfish: &redfish
username: "{{ bmc username }}" # Parameter for XCC/BMC username in
the passwords file.
password: "{{ bmc password }}" # Parameter for XCC/BMC password in
the passwords file.
ssl _insecure: 1 # If a valid SSL certificate is not available
specify “1”.
beegfs ha fencing agents:
fence redfish:
- pcmk host list: <HOSTNAME>
ip: <BMC_IP>
<<: *redfish
- pcmk host list: <HOSTNAME>
ip: <BMC_IP>
<<: *redfish
# For details on configuring other fencing agents see
https://access.redhat.com/documentation/en-
us/red hat enterprise linux/9/html/configuring and managing high avai
lability clusters/assembly configuring-fencing-configuring-and-
managing-high-availability-clusters.

4. Abilitare I'ottimizzazione delle performance consigliata nel sistema operativo Linux.
Mentre molti utenti trovano che le impostazioni predefinite per i parametri delle performance funzionino
generalmente bene, € possibile modificare le impostazioni predefinite per un particolare carico di lavoro. Di
conseguenza, questi consigli sono inclusi nel ruolo BeeGFS, ma non sono abilitati per impostazione

predefinita per garantire che gli utenti siano a conoscenza della messa a punto applicata al file system.

Per attivare I'ottimizzazione delle performance, specificare:
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### Performance Configuration:
beegfs ha enable performance tuning: True

5. (Facoltativo) & possibile regolare i parametri di ottimizzazione delle performance nel sistema operativo

Linux in base alle esigenze.

Per un elenco completo dei parametri di ottimizzazione disponibili che & possibile regolare, vedere la
sezione Impostazioni predefinite prestazioni del ruolo BeeGFS ha in "Sito e-Series BeeGFS GitHub". |
valori predefiniti possono essere sovrascritti per tutti i nodi nel cluster in questo file o peril host vars file
di un singolo nodo.

. Per consentire la connettivita 200GB/HDR completa tra nodi di blocco e file, utilizzare il pacchetto Open
Subnet Manager (opensm) di NVIDIA Open Fabrics Enterprise Distribution (MLNX_OFED). La versione
MLNX_OFED in elenco "requisiti dei nodi file" viene fornita con i pacchetti opensm consigliati. Sebbene
'implementazione tramite Ansible sia supportata, & necessario prima installare il driver MLNX_OFED su
tutti i nodi di file.

a. Compilare i seguenti parametri in group_vars/ha_cluster.yml (regolare i pacchetti in base alle
esigenze):

### OpenSM package and configuration information
eseries ib opensm options:
virt enabled: "2"

virt max ports in process: "Q"
. Configurare udev Regola per garantire la mappatura coerente degli identificatori di porta logici InfiniBand
ai dispositivi PCle sottostanti.

Il udev La regola deve essere univoca per la topologia PCle di ciascuna piattaforma server utilizzata come
nodo di file BeeGFS.

Utilizzare i seguenti valori per i nodi di file verificati:
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### Ensure Consistent Logical IB Port Numbering
# OPTION 1: Lenovo SR665 V3 PCIe address-to-logical IB port mapping:
eseries ipoib udev rules:

"0000:01:00.0": ila

"0000:01:00.1": ilb

"0000:41:00.0": i2a

"0000:41:00.1": i2b

"0000:81:00.0": i3a

"0000:81:00.1": i3Db

"0000:a21:00.0": ida

"0000:a21:00.1": i4db

# OPTION 2: Lenovo SR665 PCIe address-to-logical IB port mapping:
eseries ipoib udev rules:

"0000:41:00.0": ila

"0000:41:00.1": ilb

"0000:01:00.0": i2a

"0000:01:00.1": i2b

"0000:a21:00.0": i3a

"0000:21:00.1": i3Db

"0000:81:00.0": i4da

"0000:81:00.1": i4db

8. (Facoltativo) aggiornare I'algoritmo di selezione dei metadati.

beegfs ha beegfs meta conf ha group options:
tuneTargetChooser: randomrobin

Durante i test di verifica, randomrobin In genere, € stato utilizzato per garantire che i file di
test fossero distribuiti in modo uniforme tra tutti gli obiettivi di storage BeeGFS durante il
benchmarking delle performance (per ulteriori informazioni sul benchmarking, visitare il sito

@ BeeGFS per "Benchmarking di un sistema BeeGFS"). Con un utilizzo reale, questo
potrebbe causare il riempimento piu rapido dei target con un numero inferiore rispetto ai
target con un numero superiore. Omettere randomrobin e utilizzando solo il valore
predefinito randomized & stato dimostrato che il valore offre buone performance pur
continuando a utilizzare tutti gli obiettivi disponibili.

Fase 5: Definire la configurazione per il nodo a blocchi comune

La configurazione condivisa per i nodi a blocchi viene definita in un gruppo chiamato
eseries storage systems. La procedura descritta in questa sezione illustra la configurazione da includere
in group_vars/ eseries storage systems.yml file.

Fasi
1. Impostare la connessione Ansible su locale, fornire la password di sistema e specificare se i certificati SSL

58


https://doc.beegfs.io/latest/advanced_topics/benchmark.html

devono essere verificati. (In genere, Ansible utilizza SSH per connettersi agli host gestiti, ma nel caso dei
sistemi storage NetApp e-Series utilizzati come nodi a blocchi, i moduli utilizzano 'API REST per la
comunicazione). Nella parte superiore del file, aggiungere quanto segue:

### eseries storage systems Ansible group inventory file.

# Place all default/common variables for NetApp E-Series Storage Systems
here:

ansible connection: local

eseries system password: {{ eseries password }} # Parameter for E-Series
storage array password in the passwords file.

eseries validate certs: false

2. Per garantire prestazioni ottimali, installare le versioni elencate per i nodi a blocchi in "Requisiti tecnici".

Scaricare i file corrispondenti da "Sito di supporto NetApp". E possibile aggiornarli manualmente o
includerli in packages/ Directory del nodo di controllo Ansible, quindi popolare i seguenti parametri in
eseries storage systems.yml Per eseguire 'aggiornamento utilizzando Ansible:

# Firmware, NVSRAM, and Drive Firmware (modify the filenames as needed) :
eseries firmware firmware: "packages/RCB_11.80GA 6000 64cclOee3.dlp"
eseries firmware nvsram: "packages/N6000-880834-D08.dlp"

3. Scaricare e installare il firmware dell’unita piu recente disponibile per le unita installate nei nodi di blocco
dal "Sito di supporto NetApp". E possibile aggiornarli manualmente o includerli nella packages/ directory
del nodo di controllo Ansible, quindi popolare i seguenti parametri nel eseries storage systems.yml
per 'aggiornamento utilizzando Ansible:

eseries drive firmware firmware list:
- "packages/<FILENAME>.dlp"
eseries drive firmware upgrade drives online: true

Impostazione eseries drive firmware upgrade drives online a. false
Accelera 'aggiornamento, ma non deve essere eseguito fino a quando non viene
implementato BeeGFS. Questo perché questa impostazione richiede l'interruzione di tutti i/o

(D sui dischi prima dell’aggiornamento per evitare errori dell’applicazione. Sebbene
I'esecuzione di un aggiornamento online del firmware del disco prima della configurazione
dei volumi sia ancora rapida, si consiglia di impostare sempre questo valore su true per
evitare problemi in un secondo momento.

4. Per ottimizzare le performance, apportare le seguenti modifiche alla configurazione globale:
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# Global Configuration Defaults

eseries system cache block size: 32768

eseries system cache flush threshold: 80

eseries system default host type: linux dm-mp
eseries system autoload balance: disabled

eseries system host connectivity reporting: disabled
eseries system controller shelf id: 99 # Required.

5. Per garantire un provisioning e un comportamento ottimali dei volumi, specificare i seguenti parametri:

# Storage Provisioning Defaults

eseries volume size unit: pct

eseries volume read cache enable: true

eseries volume read ahead enable: false

eseries volume write cache enable: true

eseries volume write cache mirror enable: true

eseries volume cache without batteries: false

eseries storage pool usable drives:
"99:0,99:23,99:1,99:22,99:2,99:21,99:3,99:20,99:4,99:19,99:5,99:18,99:6,
99:17,99:7,99:16,99:8,99:15,99:9,99:14,99:10,99:13,99:11,99:12"

Il valore specificato per eseries storage pool usable drives E specifico per i nodi

@ a blocchi NetApp EF600 e controlla I'ordine in cui i dischi vengono assegnati a nuovi gruppi
di volumi. Questo ordine garantisce che I'i/o per ciascun gruppo sia distribuito
uniformemente tra i canali di dischi back-end.

Definire I'inventario Ansible per gli elementi di base BeeGFS

Dopo aver definito la struttura generale di inventario Ansible, definire la configurazione
per ciascun building block nel file system BeeGFS.

Queste istruzioni di implementazione mostrano come implementare un file system costituito da un building
block di base che include servizi di gestione, metadati e storage, un secondo building block con metadati e
servizi di storage e un terzo building block di solo storage.

Questi passaggi hanno lo scopo di mostrare I'intera gamma di profili di configurazione tipici che € possibile
utilizzare per configurare gli elementi di base di NetApp BeeGFS in modo da soddisfare i requisiti del file
system generale BeeGFS.

In questa e nelle sezioni successive, modificare in base alle necessita per creare I'inventario
che rappresenta il file system BeeGFS che si desidera implementare. In particolare, utilizzare i

@ nomi host Ansible che rappresentano ciascun nodo di file o blocco e lo schema di
indirizzamento IP desiderato per la rete di storage per garantire che possa scalare in base al
numero di nodi di file e client BeeGFS.
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Fase 1: Creare il file di inventario Ansible

Fasi

1. Creare un nuovo inventory.yml quindi inserire i seguenti parametri, sostituendo gli host in
eseries storage systems in base alle necessita per rappresentare i nodi a blocchi
nellimplementazione. | nomi devono corrispondere al nome utilizzato per host vars/<FILENAME>.yml.

# BeeGFS HA (High Availability) cluster inventory.
all:
children:
# Ansible group representing all block nodes:
eseries storage systems:
hosts:
netapp 01:
netapp 02:
netapp 03:
netapp 04:
netapp 05:
netapp 06:
# Ansible group representing all file nodes:
ha cluster:
children:

Nelle sezioni successive, verranno creati ulteriori gruppi Ansible in ha_cluster Che rappresentano i
servizi BeeGFS che si desidera eseguire nel cluster.

Fase 2: Configurare I'inventario per un building block di gestione, metadati e storage

Il primo building block nel cluster o nel building block di base deve includere il servizio di gestione BeeGFS
insieme ai metadati e ai servizi di storage:

Fasi

1. Poll inventory.yml, compilare i seguenti parametri in ha_cluster: children:

# beegfs 01/beegfs 02 HA Pair (mgmt/meta/storage building block) :
mgmt:
hosts:
beegfs 01:
beegfs 02:
meta 01:
hosts:
beegfs 01:
beegfs 02:
stor 01:
hosts:
beegfs 01:
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beegfs 02:
meta 02:
hosts:
beegfs 01:
beegfs 02:
stor 02:
hosts:
beegfs 01:
beegfs 02:
meta 03:
hosts:
beegfs 01:
beegfs 02:
stor 03:
hosts:
beegfs 01:
beegfs 02:
meta 04:
hosts:
beegfs 01:
beegfs 02:
stor 04:
hosts:
beegfs 01:
beegfs 02:
meta 05:
hosts:
beegfs 02:
beegfs 01:
stor 05:
hosts:
beegfs 02:
beegfs 01:
meta 06:
hosts:
beegfs 02:
beegfs 01:
stor 06:
hosts:
beegfs 02:
beegfs 01:
meta 07:
hosts:
beegfs 02:
beegfs 01:
stor 07:



hosts:
beegfs 02:
beegfs 01:
meta 08:
hosts:
beegfs 02:
beegfs 01:
stor 08:
hosts:
beegfs 02:
beegfs 01:

2. Creare il file group vars/mgmt.yml e includere quanto segue:

# mgmt - BeeGFS HA Management Resource Group
# OPTIONAL: Override default BeeGFS management configuration:
# beegfs ha beegfs mgmtd conf resource group options:
# <beegfs-mgmt.conf:key>:<beegfs-mgmt.conf:value>
floating ips:
- ilb: 100.127.101.0/16
- i2b: 100.127.102.0/16
beegfs service: management
beegfs targets:
netapp 01:
eseries storage pool configuration:
- name: beegfs ml m2 m5 mé6
raid level: raidl
criteria drive count: 4
common volume configuration:
segment size kb: 128
volumes:
- size: 1
owning controller: A

3. Sotto group vars/, creare i file per i gruppi di risorse meta 01 attraverso meta 08 utilizzando il
seguente modello, inserire i valori segnaposto per ogni servizio che fa riferimento alla tabella seguente:
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# meta 0X - BeeGFS HA Metadata Resource Group
beegfs ha beegfs meta conf resource group options:
connMetaPortTCP: <PORT>
connMetaPortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET> # Example: 11b:192.168.120.1/16
- <SECONDARY PORT:IP/SUBNET>
beegfs service: metadata
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
- name: <STORAGE POOL>
raid level: raidl
criteria drive count: 4
common volume configuration:
segment size kb: 128
volumes:
- size: 21.25 # SEE NOTE BELOW!
owning controller: <OWNING CONTROLLER>

Le dimensioni del volume vengono specificate come percentuale del pool di storage
complessivo (definito anche gruppo di volumi). NetApp consiglia vivamente di lasciare una
certa capacita libera in ogni pool per consentire lo spazio necessario per I'overprovisioning
SSD (per ulteriori informazioni, vedere "Introduzione all’array NetApp EF600"). I pool di

@ storage, beegfs ml m2 m5 mé6, alloca inoltre I'1% della capacita del pool per il servizio di
gestione. Pertanto, per i volumi di metadati nel pool di storage, beegfs ml m2 m5 mé, Se
si utilizzano dischi da 1,92 TB o 3,84 TB, impostare questo valore su 21 .25; Per dischi da
7,65 TB, impostare questo valore su 22 .25; E per i dischi da 15,3 TB, impostare questo
valore su 23.75.

Nome del file Porta IP mobili Zona NUMA Nodo del Pool di Controller
blocco storage proprietario

meta_01.yml 8015 i1b:100.127.1 0 netapp_01 beegfs m1_ R
01.1/16 m2_m5_m6
i2b:100.127.1
02.1/16

meta_02.yml 8025 i2b:100.127.1 0O netapp_01 beegfs m1_ B
02.2/16 m2_m5_m6
i1b:100.127.1
01.2/16

meta_03.yml 8035 i3b:100.127.1 1 netapp_02 beegfs m3_ R
01.3/16 m4_m7_m8
i4b:100.127.1

02.3/16
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Nome del file Porta

meta_04.yml

meta_05.yml

meta_06.yml

meta_07.yml

meta_08.yml

8045

8055

8065

8075

8085

IP mobili

i4b:100.127.1
02.4/16
i3b:100.127.1
01.4/16

i1b:100.127.1
01.5/16
i2b:100.127.1
02.5/16

i2b:100.127.1
02.6/16
i1b:100.127.1
01.6/16

i3b:100.127.1
01.7/16
i4b:100.127.1
02.7/16

i4b:100.127.1
02.8/16
i3b:100.127.1
01.8/16

Zona NUMA

Nodo del
blocco

netapp_02

netapp_01

netapp 01

netapp_02

netapp_02

Pool di
storage

beegfs m3_
m4_m7_m8

beegfs m1_
m2_m5 m6

beegfs m1_
m2_m5_m6

beegfs m3_
m4_m7_m8

beegfs m3_
m4_m7_m8

Controller
proprietario

B

4. Sotto group_ vars/, creare i file per i gruppi di risorse stor_ 01 attraverso stor 08 utilizzando il

seguente modello, inserire i valori segnaposto per ciascun servizio che fa riferimento all’esempio:
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# stor 0X - BeeGFS HA Storage Resource
Groupbeegfs ha beegfs storage conf resource group options:
connStoragePortTCP: <PORT>
connStoragePortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET>
- <SECONDARY PORT:IP/SUBNET>
beegfs service: storage
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
- name: <STORAGE POOL>
raid level: raidé
criteria drive count: 10

common volume configuration:

segment size kb: 512 volumes:
- size: 21.50 # See note below! owning controller:
<OWNING CONTROLLER>
- size: 21.50 owning controller: <OWNING
CONTROLLER>
@ Per le dimensioni corrette da utilizzare, vedere "Percentuali consigliate di overprovisioning
del pool di storage".

Nome del file Porta IP mobili Zona NUMA Nodo del Pool di Controller
blocco storage proprietario

stor_01.yml 8013 i1b:100.127.1 0 netapp_01 beegfs s1 s2 R
03.1/16
i2b:100.127.1
04.1/16

stor_02.yml 8023 i2b:100.127.1 0 netapp 01 beegfs s1 _s2 B
04.2/16
i1b:100.127.1
03.2/16

stor_03.yml 8033 i3b:100.127.1 1 netapp_02 beegfs s3 s4 R
03.3/16
i4b:100.127.1
04.3/16

stor_04.yml 8043 i4b:100.127.1 1 netapp_02 beegfs s3 s4 B
04.4/16
i3b:100.127.1
03.4/16



Nome del file Porta IP mobili Zona NUMA

stor_05.yml 8053 i1b:100.127.1 0
03.5/16
i2b:100.127.1
04.5/16

stor_06.yml 8063 i2b:100.127.1 O
04.6/16
i1b:100.127.1
03.6/16

stor_07.yml 8073 i3b:100.127.1 1
03.7/16
i4b:100.127.1
04.7/16

stor_08.yml 8083 i4b:100.127.1 1
04.8/16
i3b:100.127.1
03.8/16

Nodo del
blocco

netapp_01

netapp_01

netapp_ 02

netapp_02

Fase 3: Configurare I'inventario per un building block di metadati + storage

Pool di Controller

storage proprietario

beegfs s5 s6 R

beegfs s5 s6 B

beegfs s7 s8 R

beegfs s7_s8 B

Questi passaggi descrivono come configurare un inventario Ansible per un building block di storage + metadati

BeeGFS.

Fasi

1. Poll inventory.yml, inserire i seguenti parametri nella configurazione esistente:

meta 09:
hosts:
beegfs 03:
beegfs 04:
stor 09:
hosts:
beegfs 03:
beegfs 04:
meta 10:
hosts:
beegfs 03:
beegfs 04:
stor 10:
hosts:
beegfs 03:
beegfs 04:
meta 11:
hosts:
beegfs 03:
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beegfs 04:
stor 11:
hosts:
beegfs 03:
beegfs 04:
meta 12:
hosts:
beegfs 03:
beegfs 04:
stor 12:
hosts:
beegfs 03:
beegfs 04:
meta 13:
hosts:
beegfs 04:
beegfs 03:
stor 13:
hosts:
beegfs 04:
beegfs 03:
meta 14:
hosts:
beegfs 04:
beegfs 03:
stor 14:
hosts:
beegfs 04:
beegfs 03:
meta 15:
hosts:
beegfs 04:
beegfs 03:
stor 15:
hosts:
beegfs 04:
beegfs 03:
meta 16:
hosts:
beegfs 04:
beegfs 03:
stor 16:
hosts:
beegfs 04:
beegfs 03:
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2. Sotto group vars/, creare i file per i gruppi di risorse meta 09 attraverso meta 16 utilizzando il
seguente modello, inserire i valori segnaposto per ciascun servizio che fa riferimento all’esempio:

# meta 0OX - BeeGFS HA Metadata Resource Group

beegfs ha beegfs meta conf resource group options:

connMetaPort
connMetaPort

tuneBindToNumaZone:

floating ips:

- <PREFERRED PORT:IP/SUBNET>
- <SECONDARY PORT:IP/SUBNET>
beegfs service:

TCP:
UDP:

<PORT>
<PORT>

metadata

beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:

- name:
raid 1

criteria drive count: 4

<STORAGE POOL>
evel: raidl

<NUMA ZONE>

common volume configuration:

segment size kb: 128

volume

- si

®

Nome del file Porta

del pool di

meta_09.yml 8015
meta_10.yml 8025
meta_11.yml 8035
meta_12.yml 8045

S

ze:

storage".

IP mobili

i1b:100.127.1
01.9/16
i2b:100.127.1
02.9/16

i2b:100.127.1
02.10/16
i1b:100.127.1
01.10/16

i3b:100.127.1
01.11/16
i4b:100.127.1
02.11/16

i4b:100.127.1
02.12/16
i3b:100.127.1
01.12/16

21.5 # SEE NOTE BELOW!
owning controller: <OWNING CONTROLLER>

Zona NUMA Nodo del

blocco
0 netapp_03
0 netapp_03
1 netapp_ 04
1 netapp_04

Per le dimensioni corrette da utilizzare, vedere "Percentuali consigliate di overprovisioning

Controller
proprietario

Pool di
storage

beegfs m9 R
m10_m13_m
14

beegfs m9 B
m10_m13_m
14

beegfs m11_ R
m12_m15_m
16

beegfs m11_ B
m12_m15_m
16
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IP mobili Zona NUMA Nodo del

blocco

Nome del file Porta

8055 i1b:100.127.1 0O
01.13/16
i2b:100.127.1

02.13/16

i2b:100.127.1 O
02.14/16
i1b:100.127.1
01.14/16

i3b:100.127.1 1
01.15/16
i4b:100.127.1
02.15/16

i4b:100.127.1 1
02.16/16
i3b:100.127.1
01.16/16

meta_13.yml netapp_03

meta_14.yml 8065 netapp_03

meta_15.yml 8075 netapp_ 04

meta_16.yml 8085 netapp_04

Pool di
storage

Controller
proprietario

beegfs m9 R
m10_m13_m
14

beegfs m9 B
m10_ m13 m
14

beegfs m11_ R
m12_m15_m
16

beegfs m11_ B
m12_m15_m
16

3. Sotto group vars/, creare file per gruppi di risorse stor 09 attraverso stor 16 utilizzando il seguente
modello, inserire i valori segnaposto per ciascun servizio che fa riferimento all’esempio:
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# stor 0X - BeeGFS HA Storage Resource Group

beegfs ha beegfs storage conf resource group options:

<PORT>
<PORT>
<NUMA ZONE>

connStoragePortTCP:

connStoragePortUDP:

tuneBindToNumaZone:
floating ips:

- <PREFERRED

- <SECONDARY
beegfs service:

PORT:IP/SUBNET>
PORT:IP/SUBNET>
storage
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
<STORAGE POOL>

raid level:

- name:
raidé6
10
common volume configuration:

segment size kb: 512 volumes:

- size: 21.50 # See note below!

owning controller: <OWNING CONTROLLER>

21.50

criteria drive count:

- size:
CONTROLLER>

owning controller:

<OWNING



@ Per la dimensione corretta da utilizzare, vedere "Percentuali consigliate di overprovisioning
del pool di storage" ..

Nome del file Porta IP mobili Zona NUMA Nodo del Pool di Controller
blocco storage proprietario

stor_09.yml 8013 i1b:100.127.1 0O netapp_03 beegfs s9 s1 R
03.9/16 0
i2b:100.127.1
04.9/16

stor_10.yml 8023 i2b:100.127.1 0O netapp_03 beegfs s9 s1 B
04.10/16 0
i1b:100.127.1
03.10/16

stor_11.yml 8033 i3b:100.127.1 1 netapp_ 04 beegfs s11_s R
03.11/16 12
i4b:100.127.1
04.11/16

stor_12.yml 8043 i4b:100.127.1 1 netapp_04 beegfs s11_s B
04.12/16 12
i3b:100.127.1
03.12/16

stor_13.yml 8053 i1b:100.127.1 0O netapp_03 beegfs s13_s R
03.13/16 14
i2b:100.127.1
04.13/16

stor_14.yml 8063 i2b:100.127.1 0O netapp_03 beegfs s13 s B
04.14/16 14
i1b:100.127.1
03.14/16

stor_15.yml 8073 i3b:100.127.1 1 netapp_ 04 beegfs s15 s R
03.15/16 16
i4b:100.127.1
04.15/16

stor_16.yml 8083 i4b:100.127.1 1 netapp_04 beegfs s15 s B
04.16/16 16
i3b:100.127.1
03.16/16

Fase 4: Configurare I'inventario per un building block di solo storage

Questi passaggi descrivono come configurare un inventario Ansible per un building block BeeGFS solo
storage. La differenza principale tra 'impostazione della configurazione per un metadata + storage rispetto a
un building block solo storage € I'omissione di tutti i gruppi di risorse di metadati e la modifica

criteria drive count da 10 a 12 per ogni pool di storage.

Fasi

1. Poll inventory.yml, inserire i seguenti parametri nella configurazione esistente:
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# beegfs 05/beegfs 06 HA Pair (storage only building block):
stor 17:
hosts:
beegfs 05:
beegfs 06:
stor 18:
hosts:
beegfs 05:
beegfs 06:
stor 19:
hosts:
beegfs 05:
beegfs 06:
stor 20:
hosts:
beegfs 05:
beegfs 06:
stor 21:
hosts:
beegfs 06:
beegfs 05:
stor 22:
hosts:
beegfs 06:
beegfs 05:
stor 23:
hosts:
beegfs 06:
beegfs 05:
stor 24:
hosts:
beegfs 06:
beegfs 05:

2. Sotto group vars/, creare i file per i gruppi di risorse stor 17 attraverso stor 24 utilizzando il
seguente modello, inserire i valori segnaposto per ciascun servizio che fa riferimento all’esempio:
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# stor 0X - BeeGFS HA Storage Resource Group
beegfs ha beegfs storage conf resource group options:
connStoragePortTCP: <PORT>
connStoragePortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET>
— <SECONDARY PORT:IP/SUBNET>
beegfs service: storage
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
- name: <STORAGE POOL>
raid level: raidé
criteria drive count: 12
common volume configuration:
segment size kb: 512
volumes:
- size: 21.50 # See note below!
owning controller: <OWNING CONTROLLER>
- size: 21.50
owning controller: <OWNING CONTROLLER>

(D Per la dimensione corretta da utilizzare, vedere "Percentuali consigliate di overprovisioning
del pool di storage" .

Nome del file Porta IP mobili Zona NUMA Nodo del Pool di Controller
blocco storage proprietario
stor_17.yml 8013 i1b:100.127.1 0O netapp_05 beegfs s17_s R
03.17/16 18
i2b:100.127.1
04.17/16
stor_18.yml 8023 i2b:100.127.1 0O netapp_05 beegfs s17_s B
04.18/16 18
i1b:100.127.1
03.18/16
stor_19.yml 8033 i3b:100.127.1 1 netapp_06 beegfs s19 s R
03.19/16 20
i4b:100.127.1
04.19/16
stor_20.yml 8043 i4b:100.127.1 1 netapp_06 beegfs s19 s B
04.20/16 20
i3b:100.127.1
03.20/16
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Nome del file Porta IP mobili Zona NUMA Nodo del Pool di Controller

blocco storage proprietario

stor_21.yml 8053 i1b:100.127.1 0O netapp_05 beegfs s21 s R
03.21/16 22
i2b:100.127.1
04.21/16

stor 22.yml 8063 i2b:100.127.1 0O netapp_05 beegfs s21 s B
04.22/16 22
i1b:100.127.1
03.22/16

stor_23.yml 8073 i3b:100.127.1 1 netapp_ 06 beegfs s23 s R
03.23/16 24
i4b:100.127.1
04.23/16

stor_24.yml 8083 i4b:100.127.1 1 netapp_06 beegfs s23 s B
04.24/16 24
i3b:100.127.1
03.24/16

Implementare BeeGFS

L'implementazione e la gestione della configurazione implica I'esecuzione di uno o piu
playbook contenenti le attivita che Ansible deve eseguire e portare il sistema nello stato
desiderato.

Anche se tutte le attivita possono essere incluse in un singolo playbook, per i sistemi complessi, cio diventa
rapidamente poco pratico da gestire. Ansible consente di creare e distribuire i ruoli come metodo per il
packaging di playbook riutilizzabili e contenuti correlati (ad esempio: Variabili predefinite, attivita e gestori). Per
ulteriori informazioni, consultare la documentazione Ansible per "Ruoli".

| ruoli vengono spesso distribuiti come parte di un insieme Ansible contenente ruoli e moduli correlati.

Pertanto, questi playbook importano principalmente solo diversi ruoli distribuiti nelle varie raccolte NetApp e-
Series Ansible.

Attualmente, per implementare BeeGFS sono necessari almeno due building block (quattro nodi

@ di file), a meno che un dispositivo di quorum separato non sia configurato come un interruttore a
piu livelli per mitigare eventuali problemi quando si stabilisce il quorum con un cluster a due
nodi.
Fasi

1. Creare un nuovo playbook.yml archiviare e includere quanto segue:

# BeeGFS HA (High Availability) cluster playbook.
- hosts: eseries storage systems
gather facts: false
collections:
- netapp eseries.santricity
tasks:
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- name: Configure NetApp E-Series block nodes.
import role:
name: nar santricity management
- hosts: all
any errors fatal: true
gather facts: false
collections:
- netapp eseries.beegfs
pre tasks:
- name: Ensure a supported version of Python is available on all
file nodes.
block:
- name: Check if python is installed.
failed when: false
changed when: false
raw: python --version
register: python version
- name: Check if python3 is installed.
raw: python3 --version
failed when: false
changed when: false
register: python3 version
when: 'python version["rc"] != 0 or (python version["stdout"]
| regex replace("Python ", "")) is not version("3.0", ">=")'
- name: Install python3 if needed.
raw: |
id=$ (grep ""ID=" /etc/*release* | cut -d= -f 2 | tr -d '"")
case $id in
ubuntu) sudo apt install python3 ;;
rhel |centos) sudo yum -y install python3 ;;
sles) sudo zypper install python3 ;;
esac
args:
executable: /bin/bash
register: python3 install
when: python version['rc'] != 0 and python3 version['rc'] != 0
become: true
- name: Create a symbolic link to python from python3.
raw: 1In -s /usr/bin/python3 /usr/bin/python
become: true
when: python version['rc'] != 0
when: inventory hostname not in
groups [beegfs ha ansible storage group]
- name: Verify any provided tags are supported.
fail:
msg: "{{ item }} tag is not a supported BeeGFS HA tag. Rerun
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your playbook command with --list-tags to see all valid playbook tags."
when: 'item not in ["all", "storage", "beegfs ha",
"beegfs ha package", "beegfs ha configure",
"beegfs ha configure resource", "beegfs ha performance tuning",
"beegfs ha backup", "beegfs ha client"]'
loop: "{{ ansible run tags }}"
tasks:
- name: Verify before proceeding.
pause:
prompt: "Are you ready to proceed with running the BeeGFS HA
role? Depending on the size of the deployment and network performance
between the Ansible control node and BeeGFS file and block nodes this
can take awhile (10+ minutes) to complete."
- name: Verify the BeeGFS HA cluster is properly deployed.
ansible.builtin.import role:
name: netapp eseries.beegfs.beegfs ha 7 4

(D Questo playbook ne fa parte pre tasks Verificare che Python 3 sia installato sui nodi di file
e che i tag Ansible forniti siano supportati.

2. Utilizzare ansible-playbook Controlla con i file di inventario e playbook quando sei pronto per
implementare BeeGFS.

L'implementazione verra eseguita completamente pre tasks, Quindi richiedere la conferma dell’'utente
prima di procedere con l'effettiva implementazione di BeeGFS.

Eseguire il seguente comando, regolando il numero di forche secondo necessita (vedere la nota
seguente):

ansible-playbook -i inventory.yml playbook.yml --forks 20

In particolare per implementazioni di dimensioni maggiori, forks si consiglia di ignorare il
numero predefinito di forcelle (5) utilizzando il parametro per aumentare il numero di host
configurati in parallelo da Ansible. Per ulteriori informazioni, vedere "Controllo

(D dell’'esecuzione del playbook". L'impostazione del valore massimo dipende dalla potenza di
elaborazione disponibile sul nodo di controllo Ansible. L'esempio precedente di 20 & stato
eseguito su un nodo di controllo virtuale Ansible con 4 CPU (Intel® Xeon® Gold 6146 CPU
@ 3,20 GHz).

A seconda delle dimensioni dell'implementazione e delle prestazioni di rete tra il nodo di controllo Ansible e
i nodi di blocco e file BeeGFS, il tempo di implementazione potrebbe variare.

Configurare i client BeeGFS

E necessario installare e configurare il client BeeGFS su tutti gli host che necessitano
dell'accesso al file system BeeGFS, come i nodi di calcolo o GPU. Per questa attivita, &
possibile utilizzare Ansible e I'insieme BeeGFS.
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Fasi

1. Se necessario, impostare SSH senza password dal nodo di controllo Ansible a ciascuno degli host che si
desidera configurare come client BeeGFS:

ssh-copy-id <user>@<HOSTNAME OR IP>

2. Sotto host_vars/, Creare un file per ogni client BeeGFS denominato <HOSTNAME>. ym1 con il seguente
contenuto, inserendo il testo segnaposto con le informazioni corrette per il tuo ambiente:

# BeeGFS Client
ansible host: <MANAGEMENT IP>
# OPTIONAL: If you want to use the NetApp E-Series Host Collection’s
IPoIB role to configure InfiniBand interfaces for clients to connect to
BeeGFS file systems:
eseries ipoib interfaces:
- name: <INTERFACE>
address: <IP>/<SUBNET MASK> # Example: 100.127.1.1/16
- name: <INTERFACE>
address: <IP>/<SUBNET MASK>

Se si implementa con uno schema di indirizzamento a due subnet, &€ necessario configurare
due interfacce InfiniBand su ogni client, una in ciascuna delle due subnet IPoIB di storage.

@ Se si utilizzano le sottoreti di esempio e gli intervalli consigliati per ogni servizio BeeGFS qui
elencato, i client devono avere un’interfaccia configurata nell’intervallo 100.127.1.0daae
laltrain finoa 100.127.99.255100.128.1.0100.128.99.255.

3. Creare un nuovo file client inventory.yml, quindiinserire i seguenti parametri nella parte superiore:

# BeeGFS client inventory.
all:
vars:

ansible ssh user: <USER> # This is the user Ansible should use to
connect to each client.

ansible become password: <PASSWORD> # This is the password Ansible
will use for privilege escalation, and requires the ansible ssh user be
root, or have sudo privileges.
The defaults set by the BeeGFS HA role are based on the testing
performed as part of this NetApp Verified Architecture and differ from
the typical BeeGFS client defaults.

Non memorizzare le password in testo normale. Utilizzare invece Ansible Vault (vedere la
(D documentazione Ansible per "Crittografia del contenuto con Ansible Vault") o utilizzare
-—ask-become-pass quando si esegue il playbook.

4. Inclient inventory.yml File, elenca tutti gli host che devono essere configurati come client BeeGFS
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in beegfs clients E specificare eventuali configurazioni aggiuntive richieste per creare il modulo del
kernel del client BeeGFS.

children:
# Ansible group representing all BeeGFS clients:
beegfs clients:
hosts:
beegfs 01:
beegfs 02:
beegfs 03:
beegfs 04:
beegfs 05:
beegfs 06:
beegfs 07:
beegfs 08:
beegfs 009:
beegfs 10:
vars:
# OPTION 1: If you’re using the NVIDIA OFED drivers and they are
already installed:
eseries ib skip: True # Skip installing inbox drivers when using
the IPoIB role.
beegfs client ofed enable: True
beegfs client ofed include path:
"/usr/src/ofa kernel/default/include"
# OPTION 2: If you’re using inbox IB/RDMA drivers and they are
already installed:
eseries ib skip: True # Skip installing inbox drivers when using
the IPoIB role.
# OPTION 3: If you want to use inbox IB/RDMA drivers and need
them installed/configured.
eseries ib skip: False # Default value.
beegfs client ofed enable: False # Default value.

Quando si utilizzano i driver NVIDIA OFED, assicurarsi che

@ beegfs client ofed include path punti al corretto "header include path" per
l'installazione Linux. Per ulteriori informazioni, vedere la documentazione di BeeGFS per
"Supporto RDMA".

d. Inclient inventory.yml Elencare ifile system BeeGFS che si desidera montare nella parte inferiore
di qualsiasi file definito in precedenza vars.
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beegfs client mounts:
- sysMgmtdHost: 100.127.101.0 # Primary IP of the BeeGFS

management service.

mount point: /mnt/beegfs # Path to mount BeeGFS on the
client.
connInterfaces:
- <INTERFACE> # Example: ibs4fl
- <INTERFACE>
beegfs client config:
# Maximum number of simultaneous connections to the same
node.

connMaxInternodeNum: 128 # BeeGFS Client Default: 12

# Allocates the number of buffers for transferring IO.

connRDMABufNum: 36 # BeeGFS Client Default: 70

# Size of each allocated RDMA buffer

connRDMABufSize: 65536 # BeeGFS Client Default: 8192

# Required when using the BeeGFS client with the shared-
disk HA solution.

# This does require BeeGFS targets be mounted in the
default “sync” mode.

# See the documentation included with the BeeGFS client
role for full details.

sysSessionChecksEnabled: false

llbeegfs client config rappresenta le impostazioni testate. Consultare la

@ documentazione fornita con netapp eseries.beegfs diraccolta beegfs client ruolo
per una panoramica completa di tutte le opzioni. Sono inclusi i dettagli sul montaggio di piu
file system BeeGFS o sul montaggio dello stesso file system BeeGFS piu volte.

6. Creare un nuovo client playbook.yml e compilare i seguenti parametri:



# BeeGFS client playbook.
- hosts: beegfs clients
any errors fatal: true
gather facts: true
collections:
- netapp eseries.beegfs
- netapp eseries.host
tasks:
- name: Ensure IPoIB is configured
import role:
name: ipoib
- name: Verify the BeeGFS clients are configured.
import role:

name: beegfs client

@ Omettere I'importazione di netapp eseries.host raccolta e. ipoib Ruolo se sono gia
stati installati i driver IB/RDMA richiesti e gli IP configurati sulle interfacce IPolB appropriate.

7. Per installare e creare il client e montare BeeGFS, eseguire il seguente comando:
ansible-playbook -i client inventory.yml client playbook.yml

8. Prima di mettere in produzione il file system BeeGFS, si consiglia di eseguire I'accesso a qualsiasi client
beegfs-fsck --checkfs per garantire che tutti i nodi siano raggiungibili e che non vi siano problemi
segnalati.

Scala oltre cinque elementi di base

E possibile configurare Pacemaker e Corosync per scalare oltre cinque blocchi costitutivi
(10 nodi di file). Tuttavia, i cluster piu grandi presentano alcuni inconvenienti e, alla fine,
Pacemaker e Corosync impongono un massimo di 32 nodi.

NetApp ha testato solo i cluster BeeGFS ha per un massimo di 10 nodi; la scalabilita dei singoli cluster oltre
questo limite non & consigliata o supportata. Tuttavia, i file system BeeGFS devono ancora scalare ben oltre
10 nodi, e NetApp lo ha considerato nella soluzione BeeGFS su NetApp.

Implementando piu cluster ha contenenti un sottoinsieme dei blocchi costitutivi in ciascun file system,
possibile scalare il file system BeeGFS globale indipendentemente da qualsiasi limite consigliato o limite
massimo sui meccanismi di clustering ha sottostanti. In questo scenario, procedere come segue:

« Creare un nuovo inventario Ansible che rappresenti i cluster ha aggiuntivi, quindi omettere la
configurazione di un altro servizio di gestione. Puntare invece il beegfs ha mgmtd floating ip
variabile in ogni cluster aggiuntivo ha cluster.yml AIl'IP per il primo servizio di gestione BeeGFS.

» Quando si aggiungono cluster ha aggiuntivi allo stesso file system, assicurarsi di quanto segue:

o Gli ID del nodo BeeGFS sono univoci.
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° | nomi dei file corrispondenti a ciascun servizio in group vars & unico in tutti i cluster.
o Gli indirizzi IP del client e del server BeeGFS sono univoci in tutti i cluster.

o |l primo cluster ha contenente il servizio di gestione BeeGFS ¢é in esecuzione prima di tentare di
implementare o aggiornare altri cluster.

» Gestire gli inventari per ciascun cluster ha separatamente nel proprio albero di directory.

Il tentativo di combinare i file di inventario per piu cluster in un unico albero di directory potrebbe causare
problemi con il modo in cui il ruolo BeeGFS ha aggrega la configurazione applicata a un determinato
cluster.

Non & necessario che ogni cluster ha si adatti a cinque building block prima di crearne uno

@ nuovo. In molti casi, I'utilizzo di un numero inferiore di building block per cluster &€ piu semplice
da gestire. Un approccio consiste nel configurare gli elementi di base in ogni singolo rack come
cluster ha.

Percentuali consigliate di overprovisioning del pool di storage

Se si seguono le configurazioni standard dei quattro volumi per pool di storage per gli
elementi di base di seconda generazione, fare riferimento alla tabella seguente.

Questa tabella fornisce le percentuali consigliate da utilizzare come dimensione del volume in
eseries storage pool configuration Per ogni destinazione di storage o metadati BeeGFS:

Dimensioni del disco Dimensione
1,92 TB 18

3,84 TB 21.5

7,68 TB 22.5

15,3 TB 24

Le indicazioni riportate sopra non si applicano al pool di storage contenente il servizio di
gestione, che dovrebbe ridurre le dimensioni di cui sopra di .25% per allocare I'1% del pool di
storage per i dati di gestione.

Per capire come sono stati determinati questi valori, vedere "TR-4800: Appendice A: Comprensione della
durata e dell’'overprovisioning degli SSD".

Building block ad alta capacita

La guida all'implementazione della soluzione BeeGFS standard delinea procedure e
raccomandazioni per i requisiti di workload ad alte performance. | clienti che desiderano
soddisfare requisiti di capacita elevata devono osservare le variazioni
nell'implementazione e i consigli descritti di seguito.
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Controller

Per gli building block ad alta capacita, i controller EF600 devono essere sostituiti con controller EF300,
ciascuno con un HIC Cascade installato per 'espansione SAS. Ogni nodo a blocchi avra un numero minimo di
SSD NVMe popolati nell’enclosure dell’array per lo storage dei metadati BeeGFS e saranno collegati agli shelf
di espansione popolati con HDD NL-SAS per i volumi di storage BeeGFS.

La configurazione da nodo file a nodo di blocco rimane la stessa.

Posizionamento del disco

Per lo storage dei metadati BeeGFS sono richiesti almeno 4 SSD NVMe in ciascun nodo a blocchi. Questi
dischi devono essere posizionati negli slot piu esterni dell’enclosure.

RAID 1 (2+2) Metadata

Vassoi di espansione

Il building block ad alta capacita pud essere dimensionato con 1-7, 60 tray di espansione per unita per array di
storage.
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Per istruzioni su come collegare ciascun vassoio di espansione, "Fare riferimento al cablaggio EF300 per gli
shelf di dischi".
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Utilizzare architetture personalizzate

Panoramica e requisiti

Utilizzare qualsiasi sistema storage NetApp e/EF-Series come nodi a blocchi BeeGFS e
server x86 come nodi di file BeeGFS quando si implementano cluster ad alta disponibilita
BeeGFS utilizzando Ansible.

Le definizioni per la terminologia utilizzata in questa sezione "termini e concetti"sono disponibili
nella pagina.
Introduzione

Sebbene "Architetture verificate da NetApp" offrano configurazioni di riferimento predefinite e linee guida sul
dimensionamento, alcuni clienti e partner potrebbero preferire la progettazione di architetture personalizzate
piu adatte a specifici requisiti o preferenze hardware. Uno dei principali vantaggi della scelta di BeeGFS su
NetApp € la capacita di implementare cluster ha a disco condiviso BeeGFS utilizzando Ansible, semplificando
la gestione dei cluster e migliorando I'affidabilita con i componenti ha creati da NetApp. L'implementazione di
architetture BeeGFS personalizzate su NetApp viene ancora eseguita utilizzando Ansible, mantenendo un
approccio simile all’appliance su una gamma flessibile di hardware.

In questa sezione vengono descritti i passaggi generali necessari per implementare i file system BeeGFS
sull’hardware NetApp e I'utilizzo di Ansible per configurare i file system BeeGFS. Per informazioni dettagliate
sulle Best practice relative alla progettazione dei file system BeeGFS ed esempi ottimizzati, fare riferimento
alla "Architetture verificate da NetApp" sezione.

Panoramica sull’implementazione
In genere, 'implementazione di un file system BeeGFS richiede i seguenti passaggi:

» Configurazione iniziale:
o Installazione/cavo hardware.
o Impostare i nodi di file e blocchi.
o Impostare un nodo di controllo Ansible.
* Definire il file system BeeGFS come un inventario Ansible.
» Esegui Ansible su file e nodi a blocchi per implementare BeeGFS.

o Facoltativamente per configurare i client e montare BeeGFS.

Le sezioni successive trattera questi passaggi in modo piu dettagliato.

Ansible gestisce tutte le attivita di provisioning e configurazione del software, tra cui:

» Creazione/mappatura di volumi su nodi a blocchi.
@ * Formattazione/messa a punto di volumi su nodi di file.
* Installazione/configurazione del software sui nodi di file.

» Stabilire il cluster ha e configurare le risorse BeeGFS e i servizi del file system.
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Requisiti

Il supporto per BeeGFS in Ansible viene rilasciato il "Ansible Galaxy" Insieme di ruoli € moduli che
automatizzano I'implementazione e la gestione end-to-end dei cluster BeeGFS ha.

BeeGFS é dotato di versioni che seguono uno schema di controllo delle versioni di <major>.<minor>.<patch>
e l'insieme mantiene i ruoli per ogni versione supportata di <major>.<minor> di BeeGFS, ad esempio BeeGFS
7.2 o BeeGFS 7.3. Man mano che vengono rilasciati gli aggiornamenti della raccolta, la versione della patch in
ciascun ruolo verra aggiornata in modo da indicare l'ultima versione di BeeGFS disponibile per tale ramo di
release (esempio: 7.2.8). Ogni versione della raccolta € inoltre testata e supportata con specifiche distribuzioni
e versioni di Linux, attualmente Red Hat per i nodi di file e Red Hat e Ubuntu per i client. L'esecuzione di altre
distribuzioni non € supportata e I'esecuzione di altre versioni (in particolare altre versioni principali) non &
consigliata.

Nodo di controllo Ansible

Questo nodo conterra I'inventario e i playbook utilizzati per gestire BeeGFS. Richiede:

* Ansible 6.x (ansible-core 2.13)
» Python 3.6 (o versione successiva)

« Pacchetti Python (pip): Ipaddr e netaddr
Si consiglia inoltre di impostare SSH senza password dal nodo di controllo a tutti i nodi di file e client BeeGFS.

Nodi di file BeeGFS

I nodi file devono eseguire Red Hat Enterprise Linux (RHEL) 9.4 e avere accesso al repository HA contenente i
pacchetti richiesti (pacemaker, corosync, fence-agents-all, resource-agents). Ad esempio, & possibile eseguire
il seguente comando per abilitare il repository appropriato su RHEL 9:

subscription-manager repo-override repo=rhel-9-for-x86 64-
highavailability-rpms --add=enabled:1

Nodi client BeeGFS

E disponibile un ruolo Ansible del client BeeGFS per installare il pacchetto client BeeGFS e gestire i mount
BeeGFS. Questo ruolo & stato testato con RHEL 9.4 e Ubuntu 22.04.

Se non si utilizza Ansible per configurare il client BeeGFS e montare BeeGFS, qualsiasi "BeeGFS supporta la
distribuzione e il kernel Linux" pud essere utilizzato.

Configurazione iniziale

Installazione e cavo hardware

Procedure necessarie per installare e collegare I'hardware utilizzato per eseguire
BeeGFS su NetApp.

85


https://galaxy.ansible.com/netapp_eseries/beegfs
https://doc.beegfs.io/latest/release_notes.html#supported-linux-distributions-and-kernels
https://doc.beegfs.io/latest/release_notes.html#supported-linux-distributions-and-kernels

Pianificare I'installazione

Ciascun file system BeeGFS ¢ costituito da un certo numero di nodi di file che eseguono i servizi BeeGFS
utilizzando lo storage back-end fornito da un certo numero di nodi a blocchi. | file node sono configurati in uno
o piu cluster ad alta disponibilita per fornire la fault tolerance per i servizi BeeGFS. Ogni nodo a blocchi & gia
una coppia ha attiva/attiva. Il numero minimo di nodi di file supportati in ciascun cluster ha & tre e il numero
massimo di nodi di file supportati in ciascun cluster € dieci. | file system BeeGFS possono scalare oltre dieci
nodi implementando piu cluster ha indipendenti che lavorano insieme per fornire un singolo namespace del file
system.

In genere, ogni cluster ha viene implementato come una serie di "building block" in cui alcuni nodi di file (server
x86) sono collegati direttamente a un certo numero di nodi a blocchi (in genere sistemi storage e-Series).
Questa configurazione crea un cluster asimmetrico, in cui i servizi BeeGFS possono essere eseguiti solo su
alcuni nodi di file che hanno accesso allo storage a blocchi di back-end utilizzato per le destinazioni BeeGFS. Il
bilanciamento dei nodi file-to-block in ciascun building block e del protocollo di storage in uso per le
connessioni dirette dipende dai requisiti di una particolare installazione.

Un’architettura di cluster ha alternativa utilizza un fabric di storage (noto anche come SAN (Storage Area
Network) tra i nodi di file e blocchi per stabilire un cluster simmetrico. Cid consente I'esecuzione dei servizi
BeeGFS su qualsiasi nodo di file in un cluster ha specifico. Poiché i cluster generalmente simmetrici non sono
cosi convenienti a causa dell’hardware SAN aggiuntivo, questa documentazione presuppone I'utilizzo di un
cluster asimmetrico implementato come una serie di uno o piu building block.

@ Assicurarsi che I'architettura del file system desiderata per una particolare implementazione di
BeeGFS sia ben compresa prima di procedere con l'installazione.
Hardware per rack

Quando si pianifica I'installazione, € importante che tutte le apparecchiature di ciascun building block siano
installate in rack adiacenti. La procedura consigliata prevede il racking dei nodi di file immediatamente sopra i
nodi di blocco in ciascun building block. Seguire la documentazione relativa ai modelli di file e. "blocco" nodi
utilizzati durante l'installazione di guide e hardware nel rack.

Esempio di un singolo building block:
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<

L

Esempio di un’installazione BeeGFS di grandi dimensioni in cui sono presenti pit elementi di base in ciascun

cluster ha e piu cluster ha nel file system:

4]l° BeeGFS Parallel Filesystem

Standalone Standalone Standalone
HA Cluster HA Clustar HA Clustar
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Nodi di blocco e file via cavo

In genere, le porte HIC dei nodi a blocchi e-Series vengono collegate direttamente alle porte dell’adattatore del
canale host designato (per i protocolli InfiniBand) o dell’adattatore del bus host (per Fibre Channel e altri
protocolli) dei nodi di file. Il modo esatto per stabilire queste connessioni dipendera dall’architettura del file
system desiderata, ecco un esempio"Basato sull’architettura verificata di seconda generazione di BeeGFS su
NetApp":

ioiol

fd

[11111]
ioiol

Collegare i nodi di file alla rete client

Ogni nodo di file avra un certo numero di porte InfiniBand o Ethernet designate per il traffico del client
BeeGFS. A seconda dell’architettura, ciascun nodo di file disporra di una o piu connessioni a una rete
client/storage dalle performance elevate, potenzialmente a piu switch per la ridondanza e 'aumento della
larghezza di banda. Di seguito viene riportato un esempio di cablaggio del client che utilizza switch di rete
ridondanti, in cui le porte evidenziate in verde scuro e verde chiaro sono collegate a switch separati:
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Gestione delle connessioni rete e alimentazione

Stabilire le connessioni di rete necessarie per le reti in-band e out-of-band.

Collegare tutti gli alimentatori assicurandosi che ciascun nodo di file e blocchi sia collegato a piu unita di
distribuzione dell’alimentazione per la ridondanza (se disponibile).

Impostare i nodi di file e blocchi

Operazioni manuali necessarie per impostare i nodi di file e blocchi prima di eseguire
Ansible.

Nodi di file

Configurare Baseboard Management Controller (BMC)

Un BMC (Baseboard Management Controller), a volte chiamato Service Processor, € il nome generico della
funzionalita di gestione out-of-band integrata in varie piattaforme server che possono fornire accesso remoto
anche se il sistema operativo non & installato o accessibile. | vendor in genere commercializzano questa
funzionalita con un proprio marchio. Ad esempio, su Lenovo SR665, BMC viene definito XCC (Lenovo XClarity
Controller).

Seguire la documentazione del vendor del server per abilitare le licenze necessarie per accedere a questa
funzionalita e assicurarsi che il BMC sia connesso alla rete e configurato in modo appropriato per I'accesso
remoto.

Se si desidera utilizzare Redfish per la scherma basata su BMC, assicurarsi che Redfish sia

(D attivato e che l'interfaccia BMC sia accessibile dal sistema operativo installato nel nodo file.
Potrebbe essere necessaria una configurazione speciale sullo switch di rete se BMC e |l
sistema operativo condividono la stessa interfaccia di rete fisica.

Mettere a punto le impostazioni di sistema

Utilizzando linterfaccia del programma di configurazione del sistema (BIOS/UEFI), assicurarsi che le
impostazioni siano impostate per massimizzare le prestazioni. Le impostazioni esatte e i valori ottimali variano
in base al modello di server in uso. Vengono fornite indicazioni per "modelli di file node verificati”, altrimenti
fare riferimento alla documentazione del fornitore del server e alle procedure consigliate basate sul modello in
uso.
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Installare un sistema operativo

Installare un sistema operativo supportato in base ai requisiti del nodo file elencati "qui". Fare riferimento a
eventuali passaggi aggiuntivi riportati di seguito in base alla distribuzione Linux.

Red Hat

, vedere "Come registrarsi e sottoscrivere un sistema RHEL" E "Come limitare gli aggiornamenti" .

Abilitare il repository Red Hat contenente i pacchetti richiesti per I'alta disponibilita:

subscription-manager repo-override --repo=rhel-9-for-x86 64
-highavailability-rpms --add=enabled:1

Configurare la rete di gestione

Configurare le interfacce di rete necessarie per consentire la gestione in banda del sistema operativo. |
passaggi esatti dipendono dalla distribuzione e dalla versione di Linux in uso.

@ Assicurarsi che SSH sia attivato e che tutte le interfacce di gestione siano accessibili dal nodo di
controllo Ansible.
Aggiornare il firmware HCA e HBA

Assicurarsi che tutti gli HBA e gli HCA eseguano le versioni del firmware supportate elencate sul "Matrice di
interoperabilita NetApp"e, se necessario, aggiornarle. Ulteriori raccomandazioni per gli adattatori NVIDIA
ConnectX sono disponibili "qui".

Nodi a blocchi

Seguire i passi da a. "Inizia a lavorare con e-Series" per configurare la porta di gestione su ciascun controller
di nodi a blocchi e, facoltativamente, impostare il nome dell’array di storage per ciascun sistema.

Non € necessaria alcuna configurazione aggiuntiva oltre a garantire che tutti i nodi a blocchi
siano accessibili dal nodo di controllo Ansible. La configurazione di sistema rimanente verra
applicata/mantenuta utilizzando Ansible.

Impostare Ansible Control Node

Impostare un nodo di controllo Ansible per implementare e gestire il file system.

Panoramica

Un nodo di controllo Ansible € una macchina Linux fisica o virtuale utilizzata per gestire il cluster. Deve
soddisfare i seguenti requisiti:

« Soddisfare il "requisiti"ruolo di ha BeeGFS, incluse le versioni installate di Ansible, Python e qualsiasi altro
pacchetto Python.
* Incontra il funzionario "Requisiti dei nodi di controllo Ansible" incluse le versioni del sistema operativo.

» Avere accesso SSH e HTTPS a tutti i nodi di file e blocchi.
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La procedura di installazione dettagliata & disponibile "qui".

Definire il file system BeeGFS

Panoramica di Ansible Inventory

L'inventario Ansible & un insieme di file di configurazione che definiscono il cluster
BeeGFS ha desiderato.

Panoramica

Si consiglia di seguire le procedure standard di Ansible per organizzare il "inventario”, incluso I'utilizzo di
"sottodirectory/file" invece di memorizzare l'intero inventario in un file.

L'inventario Ansible per un singolo cluster BeeGFS ha & organizzato come segue:

/beegfs_cluster_1/

Jhost_vars/

Jgroup_vars/ ——— @

Contained on the
Ansible Control Node

/| nventory_ym| Usually, the Ansible inventory is

version controlled in a Git
repository to ensure it is not lost
and changes can be reverted.

ey

playbook.yml
™

Poiché un singolo file system BeeGFS pud comprendere piu cluster ha, & possibile che

(D installazioni di grandi dimensioni dispongano di pit inventari Ansible. In genere, non &
consigliabile cercare di definire piu cluster ha come un singolo inventario Ansible per evitare
problemi.
Fasi

1. Nel nodo di controllo Ansible creare una directory vuota contenente I'inventario Ansible per il cluster
BeeGFS che si desidera implementare.
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a. Se il file system conterra piu cluster ha, si consiglia di creare prima una directory per il file system,
quindi sottodirectory per I'inventario che rappresenta ciascun cluster ha. Ad esempio:

beegfs file system 1/
beegfs cluster 1/
beegfs cluster 2/
beegfs cluster N/

2. Nella directory contenente l'inventario per il cluster ha che si desidera implementare, creare due directory
group vars e. host vars e due file inventory.yml e. playbook.yml.

Nelle sezioni seguenti viene illustrata la definizione del contenuto di ciascuno di questi file.

Pianificare il file system

Pianificare I'implementazione del file system prima di creare I'inventario Ansible.

Panoramica

Prima di implementare il file system, & necessario definire gli indirizzi IP, le porte e le altre configurazioni
richieste da tutti i nodi di file, i nodi di blocco e i servizi BeeGFS in esecuzione nel cluster. Anche se la
configurazione esatta varia in base all’architettura del cluster, questa sezione definisce le Best practice e i
passaggi da seguire che sono generalmente applicabili.

Fasi

1. Se si utilizza un protocollo di storage basato su IP (come iSER, iSCSI, NVMe/IB o NVMe/RoCE) per
connettere i nodi di file ai nodi di blocco, compilare il seguente foglio di lavoro per ciascun building block.
Ogni connessione diretta in un singolo building block deve avere una subnet univoca e non deve esserci
alcuna sovrapposizione con le subnet utilizzate per la connettivita client-server.

Nodo del file Porta IB Indirizzo IP Nodo del Porta IB IP fisico Virtual IP
blocco (solo per

EF600 con
HDR IB)

<HOSTNAME <PORT> <IP/[SUBNET <HOSTNAME <PORT> <IP/SUBNET <IP/SUBNET

> > > > >

@ Se i nodi di file e blocchi di ciascun building block sono collegati direttamente, spesso &
possibile riutilizzare gli stessi IP/schema per piu building block.

2. Indipendentemente dall’'utilizzo di InfiniBand o RDMA su RoCE (Converged Ethernet) per la rete di storage,
compilare il seguente foglio di lavoro per determinare gli intervalli IP che verranno utilizzati per i servizi
cluster ha, i file service BeeGFS e i client per comunicare:

Scopo Porta InfiniBand Indirizzo IP o intervallo
IP cluster BeeGFS <INTERFACE(s)> <RANGE>
Gestione di BeeGFS <INTERFACE(s)> <IP(s)>
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Scopo Porta InfiniBand Indirizzo IP o intervallo

Metadati BeeGFS <INTERFACE(s)> <RANGE>
Storage BeeGFS <INTERFACE(s)> <RANGE>
Client BeeGFS <INTERFACE(s)> <RANGE>

a. Se si utilizza una singola subnet IP, € necessario un solo foglio di lavoro, altrimenti compilare un foglio
di lavoro per la seconda subnet.

3. In base a quanto sopra, per ciascun building block del cluster, compilare il seguente foglio di lavoro che
definisce i servizi BeeGFS che verranno eseguiti. Per ogni servizio, specificare i nodi di file
preferiti/secondari, la porta di rete, gli IP mobili, 'assegnazione di zona NUMA (se necessario) e i nodi di
blocco da utilizzare per le destinazioni. Per compilare il foglio di lavoro, fare riferimento alle seguenti linee
guida:

a. Specificare i servizi BeeGFS come uno dei due mgmt . yml, meta <ID>.yml, 0. storage <ID>.yml
Dove ID rappresenta un numero univoco per tutti i servizi BeeGFS di quel tipo in questo file system.
Questa convenzione semplifica il riferimento a questo foglio di lavoro nelle sezioni successive durante
la creazione di file per configurare ciascun servizio.

b. Le porte per i servizi BeeGFS devono essere univoche solo in un particolare building block. Assicurarsi
che i servizi con lo stesso numero di porta non possano mai essere eseguiti sullo stesso nodo di file
per evitare conflitti di porta.

c. Se necessario, i servizi possono utilizzare volumi da piu di un nodo a blocchi e/o pool di storage (e non
tutti i volumi devono essere di proprieta dello stesso controller). Piu servizi possono anche condividere
lo stesso nodo a blocchi e/o la stessa configurazione del pool di storage (i singoli volumi verranno
definiti in una sezione successiva).

Servizio Nodi di file Porta IP mobili Zona Nodo del Pool di Controller
BeeGFS NUMA blocco storage proprietari
(nome file) o
<SERVICE <PREFER <PORT> <INTERFA <NUMA <BLOCK <STORAG <AORB>
TYPE> <I RED FILE CE>:<IP/S NODE/ZO NODE> E
D>.yml NODE> UBNET> NE> POOL/VOL

<SECOND <INTERFA UME

ARY FILE CE>:<IP/S GROUP>

NODE(s)> UBNET>

Per ulteriori informazioni sulle convenzioni standard, sulle Best practice e sui fogli di lavoro di esempio
compilati"best practice", fare riferimento alle "Definire i blocchi di base BeeGFS"sezioni e di BeeGFS
sull’architettura verificata NetApp.

Definire i nodi di file e blocchi

Configurare singoli nodi di file

Specificare la configurazione per i singoli nodi di file utilizzando le variabili host
(host_vars).

Panoramica

In questa sezione viene illustrata la compilazione di un host vars/<FILE NODE HOSTNAME>.yml per ogni
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nodo di file nel cluster. Questi file devono contenere solo configurazioni univoche per un particolare nodo di
file. Cid comprende in genere:

* Definizione dell’'IP o del nome host che Ansible deve utilizzare per connettersi al nodo.

» Configurazione di interfacce aggiuntive e IP del cluster utilizzati per i servizi cluster ha (Pacemaker e
Corosync) per comunicare con altri nodi di file. Per impostazione predefinita, questi servizi utilizzano la
stessa rete dell'interfaccia di gestione, ma devono essere disponibili interfacce aggiuntive per la
ridondanza. La pratica comune consiste nel definire IP aggiuntivi sulla rete di storage, evitando la
necessita di un cluster aggiuntivo o di una rete di gestione.

> Le performance di qualsiasi rete utilizzata per la comunicazione in cluster non sono critiche per le
performance del file system. Con la configurazione predefinita del cluster in genere, almeno una rete a
1Gb GBY/s fornira prestazioni sufficienti per le operazioni del cluster, come la sincronizzazione degli
stati dei nodi e il coordinamento delle modifiche dello stato delle risorse del cluster. Le reti
lente/occupate possono richiedere piu tempo del solito per le modifiche dello stato delle risorse e, in
casi estremi, potrebbero causare I'eliminazione dei nodi dal cluster se non riescono a inviare heartbeat
in un intervallo di tempo ragionevole.

» Configurazione delle interfacce utilizzate per la connessione ai nodi a blocchi sul protocollo desiderato (ad
esempio: ISCSI/ISER, NVMe/IB, NVMe/RoCE, FCP, ecc.)

Fasi

Facendo riferimento allo schema di indirizzamento IP definito nella "Pianificare il file system"sezione, per ogni
nodo file nel cluster creare un file host vars/<FILE NODE HOSTNAME>/yml e compilarlo come segue:

1. In alto, specificare I'lP o il nome host che Ansible deve utilizzare per SSH al nodo e gestirlo:

ansible host: "<MANAGEMENT IP>"

2. Configurare IP aggiuntivi che possono essere utilizzati per il traffico del cluster:

a. Se il tipo di rete & "InfiniBand (con IPolB)":

eseries ipoib interfaces:

- name: <INTERFACE> # Example: ib0 or ilb
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

b. Se il tipo di rete & "RDMA su Ethernet convergente (RoCE)":

eseries roce interfaces:

- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

c. Se il tipo di rete & "Ethernet (solo TCP, senza RDMA)":
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eseries ip interfaces:

- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

3. Indicare gli IP da utilizzare per il traffico del cluster, con gli IP preferiti elencati piu in alto:

beegfs ha cluster node ips:

- <MANAGEMENT IP> # Including the management IP is typically but not

required.
- <IP_ ADDRESS> # Ex: 100.127.100.1
- <IP_ADDRESS> # Additional IPs as needed.

Gli IPS configurati nella fase due non verranno utilizzati come IP del cluster a meno che non

@ siano inclusi in beegfs ha cluster node ips elenco. Cid consente di configurare
IP/interfacce aggiuntive utilizzando Ansible che possono essere utilizzati per altri scopi, se
necessario.

4. Se il nodo del file deve comunicare per bloccare i nodi su un protocollo basato su IP, gli IP dovranno

essere configurati sull’interfaccia appropriata e tutti i pacchetti richiesti per quel protocollo
installati/configurati.

a. Seinuso "ISCSI"™

eseries iscsi interfaces:
- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

b. Se in uso "Er'":

eseries 1ib iser interfaces:
- name: <INTERFACE> # Example: ibO0.

address: <IP/SUBNET> # Example: 100.127.100.1/16

configure: true # If the file node is directly connected to the
block node set to true to setup OpenSM.

c. Seinuso "NVMe/IB":
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eseries nvme ib interfaces:
- name: <INTERFACE> # Example: ibO0.

address: <IP/SUBNET> # Example: 100.127.100.1/16

configure: true # If the file node is directly connected to the
block node set to true to setup OpenSM.

d. Sein uso "NVMe/RoCE":

eseries nvme roce interfaces:
- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

e. Altri protocolli:

i. Se in uso "NVMe/FC", la configurazione di singole interfacce non & richiesta. L'implementazione
del cluster BeeGFS rilevera automaticamente il protocollo e installera/configurera i requisiti in base
alle necessita. Se si utilizza un fabric per connettere file e nodi a blocchi, assicurarsi che gli switch
siano correttamente suddivisi in zone seguendo le Best practice di NetApp e del vendor di switch.

i. L'utilizzo di FCP o SAS non richiede l'installazione o la configurazione di software aggiuntivo. Se si
utilizza FCP, assicurarsi che gli switch siano correttamente zonati "NetApp" e le best practice del
tuo fornitore di switch.

i. Al momento non si consiglia I'utilizzo di IB SRP. Utilizzare NVMe/IB o iSER a seconda di cio che i
nodi a blocchi e-Series supportano.

Fare clic su "qui" per un esempio di un file di inventario completo che rappresenta un singolo nodo di file.

Advanced (Avanzate): Passaggio tra le modalita Ethernet e InfiniBand degli adattatori VPI NVIDIA
ConnectX

Gli adattatori NVIDIA ConnectX-Virtual Protocol Interconnect&reg; (VPI) supportano sia InfiniBand che
Ethernet come layer di trasporto. Il passaggio da una modalita all&#8217;altra non viene negoziato
automaticamente e deve essere configurato utilizzando <code>mstconfig</code> lo strumento incluso in
<code>mstflint</code>, un pacchetto open source che fa parte di <a
href="https://docs.nvidia.com/networking/display/mftv4270/mft+supported+configurations+and+parameters"
target="_blank">"Strumenti per la firma NVIDIA (MFT)"</a>. La modifica della modalita degli adattatori deve
essere eseguita una sola volta. Questa operazione pud essere eseguita manualmente o inclusa
nell&#8217;inventario Ansible come parte di qualsiasi interfaccia configurata utilizzando la <code>eseries-
[iblib_iserlipoib|nvme_ib|nvme_roce|roce]_interfaces:</code> sezione dell&#8217;inventario, per farla
controllare/applicare automaticamente.

Ad esempio, per modificare una corrente di interfaccia in modalita InfiniBand su Ethernet in modo che possa
essere utilizzata per RoCE:

1. Per ogni interfaccia che si desidera configurare, specificare mstconfig come un mapping (o dizionario)
che specifica LINK_TYPE_P<N> dove <N> E determinato dal numero di porta del’HCA per I'interfaccia. Il
<N> il valore puo essere determinato eseguendo grep PCI_SLOT NAME
/sys/class/net/<INTERFACE NAME>/device/uevent E aggiungendo 1 all'ultimo numero dal nome
dello slot PCI e convertendo in decimale.

a. Ad esempio PCI_SLOT NAME=0000:2f:00.2 (2+ 1 — porta HCA3) —» LINK TYPE P3: eth:
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eseries roce interfaces:
- name: <INTERFACE>
address: <IP/SUBNET>
mstconfig:
LINK TYPE P3: eth

Per ulteriori informazioni, consultare "Documentazione della raccolta di host NetApp e-Series" per il tipo di
interfaccia/protocollo in uso.

Configurare singoli nodi a blocchi

Specificare la configurazione per i singoli nodi di blocco utilizzando le variabili host
(host_vars).
Panoramica

In questa sezione viene illustrata la compilazione di un host vars/<BLOCK NODE HOSTNAME>.yml file per
ciascun nodo del blocco nel cluster. Questi file devono contenere solo una configurazione univoca per un nodo
di blocco specifico. Cid comprende in genere:

* Il nome del sistema (visualizzato in System Manager).

L'URL HTTPS per uno dei controller (utilizzato per gestire il sistema utilizzando I'API REST).
» Quali nodi di file del protocollo di storage utilizzano per connettersi a questo nodo a blocchi.

» Configurazione delle porte della scheda di interfaccia host (HIC), ad esempio gli indirizzi IP (se
necessario).

Fasi

Facendo riferimento allo schema di indirizzamento IP definito nella "Pianificare il file system"sezione, per ogni
nodo di blocco nel cluster creare un file host vars/<BLOCK NODE HOSTNAME>/yml e compilarlo come
segue:

1. Nella parte superiore, specificare il nome del sistema e 'TURL HTTPS per uno dei controller:

eseries system name: <SYSTEM NAME>
eseries system api url:
https://<MANAGEMENT HOSTNAME OR IP>:8443/devmgr/v2/

2. Selezionare "protocollo” i nodi di file utilizzeranno per connettersi a questo nodo di blocco:

a. Protocolli supportati: auto, iscsi, fc, sas, ib_srp, ib_iser, nvme ib, nvme fc, nvme roce.

eseries initiator protocol: <PROTOCOL>

3. A seconda del protocollo in uso, le porte HIC potrebbero richiedere una configurazione aggiuntiva. Se
necessario, definire la configurazione della porta HIC in modo che la voce superiore nella configurazione di
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ciascun controller corrisponda alla porta fisica piu a sinistra su ciascun controller e la porta inferiore alla
porta piu a destra. Tutte le porte richiedono una configurazione valida anche se non sono attualmente in
uso.

@ Consultare anche la sezione seguente se si utilizza HDR (200 GB) InfiniBand o 200GB
RoCE con nodi a blocchi EF600.

a. PeriSCSI:

eseries controller iscsi port:

controller a: # Ordered list of controller A channel
definition.
- state: # Whether the port should be enabled.
Choices: enabled, disabled
config method: # Port configuration method Choices: static,
dhcp
address: # Port IPv4 address
gateway: # Port IPv4 gateway
subnet mask: # Port IPv4 subnet mask
mtu: # Port IPv4 mtu
- (...) # Additional ports as needed.
controller Db: # Ordered list of controller B channel

definition.
- (...) # Same as controller A but for controller B

# Alternatively the following common port configuration can be
defined for all ports and omitted above:

eseries controller iscsi port state: enabled # Generally
specifies whether a controller port definition should be applied
Choices: enabled, disabled

eseries controller iscsi port config method: dhcp # General port
configuration method definition for both controllers. Choices:
static, dhcp

eseries controller iscsi port gateway: # General port
IPv4 gateway for both controllers.

eseries controller iscsi port subnet mask: # General port
IPv4 subnet mask for both controllers.

eseries controller iscsi port mtu: 9000 # General port
maximum transfer units (MTU) for both controllers. Any value greater
than 1500 (bytes).

b. PeriSER:



eseries controller ib iser port:

controller a:
definition.

= (ooo)
controller Db:

definition.

c. Per NVMe/IB:

# Ordered list of controller A channel address

# Port IPv4 address for channel 1
# So on and so forth

# Ordered list of controller B channel address

eseries controller nvme ib port:

controller a:

definition.

- (...)
controller Db:

definition.

d. Per NVMe/RoCE:

# Ordered list of controller A channel address

# Port IPv4 address for channel 1
# So on and so forth
# Ordered list of controller B channel address
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eseries controller nvme roce port:

controller a: # Ordered list of controller A channel
definition.
- state: # Whether the port should be enabled.
config method: # Port configuration method Choices: static,

dhcp

address: # Port IPv4 address
subnet mask: # Port IPv4 subnet mask
gateway: # Port IPv4 gateway
mtu: # Port IPv4 mtu
speed: # Port IPv4 speed

#

controller Db: Ordered list of controller B channel
definition.

- (...) # Same as controller A but for controller B

# Alternatively the following common port configuration can be
defined for all ports and omitted above:

eseries controller nvme roce port state: enabled # Generally
specifies whether a controller port definition should be applied
Choices: enabled, disabled

eseries controller nvme roce port config method: dhcp # General
port configuration method definition for both controllers. Choices:
static, dhcp

eseries controller nvme roce port gateway: # General
port IPv4 gateway for both controllers.

eseries controller nvme roce port subnet mask: # General

port IPv4 subnet mask for both controllers.

eseries controller nvme roce port mtu: 4200 # General
port maximum transfer units (MTU). Any value greater than 1500
(bytes) .

eseries controller nvme roce port speed: auto # General

interface speed. Value must be a supported speed or auto for

automatically negotiating the speed with the port.

e. | protocolli FC e SAS non richiedono ulteriori configurazioni. SRP non & consigliato correttamente.
Per ulteriori opzioni di configurazione delle porte HIC e dei protocolli host, inclusa la possibilita di configurare
iISCSI CHAP, fare riferimento a. "documentazione" Incluso nella raccolta SANTtricity. Nota durante
l'implementazione di BeeGFS, il pool di storage, la configurazione del volume e altri aspetti del provisioning
dello storage verranno configurati altrove e non devono essere definiti in questo file.

Fare clic su "qui" per un esempio di un file di inventario completo che rappresenta un singolo nodo a blocchi.

Utilizzando HDR (200 GB) InfiniBand o 200GB RoCE con i nodi a blocchi NetApp EF600:

Per utilizzare HDR (200 GB) InfiniBand con EF600, € necessario configurare un secondo IP "virtuale" per
ciascuna porta fisica. Di seguito € riportato un esempio del modo corretto di configurare un EF600 dotato di
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InfiniBand HDR HIC a doppia porta:

eseries controller nvme ib port:

controller a:

- 192.168.1.101 # Port 2a (virtual)
- 192.168.2.101 # Port 2b (virtual)
- 192.168.1.100 # Port 2a (physical)
- 192.168.2.100 # Port 2b (physical)
controller Db:
- 192.168.3.101 # Port 2a (virtual)
- 192.168.4.101 # Port 2b (virtual)
- 192.168.3.100 # Port 2a (physical)
- 192.168.4.100 # Port 2b (physical)

Specificare la configurazione del nodo file comune

Specificare la configurazione del nodo file comune utilizzando le variabili di gruppo
(group_vars).

Panoramica

La configurazione che deve essere utilizzata per tutti i nodi di file &€ definita in
group vars/ha cluster.yml. In genere include:

 Dettagli su come connettersi e accedere a ciascun nodo di file.

» Configurazione di rete comune.

» Se sono consentiti riavvii automatici.

* Modalita di configurazione degli stati firewall e selinux.

» Configurazione del cluster, inclusi avvisi e scherma.

* Tuning delle performance.

» Configurazione comune del servizio BeeGFS.

Le opzioni impostate in questo file possono essere definite anche su singoli nodi di file, ad

@ esempio se sono in uso modelli hardware misti o se si dispone di password diverse per ciascun
nodo. La configurazione sui singoli nodi di file avra la precedenza sulla configurazione in questo
file.
Fasi

Creare il file group _vars/ha cluster.yml e compilarlo come segue:

1. Indicare come il nodo Ansible Control deve autenticare con gli host remoti:

ansible ssh user: root
ansible become password: <PASSWORD>
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In particolare per gli ambienti di produzione, non memorizzare le password in testo normale.
Utilizzare invece Ansible Vault (vedere "Crittografia del contenuto con Ansible Vault") o il

<:> --ask-become-pass quando si esegue il playbook. Se il ansible ssh user € gia root,
quindi & possibile omettere il ansible become password

2. Se si configurano IP statici sulle interfacce ethernet o InfiniBand (ad esempio gli IP del cluster) e piu
interfacce si trovano nella stessa subnet IP (ad esempio se ib0 utilizza 192.168.1.10/24 e ib1 utilizza
192.168.1.11/24), Per il corretto funzionamento del supporto multi-homed, & necessario configurare
ulteriori tabelle e regole di routing IP. E sufficiente attivare il gancio di configurazione dell’interfaccia di rete
fornito come segue:

eseries ip default hook templates:
- 99-multihoming.j2

3. Durante I'implementazione del cluster, a seconda del protocollo di storage potrebbe essere necessario
riavviare i nodi per facilitare il rilevamento dei dispositivi a blocchi remoti (volumi e-Series) o applicare altri
aspetti della configurazione. Per impostazione predefinita, i nodi richiedono prima del riavvio, ma &
possibile consentire il riavvio automatico dei nodi specificando quanto segue:

eseries common allow host reboot: true

a. Per impostazione predefinita, dopo un riavvio, per garantire che i dispositivi a blocchi e gli altri servizi
siano pronti, Ansible attendera fino al sistema default.target viene raggiunto prima di continuare
con I'implementazione. In alcuni scenari, quando NVMe/IB & in uso, potrebbe non essere abbastanza
lungo da inizializzare, rilevare e connettersi a dispositivi remoti. Cid pud causare la continuita
prematura dell'implementazione automatica e il malfunzionamento. Per evitare questo problema
quando si utilizza NVMe/IB, definire anche quanto segue:

eseries common reboot test command: "! systemctl status
eseries nvme ib.service || systemctl --state=exited | grep

eseries nvme ib.service"

4. Per comunicare con i servizi cluster BeeGFS e ha sono necessarie diverse porte firewall. A meno che non
si desideri configurare il firwewall manualmente (non consigliato), specificare quanto segue per creare le
zone firewall richieste e aprire automaticamente le porte:

beegfs ha firewall configure: True

5. Al momento SELinux non & supportato e si consiglia di impostare lo stato su Disabled (disattivato) per
evitare conflitti (soprattutto quando RDMA ¢ in uso). Impostare quanto segue per assicurarsi che SELinux
sia disattivato:

eseries beegfs ha disable selinux: True

eseries selinux state: disabled
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6. Configurare I'autenticazione in modo che i file node siano in grado di comunicare, regolando le
impostazioni predefinite in base alle policy aziendali:

beegfs ha cluster name: hacluster # BeeGFS HA cluster
name .

beegfs ha cluster username: hacluster # BeeGFS HA cluster
username.

beegfs ha cluster password: hapassword # BeeGFS HA cluster

username's password.
beegfs ha cluster password shab5l2 salt: randomSalt # BeeGFS HA cluster
username's password salt.

7. In base alla "Pianificare il file system" sezione specificare I'lP di gestione BeeGFS per questo file system:

beegfs ha mgmtd floating ip: <IP ADDRESS>

Anche se apparentemente ridondante, beegfs _ha mgmtd floating ip E importante

@ quando si scala il file system BeeGFS oltre un singolo cluster ha. | cluster ha successivi
vengono implementati senza un servizio di gestione BeeGFS aggiuntivo e puntano al
servizio di gestione fornito dal primo cluster.

8. Attivare gli avvisi e-mail se lo si desidera:

beegfs ha enable alerts: True

# E-mail recipient list for notifications when BeeGFS HA resources
change or fail.

beegfs ha alert email list: ["<EMAIL>"]

# This dictionary is used to configure postfix service
(/etc/postfix/main.cf) which is required to set email alerts.
beegfs ha alert conf ha group options:

# This parameter specifies the local internet domain name. This is
optional when the cluster nodes have fully qualified hostnames (i.e.
host.example.com)

mydomain: <MY DOMAIN>
beegfs ha alert verbosity: 3
# 1) high-level node activity
# 3) high-level node activity + fencing action information + resources
(filter on X-monitor)
#

5) high-level node activity + fencing action information + resources

9. Si consiglia vivamente di abilitare la scherma, altrimenti i servizi possono essere bloccati per I'avvio sui
nodi secondari quando il nodo primario non funziona.

a. Abilitare la scherma a livello globale specificando quanto segue:
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beegfs ha cluster crm config options:
stonith-enabled: True

i. Nota se necessario, € anche possibile specificare qui tutti i supporti "proprieta del cluster" . La
regolazione di questi non e tipicamente necessaria, poiché il ruolo di BeeGFS ha viene fornito con
un certo numero di ben testati "valori predefiniti".

b. Selezionare e configurare un agente di scherma:
i. OPZIONE 1: Per abilitare la recinzione utilizzando le PDU (Power Distribution Unit) APC:

beegfs ha fencing agents:
fence apc:
- ipaddr: <PDU_IP ADDRESS>
login: <PDU USERNAME>
passwd: <PDU PASSWORD>
pcmk host map:
"<HOSTNAME>:<PDU PORT>, <PDU PORT>; <HOSTNAME>:<PDU PORT>,<PDU PORT>

"

i. OPZIONE 2: Per abilitare la scherma utilizzando le API Redfish fornite da Lenovo XCC (e da altri
BMC):

redfish: &redfish
username: <BMC USERNAME>
password: <BMC PASSWORD>
ssl insecure: 1 # If a valid SSL certificate is not available

specify “1”.

beegfs ha fencing agents:
fence redfish:

- pcmk host list: <HOSTNAME>
ip: <BMC IP>
<<: *redfish

- pcmk host list: <HOSTNAME>
ip: <BMC IP>
<<: *redfish

ii. Per ulteriori informazioni sulla configurazione di altri agenti di scherma, fare riferimento alla
"Documentazione di Red Hat".

10. Il ruolo BeeGFS ha puo applicare diversi parametri di tuning per ottimizzare ulteriormente le performance.
Questi includono l'ottimizzazione dell’'utilizzo della memoria del kernel e I'i/o dei dispositivi a blocchi, tra gl
altri parametri. Il ruolo viene fornito con una serie ragionevole di "valori predefiniti” in base al test con i nodi
di blocco NetApp E-Series, ma per impostazione predefinita questi non vengono applicati a meno che non
si specifichi:
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1.

beegfs ha enable performance tuning: True

a. Se necessario, specificare qui eventuali modifiche all’ottimizzazione predefinita delle prestazioni. Per
ulteriori informazioni, consultare la documentazione completa "parametri di ottimizzazione delle
performance" .

Per garantire che gli indirizzi IP mobili (talvolta noti come interfacce logiche) utilizzati per i servizi BeeGFS
possano eseguire il failover tra i nodi di file, tutte le interfacce di rete devono essere denominate in modo
coerente. Per impostazione predefinita, i nomi delle interfacce di rete vengono generati dal kernel, che non
€ garantito per generare nomi coerenti, anche su modelli di server identici con adattatori di rete installati
negli stessi slot PCle. Cio € utile anche quando si creano inventari prima dell’implementazione
dell’apparecchiatura e si conoscono i nomi delle interfacce generate. Per garantire nomi di dispositivi
coerenti, in base a un diagramma a blocchi del server 0. 1shw -class network -businfo Output,
specificare il mapping indirizzo PCle desiderato per l'interfaccia logica come segue:

a. Per le interfacce di rete InfiniBand (IPolB):

eseries ipoib udev rules:
"<PCIe ADDRESS>": <NAME> # Ex: 0000:01:00.0: ila

b. Per le interfacce di rete Ethernet:

eseries ip udev rules:
"<PCIe ADDRESS>"]: <NAME> # Ex: 0000:01:00.0: ela

Per evitare conflitti quando le interfacce vengono rinominate (impedendone la
ridenominazione), non utilizzare nomi predefiniti potenziali come eth0, ens9f0, ib0 o

@ ibs4f0. Una convenzione di denominazione comune prevede l'utilizzo di'e' o 'i' per
Ethernet o InfiniBand, seguito dal numero dello slot PCle e da una lettera che indica la
porta. Ad esempio, la seconda porta di un adattatore InfiniBand installato nello slot 3 é:
13b.

@ Se si utilizza un modello di nodo di file verificato, fare clic su "qui" Esempio di mapping
indirizzo-porta logica PCle.

12. Specificare facoltativamente la configurazione da applicare a tutti i servizi BeeGFS nel cluster. E possibile

trovare i valori di configurazione predefiniti "qui"e specificare altrove la configurazione per servizio:

a. Servizio di gestione BeeGFS:

beegfs ha beegfs mgmtd conf ha group options:
<OPTION>: <VALUE>

b. Servizi di metadati BeeGFS:
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beegfs ha beegfs meta conf ha group options:
<OPTION>: <VALUE>

c. Servizi di storage BeeGFS:

beegfs ha beegfs storage conf ha group options:
<OPTION>: <VALUE>

13. A partire da BeeGFS 7.2.7 e 7.3.1 "autenticazione della connessione" deve essere configurato o
disabilitato esplicitamente. Esistono alcuni modi per configurarlo utilizzando la distribuzione basata su
Ansible:

a. Per impostazione predefinita, 'implementazione configura automaticamente I'autenticazione della
connessione e genera un connauthfile Che verranno distribuiti a tutti i nodi di file e utilizzati con i
servizi BeeGFS. Questo file verra anche posizionato/mantenuto nel nodo di controllo Ansible
all'indirizzo <INVENTORY>/files/beegfs/<sysMgmtdHost> connAuthFile dove deve essere
mantenuto (in modo sicuro) per il riutilizzo con i client che devono accedere a questo file system.

i. Per generare una nuova chiave, specificare -e "beegfs ha conn_auth force new=True
Quando si esegue il playbook Ansible. Nota: Questa operazione viene ignorata se si seleziona
beegfs ha conn auth secret € definito

i. Per le opzioni avanzate, fare riferimento all’elenco completo dei valori predefiniti inclusi nella
"Ruolo BeeGFS ha".

b. E possibile utilizzare un segreto personalizzato definendo quanto segue in ha cluster.yml:

beegfs ha conn auth secret: <SECRET>

c. L'autenticazione della connessione pu0 essere disattivata completamente (NON consigliata):

beegfs ha conn auth enabled: false

Fare clic su "qui" per un esempio di un file di inventario completo che rappresenta la configurazione di un nodo
di file comune.

Utilizzo di HDR (200 GB) InfiniBand con i nodi a blocchi NetApp EF600:

Per utilizzare HDR (200 GB) InfiniBand con EF600, il gestore di subnet deve supportare la virtualizzazione. Se
i nodi di file e blocchi sono collegati mediante uno switch, questo deve essere attivato nel gestore di subnet per
il fabric complessivo.

Se i nodi di file e blocchi sono connessi direttamente con InfiniBand, un’istanza di opensm deve essere
configurata su ogni nodo di file per ogni interfaccia connessa direttamente a un nodo di blocco. Per eseguire
questa operazione, specificare configure: true quando "configurazione delle interfacce di storage dei nodi
di file".

Attualmente la versione in arrivo di opensm fornita con le distribuzioni Linux supportate non supporta la
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virtualizzazione. E invece necessario installare e configurare la versione di opensm da NVIDIA OpenFabrics
Enterprise Distribution (OFED). Sebbene la distribuzione con Ansible sia ancora supportata, sono necessari
alcuni passaggi aggiuntivi:

1. Utilizzando curl o lo strumento desiderato, scaricare i pacchetti per la versione di opensm elencati nella
"requisiti tecnologici" sezione dal sito web di NVIDIA alla <INVENTORY>/packages/ directory. Ad
esempio:

curl -o packages/opensm-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86 64.rpm
https://linux.mellanox.com/public/repo/mlnx ofed/23.10-
3.2.2.0/rhel9.4/x86 64/opensm-5.17.2.MLNX20240610.dc7¢c2998~-
0.1.2310322.x86_64.rpm

curl -o packages/opensm-1ibs-5.17.2.MLNX20240610.dc7¢c2998~-
0.1.2310322.x86_ 64.rpm
https://linux.mellanox.com/public/repo/mlnx ofed/23.10-
3.2.2.0/rhel9.4/x86 64/opensm-1ibs-5.17.2.MLNX20240610.dc7c2998~-
0.1.2310322.x86_ 64.rpm

2. Sotto group vars/ha_cluster.yml definire la seguente configurazione:
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### OpenSM package and configuration information
eseries ib opensm allow upgrades: true
eseries ib opensm skip package validation: true
eseries ib opensm rhel packages: []
eseries ib opensm custom packages:
install:
- files:
add:
"packages/opensm-5.17.2.MLNX20240610.dc7c2998~-
0.1.2310322.x86_64.rpm": "/tmp/"
"packages/opensm-1ibs-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86 64.rpm": "/tmp/"
- packages:
add:
- /tmp/opensm-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86_64.rpm
- /tmp/opensm-1ibs-5.17.2.MLNX20240610.dc7¢c2998-
0.1.2310322.x86_64.rpm
uninstall:
- packages:
remove:
- opensm
- opensm-libs
files:
remove:
- /tmp/opensm-5.17.2.MLNX20240610.dc7¢c2998~-
0.1.2310322.x86 64.rpm
- /tmp/opensm-1libs-5.17.2.MLNX20240610.dc7c2998-
0.1.2310322.x86 64.rpm

eseries ib opensm options:

virt enabled: "2"

Specificare la configurazione del nodo del blocco comune

Specificare la configurazione del nodo a blocchi comune utilizzando le variabili di gruppo
(group_vars).

Panoramica

La configurazione che deve essere utilizzata per tutti i nodi a blocchi € definita in
group vars/eseries storage systems.yml. In genere include:

« Dettagli su come il nodo di controllo Ansible deve connettersi ai sistemi storage e-Series utilizzati come
nodi a blocchi.
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* Quali versioni del firmware, DI NVSRAM e del firmware del disco devono essere eseguite dai nodi.

» Configurazione globale, incluse le impostazioni della cache, la configurazione dell’host e le modalita di
provisioning dei volumi.

Le opzioni impostate in questo file possono essere definite anche su singoli nodi a blocchi, ad

@ esempio se sono in uso modelli hardware misti o se si dispone di password diverse per ciascun
nodo. La configurazione sui singoli nodi a blocchi avra la precedenza sulla configurazione in
questo file.
Fasi

Creare il file group _vars/eseries storage systems.yml e compilarlo come segue:

1. Ansible non utilizza SSH per connettersi ai nodi a blocchi, ma le APl REST. Per ottenere questo risultato,
dobbiamo stabilire:

ansible connection: local

2. Specificare il nome utente e la password per gestire ciascun nodo. Il nome utente pud essere omesso (e
limpostazione predefinita & admin), altrimenti & possibile specificare qualsiasi account con privilegi di
amministratore. Specificare inoltre se i certificati SSL devono essere verificati o ignorati:

eseries system username: admin
eseries system password: <PASSWORD>

eseries validate certs: false

@ Si sconsiglia di elencare le password in testo non crittografato. Utilizzare Ansible vault o
fornire il eseries system password Quando si esegue Ansible con --extra-vars.

3. Facoltativamente, specificare il firmware del controller, NVSRAM e il firmware del disco da installare sui
nodi. Questi dovranno essere scaricati su packages/ Prima di eseguire Ansible. E possibile scaricare il
firmware del controller e-Series e NVSRAM "qui" e firmware del disco "qui":

eseries firmware firmware: "packages/<FILENAME>.dlp" # Ex.
"packages/RCB 11.80GA 6000 64cclOee3.dlp"
eseries firmware nvsram: "packages/<FILENAME>.dlp" # Ex.
"packages/N6000-880834-D08.d1lp"
eseries drive firmware firmware list:

- "packages/<FILENAME>.dlp"

# Additional firmware versions as needed.
eseries drive firmware upgrade drives online: true # Recommended unless
BeeGFS hasn't been deployed yet, as it will disrupt host access if set
to "false".
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Se viene specificata questa configurazione, Ansible aggiorna automaticamente tutto il

@ firmware, incluso il riavvio dei controller (se necessario) con senza richieste aggiuntive. Si
prevede che cid non causi interruzioni per BeeGFS/host i/o, ma pud causare una
temporanea diminuzione delle performance.

4. Regolare le impostazioni predefinite della configurazione globale del sistema. Le opzioni e i valori elencati
di seguito sono generalmente consigliati per BeeGFS su NetApp, ma possono essere modificati se
necessario:

eseries system cache block size: 32768

eseries system cache flush threshold: 80

eseries system default host type: linux dm-mp

eseries system autoload balance: disabled

eseries system host connectivity reporting: disabled

eseries system controller shelf id: 99 # Required by default.

5. Configurare le impostazioni predefinite per il provisioning di volumi globali. Le opzioni e i valori elencati di
seguito sono generalmente consigliati per BeeGFS su NetApp, ma possono essere modificati se
necessario:

eseries volume size unit: pct # Required by default. This allows volume
capacities to be specified as a percentage, simplifying putting together
the inventory.

eseries volume read cache enable: true

eseries volume read ahead enable: false

eseries volume write cache enable: true

eseries volume write cache mirror enable: true

eseries volume cache without batteries: false

6. Se necessario, modificare I'ordine in cui Ansible selezionera le unita per i pool di storage e i gruppi di
volumi tenendo presente le seguenti Best practice:

a. Elencare tutte le unita (potenzialmente piu piccole) che devono essere utilizzate per i volumi di
gestione e/o metadati e i volumi di storage durano.

b. Assicurarsi di bilanciare I'ordine di selezione dei dischi tra i canali disponibili in base ai modelli di shelf
di dischi/enclosure di dischi. Ad esempio, con EF600 e senza espansioni, i dischi 0-11 si trovano sul
canale 1 del disco e i dischi 12-23 sul canale del disco. Pertanto, & necessario scegliere una strategia
per bilanciare la selezione del disco disk shelf:drive 99:0,99:23, 99:1, 99:22, ecc. In caso di piu
enclosure, la prima cifra rappresenta I'ID dello shelf del disco.

# Optimal/recommended order for the EF600 (no expansion):

eseries storage pool usable drives:
"99:0,99:23,99:1,99:22,99:2,99:21,99:3,99:20,99:4,99:19,99:5,99:18, 99
:6,99:17,99:7,99:16,99:8,99:15,99:9,99:14,99:10,99:13,99:11,99:12"
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Fare clic su "qui" per un esempio di un file di inventario completo che rappresenta la configurazione di un nodo
a blocchi comune.

Definire i servizi BeeGFS

Definire il servizio di gestione BeeGFS

| servizi BeeGFS vengono configurati utilizzando variabili di gruppo (group_vars).

Panoramica

In questa sezione viene illustrata la definizione del servizio di gestione BeeGFS. Nel cluster ha per un file
system specifico dovrebbe esistere un solo servizio di questo tipo. La configurazione di questo servizio include
la definizione di:

* |l tipo di servizio (gestione).

* Definizione di qualsiasi configurazione applicabile solo a questo servizio BeeGFS.

» Configurazione di uno o piu IP mobili (interfacce logiche) in cui & possibile raggiungere questo servizio.

» Specificare dove/come deve essere un volume per memorizzare i dati per questo servizio (la destinazione
di gestione di BeeGFS).

Fasi

Creare un nuovo file group vars/mgmt.yml e fare riferimento alla "Pianificare il file system" sezione
compilarlo come segue:

1. Indicare che questo file rappresenta la configurazione per un servizio di gestione BeeGFS:
beegfs service: management

2. Definire qualsiasi configurazione da applicare solo a questo servizio BeeGFS. Questo non & generalmente
richiesto per il servizio di gestione a meno che non sia necessario attivare le quote, tuttavia qualsiasi
parametro di configurazione supportato da beegfs-mgmtd.conf puo essere incluso. Nota: | seguenti
parametri vengono configurati automaticamente/altrove e non devono essere specificati qui:
storeMgmtdDirectory, connAuthFile, connDisableAuthentication, connInterfacesFile,
€. connNetFilterFile.

beegfs ha beegfs mgmtd conf resource group options:

<beegfs-mgmt.conf:key>:<beegfs-mgmt.conf:value>

3. Configurare uno o piu IP mobili che altri servizi e client useranno per connettersi a questo servizio (in
questo modo si impostera automaticamente il BeeGFS connInterfacesFile opzione):
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floating ips:

- <INTERFACE>:<IP/SUBNET> # Primary interface. Ex.
1i1b:100.127.101.0/16

- <INTERFACE>:<IP/SUBNET> # Secondary interface(s) as needed.

4. Facoltativamente, specificare una o piu subnet IP consentite che possono essere utilizzate per la
comunicazione in uscita (in questo modo si impostera automaticamente BeeGFS connNetFilterFile
opzione):

filter ip ranges:
- <SUBNET>/<MASK> # Ex. 192.168.10.0/24

5. Specificare I'obiettivo di gestione di BeeGFS in cui il servizio memorizzera i dati in base alle seguenti linee
guida:

a. Lo stesso nome del pool di storage o del gruppo di volumi pud essere utilizzato per piu
servizi/destinazioni BeeGFS, assicurandosi semplicemente di utilizzare lo stesso nome name,
raid level, criteria *, e. common_* configurazione per ciascun servizio (i volumi elencati per
ciascun servizio devono essere diversi).

b. Le dimensioni dei volumi devono essere specificate come percentuale del gruppo di pool/volumi di
storage e il totale non deve superare 100 per tutti i servizi/volumi che utilizzano un particolare gruppo di
pool/volumi di storage. Nota quando si utilizzano le unita SSD, si consiglia di lasciare spazio libero nel
gruppo di volumi per massimizzare le prestazioni e la durata dell’'unita SSD (fare clic "qui" per ulteriori
dettagli).

c. Fare clic su "qui" per un elenco completo delle opzioni di configurazione disponibili per
eseries storage pool configuration. Notare alcune opzioni, ad esempio state, host,
host type, workload name, €. workload metadata i nomidei volumi e vengono generati
automaticamente e non devono essere specificati qui.

beegfs targets:
<BLOCK NODE>: # The name of the block node as found in the Ansible
inventory. Ex: netapp 01
eseries storage pool configuration:
- name: <NAME> # Ex: beegfs ml m2 m5 m6
raid level: <LEVEL> # One of: raidl, raid5, raid6, raidDiskPool
criteria drive count: <DRIVE COUNT> # Ex. 4
common volume configuration:
segment size kb: <SEGMENT SIZE> # Ex. 128
volumes:
- size: <PERCENT> # Percent of the pool or volume group to
allocate to this volume. Ex. 1
owning controller: <CONTROLLER> # One of: A, B

Fare clic su "qui" Per un esempio di un file di inventario completo che rappresenta un servizio di gestione
BeeGFS.

112


https://github.com/netappeseries/santricity/tree/release-1.3.1/roles/nar_santricity_host#role-variables
https://github.com/netappeseries/beegfs/blob/master/getting_started/beegfs_on_netapp/gen2/group_vars/mgmt.yml

Definire il servizio di metadati BeeGFS

| servizi BeeGFS vengono configurati utilizzando variabili di gruppo (group_vars).

Panoramica

In questa sezione viene illustrata la definizione del servizio di metadati BeeGFS. Almeno un servizio di questo
tipo dovrebbe esistere nei cluster ha per un particolare file system. La configurazione di questo servizio include
la definizione di:

* Il tipo di servizio (metadati).
* Definizione di qualsiasi configurazione applicabile solo a questo servizio BeeGFS.

« Configurazione di uno o piu IP mobili (interfacce logiche) in cui € possibile raggiungere questo servizio.

» Specificare dove/come deve essere un volume per memorizzare i dati per questo servizio (la destinazione
dei metadati BeeGFS).

Fasi

Facendo riferimento alla "Pianificare il file system" sezione, creare un file su group vars/meta <ID>.yml
per ogni servizio di metadati nel cluster e compilarli come segue:

1. Indica che questo file rappresenta la configurazione per un servizio di metadati BeeGFS:

beegfs service: metadata

2. Definire qualsiasi configurazione da applicare solo a questo servizio BeeGFS. E necessario specificare
almeno la porta TCP e UDP desiderata, tuttavia qualsiasi parametro di configurazione supportato da
beegfs-meta.conf puo anche essere incluso. Nota: | seguenti parametri vengono configurati
automaticamente/altrove e non devono essere specificati qui: sysMgmtdHost, storeMetaDirectory,
connAuthFile, connDisableAuthentication, connInterfacesFile, €. connNetFilterFile.

beegfs ha beegfs meta conf resource group options:

connMetaPortTCP: <TCP PORT>

connMetaPortUDP: <UDP PORT>

tuneBindToNumaZone: <NUMA ZONE> # Recommended if using file nodes with
multiple CPU sockets.

3. Configurare uno o piu IP mobili che altri servizi e client useranno per connettersi a questo servizio (in
questo modo si impostera automaticamente il BeeGFS connInterfacesFile opzione):

floating ips:

- <INTERFACE>:<IP/SUBNET> # Primary interface. Ex.
ilb:100.127.101.1/16

- <INTERFACE>:<IP/SUBNET> # Secondary interface(s) as needed.

4. Facoltativamente, specificare una o piu subnet IP consentite che possono essere utilizzate per la
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comunicazione in uscita (in questo modo si impostera automaticamente BeeGFS connNetFilterFile
opzione):

filter ip ranges:
- <SUBNET>/<MASK> # Ex. 192.168.10.0/24

5. Specificare la destinazione dei metadati BeeGFS in cui il servizio memorizzera i dati in base alle seguenti
linee guida (questa operazione configurera automaticamente anche storeMetaDirectory opzione):

a. Lo stesso nome del pool di storage o del gruppo di volumi pud essere utilizzato per piu
servizi/destinazioni BeeGFS, assicurandosi semplicemente di utilizzare lo stesso nome name,
raid level, criteria *, e.common_ * configurazione per ciascun servizio (i volumi elencati per
ciascun servizio devono essere diversi).

b. Le dimensioni dei volumi devono essere specificate come percentuale del gruppo di pool/volumi di
storage e il totale non deve superare 100 per tutti i servizi/volumi che utilizzano un particolare gruppo di
pool/volumi di storage. Nota quando si utilizzano le unita SSD, si consiglia di lasciare spazio libero nel
gruppo di volumi per massimizzare le prestazioni e la durata dell’'unita SSD (fare clic "qui" per ulteriori
dettagli).

c. Fare clic su "qui" per un elenco completo delle opzioni di configurazione disponibili per
eseries storage pool configuration. Notare alcune opzioni, ad esempio state, host,
host type, workload name, €. workload metadata i nomidei volumi e vengono generati
automaticamente e non devono essere specificati qui.

beegfs targets:
<BLOCK NODE>: # The name of the block node as found in the Ansible
inventory. Ex: netapp 01
eseries storage pool configuration:
- name: <NAME> # Ex: beegfs ml m2 m5 m6
raid level: <LEVEL> # One of: raidl, raid5, raid6, raidDiskPool
criteria drive count: <DRIVE COUNT> # Ex. 4
common volume configuration:
segment size kb: <SEGMENT SIZE> # Ex. 128
volumes:
- size: <PERCENT> # Percent of the pool or volume group to
allocate to this volume. Ex. 1
owning controller: <CONTROLLER> # One of: A, B

Fare clic su "qui" Per un esempio di un file di inventario completo che rappresenta un servizio di metadati
BeeGFS.

Definire il servizio di storage BeeGFS

| servizi BeeGFS vengono configurati utilizzando variabili di gruppo (group_vars).

Panoramica

In questa sezione viene illustrata la definizione del servizio di storage BeeGFS. Almeno un servizio di questo
tipo dovrebbe esistere nei cluster ha per un particolare file system. La configurazione di questo servizio include
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la definizione di:

* Il tipo di servizio (storage).
* Definizione di qualsiasi configurazione applicabile solo a questo servizio BeeGFS.
» Configurazione di uno o piu IP mobili (interfacce logiche) in cui & possibile raggiungere questo servizio.

 Specificare dove/come devono essere i volumi per memorizzare i dati per questo servizio (le destinazioni
di storage BeeGFS).

Fasi

Facendo riferimento alla "Pianificare il file system" sezione, creare un file all'indirizzo
group vars/stor <ID>.yml per ciascun servizio di archiviazione nel cluster e compilarli come segue:

1. Indicare che questo file rappresenta la configurazione per un servizio di storage BeeGFS:

beegfs service: storage

2. Definire qualsiasi configurazione da applicare solo a questo servizio BeeGFS. E necessario specificare
almeno la porta TCP e UDP desiderata, tuttavia qualsiasi parametro di configurazione supportato da
beegfs-storage.conf pud anche essere incluso. Nota: | seguenti parametri vengono configurati
automaticamente/altrove e non devono essere specificati qui: sysMgmtdHost,
storeStorageDirectory, connAuthFile, connDisableAuthentication,
connInterfacesFile, €. connNetFilterFile.

beegfs ha beegfs storage conf resource group options:
connStoragePortTCP: <TCP PORT>
connStoragePortUDP: <UDP PORT>
tuneBindToNumaZone: <NUMA ZONE> # Recommended if using file nodes with
multiple CPU sockets.

3. Configurare uno o piu IP mobili che altri servizi e client useranno per connettersi a questo servizio (in
questo modo si impostera automaticamente il BeeGFS connInterfacesFile opzione):

floating ips:

- <INTERFACE>:<IP/SUBNET> # Primary interface. Ex.
1i1b:100.127.101.1/16

- <INTERFACE>:<IP/SUBNET> # Secondary interface(s) as needed.

4. Facoltativamente, specificare una o piu subnet IP consentite che possono essere utilizzate per la
comunicazione in uscita (in questo modo si impostera automaticamente BeeGFS connNetFilterFile
opzione):

filter ip ranges:
- <SUBNET>/<MASK> # Ex. 192.168.10.0/24
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5. Specificare le destinazioni di storage BeeGFS in cui il servizio memorizzera i dati in base alle seguenti
linee guida (questa operazione configurera automaticamente anche storeStorageDirectory opzione):

a. Lo stesso nome del pool di storage o del gruppo di volumi puo essere utilizzato per piu
servizi/destinazioni BeeGFS, assicurandosi semplicemente di utilizzare lo stesso nome name,
raid level, criteria *, e. common_ * configurazione per ciascun servizio (i volumi elencati per
ciascun servizio devono essere diversi).

b. Le dimensioni dei volumi devono essere specificate come percentuale del gruppo di pool/volumi di
storage e il totale non deve superare 100 per tutti i servizi/volumi che utilizzano un particolare gruppo di
pool/volumi di storage. Nota quando si utilizzano le unita SSD, si consiglia di lasciare spazio libero nel
gruppo di volumi per massimizzare le prestazioni e la durata dell’'unita SSD (fare clic "qui" per ulteriori
dettagli).

c. Fare clic su "qui" per un elenco completo delle opzioni di configurazione disponibili per
eseries storage pool configuration. Notare alcune opzioni, ad esempio state, host,
host type, workload name, €. workload metadata i nomi dei volumi e vengono generati
automaticamente e non devono essere specificati qui.

beegfs targets:
<BLOCK NODE>: # The name of the block node as found in the Ansible
inventory. Ex: netapp 01
eseries storage pool configuration:
- name: <NAME> # Ex: beegfs sl s2
raid level: <LEVEL> # One of: raidl, raidb5, raidé6,
raidDiskPool
criteria drive count: <DRIVE COUNT> # Ex. 4
common volume configuration:
segment size kb: <SEGMENT SIZE> # Ex. 128
volumes:
- size: <PERCENT> # Percent of the pool or volume group to
allocate to this volume. Ex. 1
owning controller: <CONTROLLER> # One of: A, B
# Multiple storage targets are supported / typical:
- size: <PERCENT> # Percent of the pool or volume group to
allocate to this volume. Ex. 1
owning controller: <CONTROLLER> # One of: A, B

Fare clic su "qui" Esempio di un file di inventario completo che rappresenta un servizio di storage BeeGFS.

Mappare i servizi BeeGFS ai nodi di file

Specificare quali nodi di file possono eseguire ciascun servizio BeeGFS utilizzando
inventory.yml file.

Panoramica

In questa sezione viene illustrato come creare inventory.yml file. Cid include I'elenco di tutti i nodi a blocchi
e la specifica dei nodi di file che possono eseguire ciascun servizio BeeGFS.
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Fasi

Creare il file inventory.yml e compilarlo come segue:

1. Dall’inizio del file, creare la struttura di inventario Ansible standard:

# BeeGFS HA (High Availability) cluster inventory.
all:
children:

2. Creare un gruppo contenente tutti i nodi a blocchi che partecipano a questo cluster ha:

# Ansible group representing all block nodes:
eseries storage systems:
hosts:
<BLOCK NODE HOSTNAME>:
<BLOCK NODE HOSTNAME>:
# Additional block nodes as needed.

3. Creare un gruppo che conterra tutti i servizi BeeGFS nel cluster e i nodi di file che li eseguiranno:

# Ansible group representing all file nodes:
ha cluster:

children:

4. Per ogni servizio BeeGFS nel cluster, definire il nodoli file preferito/i e secondario/i che deve eseguire tale
servizio:

<SERVICE>: # Ex. "mgmt", "meta 01", or "stor 01".
hosts:
<FILE NODE HOSTNAME>:
<FILE NODE HOSTNAME>:
# Additional file nodes as needed.

Fare clic su "qui" per un esempio di file di inventario completo.

Implementare il file system BeeGFS

Panoramica di Ansible Playbook

Implementazione e gestione di cluster BeeGFS ha con Ansible.
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Panoramica

Nelle sezioni precedenti sono illustrate le fasi necessarie per creare un inventario Ansible che rappresenti un
cluster BeeGFS ha. Questa sezione presenta I'automazione Ansible sviluppata da NetApp per implementare e
gestire il cluster.

Ansible: Concetti chiave

Prima di procedere, € utile acquisire familiarita con alcuni concetti chiave di Ansible:

* Le attivita da eseguire su un inventario Ansible sono definite in cid che € noto come playbook.

o La maggior parte delle attivita di Ansible & progettata per essere idempotent, il che significa che
possono essere eseguite piu volte per verificare che la configurazione/stato desiderato sia ancora
applicato senza interrompere le operazioni o eseguire aggiornamenti non necessari.

* La piu piccola unita di esecuzione di Ansible € un modulo *.
o | playbook tipici utilizzano piu moduli.
= Esempi: Scaricare un pacchetto, aggiornare un file di configurazione, avviare/abilitare un servizio.
o NetApp distribuisce i moduli per automatizzare i sistemi NetApp e-Series.
* L'automazione complessa & meglio integrata come ruolo.
o Essenzialmente un formato standard per la distribuzione di un playbook riutilizzabile.

o NetApp distribuisce i ruoli per host Linux e file system BeeGFS.

Ruolo BeeGFS ha per Ansible: Concetti chiave

Tutta 'automazione necessaria per implementare e gestire ogni versione di BeeGFS su NetApp viene fornita
come ruolo Ansible e distribuita come parte di "NetApp e-Series Ansible Collection per BeeGFS":

* Questo ruolo puo essere considerato tra un installer e un moderno motore di implementazione/gestione
per BeeGFS.

> Applica l'infrastruttura moderna come pratiche di codice e filosofie per semplificare la gestione
dell'infrastruttura di storage su qualsiasi scala.

o Simile a come il "Kubespray" progetto consente agli utenti di implementare/mantenere un’intera
distribuzione Kubernetes per un’infrastruttura di calcolo scale-out.

* Questo ruolo ¢ il formato * software-defined* utilizzato da NetApp per il packaging, la distribuzione e la
manutenzione di BeeGFS su soluzioni NetApp.

o Cerca di creare un’esperienza simile a quella di un’appliance senza dover distribuire un’intera
distribuzione Linux o un’immagine di grandi dimensioni.

o Include agenti di risorse cluster compatibili con Open Cluster Framework (OCF) creati da NetApp per
destinazioni BeeGFS personalizzate, indirizzi IP e monitoraggio che forniscono un’integrazione
intelligente di Pacemaker/BeeGFS.

* Questo ruolo non & semplicemente "automazione" dell'implementazione ed & destinato a gestire I'intero
ciclo di vita del file system, tra cui:

> Applicazione di modifiche e aggiornamenti della configurazione per servizio o a livello di cluster.
o Automazione della riparazione e del ripristino del cluster dopo la risoluzione dei problemi hardware.

o Semplificazione dell’ottimizzazione delle performance con valori predefiniti impostati in base a test
approfonditi con volumi BeeGFS e NetApp.
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> Verifica e correzione della deriva della configurazione.

NetApp offre anche un ruolo Ansible per "Client BeeGFS", Che puo essere utilizzato facoltativamente per
installare BeeGFS e montare file system su nodi di calcolo/GPU/login.

Implementare il cluster BeeGFS ha

Specificare le attivita da eseguire per implementare il cluster BeeGFS ha utilizzando un
manuale.

Panoramica

Questa sezione descrive come assemblare il manuale standard utilizzato per implementare/gestire BeeGFS su
NetApp.

Fasi

Creare il manuale Ansible Playbook

Creare il file playbook. yml e compilarlo come segue:

1. Per prima cosa, definire una serie di attivita (comunemente denominate a. "gioca") Che dovrebbe essere
eseguito solo sui nodi a blocchi NetApp e-Series. Viene utilizzata un’attivita di pausa per richiedere
conferma prima di eseguire l'installazione (per evitare I'esecuzione accidentale di un playbook), quindi
importare nar santricity management ruolo. Questo ruolo gestisce I'applicazione di qualsiasi
configurazione generale del sistema definita in group vars/eseries storage systems.yml O
individuale host_vars/<BLOCK NODE>.yml file.

- hosts: eseries storage systems
gather facts: false
collections:
- netapp eseries.santricity
tasks:
- name: Verify before proceeding.
pause:
prompt: "Are you ready to proceed with running the BeeGFS HA
role? Depending on the size of the deployment and network performance
between the Ansible control node and BeeGFS file and block nodes this
can take awhile (10+ minutes) to complete."
- name: Configure NetApp E-Series block nodes.
import role:

name: nar santricity management

2. Definire il gioco che verra eseguito su tutti i nodi di file e blocchi:
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- hosts: all
any errors fatal: true
gather facts: false
collections:
- netapp eseries.beegfs

3. Allinterno di questo gioco € possibile definire facoltativamente un set di "pre-task” che devono essere
eseguiti prima di implementare il cluster ha. Questo puo essere utile per verificare/installare qualsiasi
prerequisito come Python. Possiamo anche effettuare controlli prima del volo, ad esempio verificando che i
tag Ansible forniti siano supportati:

pre tasks:
- name: Ensure a supported version of Python is available on all
file nodes.
block:
- name: Check if python is installed.
failed when: false
changed when: false
raw: python --version

register: python version

- name: Check if python3 is installed.
raw: python3 --version
failed when: false
changed when: false
register: python3 version
when: 'python version["rc"] != 0 or (python version["stdout"]
| regex replace("Python ", "")) is not version("3.0", ">=")'

- name: Install python3 if needed.
raw: |
id=$ (grep "~ID=" /etc/*release* | cut -d= -f 2 | tr -d '"")
case $id in
ubuntu) sudo apt install python3 ;;
rhel |centos) sudo yum -y install python3 ;;
sles) sudo zypper install python3 ;;
esac
args:
executable: /bin/bash
register: python3 install
when: python version['rc'] != 0 and python3 version['rc'] != 0
become: true

- name: Create a symbolic link to python from python3.
raw: 1In -s /usr/bin/python3 /usr/bin/python
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become: true
when: python version['rc'] != 0
when: inventory hostname not in
groups [beegfs ha ansible storage group]

- name: Verify any provided tags are supported.
fail:
msg: "{{ item }} tag is not a supported BeeGFS HA tag. Rerun

your playbook command with --list-tags to see all valid playbook tags."

when: 'item not in ["all", "storage", "beegfs ha",
"beegfs ha package", "beegfs ha configure",
"beegfs ha configure resource", "beegfs ha performance tuning",
"beegfs ha backup", "beegfs ha client"]'

loop: "{{ ansible run tags }}"

4. Infine, questo gioco importa il ruolo BeeGFS ha per la versione di BeeGFS che si desidera implementare:

tasks:
- name: Verify the BeeGFS HA cluster is properly deployed.
import role:

name: beegfs ha 7 4 # Alternatively specify: beegfs ha 7 3.

Viene mantenuto un ruolo BeeGFS ha per ciascuna versione principale.minore supportata di
BeeGFS. Questo consente agli utenti di scegliere quando aggiornare le versioni
principali/secondarie. Attualmente (beegfs 7 3('beegfs_7_2'sono supportati BeeGFS

@ 7,3.x ) 0 BeeGFS 7,2.x ). Per impostazione predefinita, entrambi i ruoli implementeranno la
versione piu recente delle patch BeeGFS al momento del rilascio, anche se gli utenti
possono scegliere di eseguire I'override e distribuire la patch piu recente, se lo desiderano.
Per "guida all’'upgrade"ulteriori dettagli, fare riferimento alle informazioni piu recenti.

5. Facoltativo: Se si desidera definire attivita aggiuntive, tenere presente se le attivita devono essere

indirizzate a. al1 Host (inclusi i sistemi storage e-Series) o solo i nodi di file. Se necessario, definire un
nuovo gioco specifico per i nodi di file utilizzando - hosts: ha cluster.

Fare clic su "qui" per un esempio di un file di playbook completo.

Installare NetApp Ansible Collections
L'insieme BeeGFS per Ansible e tutte le dipendenze vengono mantenute su "Ansible Galaxy". Sul nodo di

controllo Ansible eseguire il seguente comando per installare la versione piu recente:

ansible-galaxy collection install netapp eseries.beegfs

Sebbene non sia generalmente consigliato, € anche possibile installare una versione specifica della raccolta:
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ansible-galaxy collection install netapp eseries.beegfs:
==<MAJOR>.<MINOR>.<PATCH>

Eseguire il Playbook

Dalla directory del nodo di controllo Ansible contenente inventory.yml €. playbook.yml eseguire il
playbook come segue:

ansible-playbook -i inventory.yml playbook.yml

In base alle dimensioni del cluster, I'implementazione iniziale puo richiedere oltre 20 minuti. Se
l'implementazione non riesce per qualsiasi motivo, correggere eventuali problemi (ad esempio, cablaggio
errato, nodo non avviato, ecc.) e riavviare il playbook Ansible.

Quando "configurazione di un nodo di file comune"si specifica , se si sceglie 'opzione predefinita per far si che
Ansible gestisca automaticamente 'autenticazione basata sulla connessione, connAuthFile € ora possibile
trovare un usato come segreto condiviso all’'indirizzo

<playbook dir>/files/beegfs/<sysMgmtdHost> connAuthFile (perimpostazione predefinita). Tutti
i client che hanno bisogno di accedere al file system dovranno utilizzare questo segreto condiviso. Questo
viene gestito automaticamente se i client vengono configurati con "Ruolo del client BeeGFS".

Implementare i client BeeGFS

In alternativa, & possibile utilizzare Ansible per configurare i client BeeGFS e montare |l
file system.

Panoramica

L'accesso ai file system BeeGFS richiede I'installazione e la configurazione del client BeeGFS su ciascun nodo
che deve montare il file system. In questa sezione viene descritto come eseguire queste attivita utilizzando la
disponibile "Ruolo Ansible".

Fasi

Creare il file di inventario del client
1. Se necessario, impostare SSH senza password dal nodo di controllo Ansible a ciascuno degli host che si

desidera configurare come client BeeGFS:

ssh-copy-id <user>@<HOSTNAME OR IP>

2. Sotto host_vars/, Creare un file per ogni client BeeGFS denominato <HOSTNAME>. ym1l con il seguente
contenuto, inserendo il testo segnaposto con le informazioni corrette per il tuo ambiente:

# BeeGFS Client
ansible host: <MANAGEMENT IP>
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3. Se si desidera utilizzare i ruoli di NetApp e-Series host Collection per configurare le interfacce InfiniBand o
Ethernet per consentire ai client di connettersi ai nodi di file BeeGFS, & possibile includere uno dei
seguenti elementi:

a. Se il tipo di rete € "InfiniBand (con IPolB)":

eseries ipoib interfaces:

- name: <INTERFACE> # Example: ib0 or ilb
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

b. Se il tipo di rete & "RDMA su Ethernet convergente (RoCE)":

eseries roce interfaces:

- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

c. Se il tipo di rete &€ "Ethernet (solo TCP, senza RDMA)":

eseries ip interfaces:

- name: <INTERFACE> # Example: ethO.
address: <IP/SUBNET> # Example: 100.127.100.1/16

- name: <INTERFACE> # Additional interfaces as needed.
address: <IP/SUBNET>

4. Creare un nuovo file client inventory.yml E specificare I'utente che Ansible deve utilizzare per
connettersi a ciascun client e la password che Ansible deve utilizzare per I'escalation dei privilegi (cio
richiede ansible ssh user essere root o avere privilegi sudo):

# BeeGFS client inventory.
all:
vars:
ansible ssh user: <USER>
ansible become password: <PASSWORD>

Non memorizzare le password in testo normale. Utilizzare invece il vault Ansible (vedere la
@ "Documentazione Ansible" Per crittografare il contenuto con Ansible Vault) o utilizzare
-—ask-become-pass quando si esegue il playbook.

3. Inclient inventory.yml File, elenca tutti gli host che devono essere configurati come client BeeGFS
in beegfs clients Fare riferimento ai commenti inline e rimuovere eventuali commenti aggiuntivi
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necessari per creare il modulo del kernel del client BeeGFS sul sistema:

children:
# Ansible group representing all BeeGFS clients:
beegfs clients:
hosts:
<CLIENT HOSTNAME>:
# Additional clients as needed.

vars:

# OPTION 1: If you’re using the NVIDIA OFED drivers and they are
already installed:

#eseries ib skip: True # Skip installing inbox drivers when
using the IPoIB role.

#beegfs client ofed enable: True

#beegfs client ofed include path:
"/usr/src/ofa kernel/default/include"

# OPTION 2: If you’re using inbox IB/RDMA drivers and they are
already installed:

#eseries ib skip: True # Skip installing inbox drivers when
using the IPoIB role.

# OPTION 3: If you want to use inbox IB/RDMA drivers and need
them installed/configured.

#eseries ib skip: False # Default value.

#beegfs client ofed enable: False # Default value.

Quando si utilizzano i driver NVIDIA OFED, assicurarsi che

@ beegfs_client_ofed_include_PATH punti al corretto "header include PATH" per I'installazione
Linux. Per ulteriori informazioni, vedere la documentazione di BeeGFS per "Supporto
RDMA".

6. Inclient inventory.yml Elencare ifile system BeeGFS che si desidera montare sotto qualsiasi file
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beegfs client mounts:
- sysMgmtdHost: <IP ADDRESS> # Primary IP of the BeeGFS

management service.

mount point: /mnt/beegfs # Path to mount BeeGFS on the
client.
connInterfaces:
- <INTERFACE> # Example: ibs4fl
- <INTERFACE>
beegfs client config:
# Maximum number of simultaneous connections to the same
node.

connMaxInternodeNum: 128 # BeeGFS Client Default: 12

# Allocates the number of buffers for transferring IO.

connRDMABufNum: 36 # BeeGFS Client Default: 70

# Size of each allocated RDMA buffer

connRDMABufSize: 65536 # BeeGFS Client Default: 8192

# Required when using the BeeGFS client with the shared-
disk HA solution.

# This does require BeeGFS targets be mounted in the
default “sync” mode.

# See the documentation included with the BeeGFS client
role for full details.

sysSessionChecksEnabled: false

# Specify additional file system mounts for this or other file

systems.

7. Apartire da BeeGFS 7.2.7 e 7.3.1 "autenticazione della connessione" deve essere configurato o
esplicitamente disattivato. A seconda di come si sceglie di configurare I'autenticazione basata sulla

connessione quando si specifica "configurazione di un nodo di file comune", potrebbe essere necessario

regolare la configurazione del client:

a. Per impostazione predefinita, 'implementazione del cluster ha configurera automaticamente

'autenticazione della connessione e generera un connauthfile Che verranno posizionati/mantenuti
sul nodo di controllo Ansible in <INVENTORY>/files/beegfs/<sysMgmtdHost> connAuthFile.
Per impostazione predefinita, il ruolo del client BeeGFS & impostato per leggere/distribuire questo file

ai client definiti in “client_inventory.yml’e non sono necessarie ulteriori azioni.

i. Per le opzioni avanzate, fare riferimento all’elenco completo dei valori predefiniti inclusi in "Ruolo

del client BeeGFS".

b. Se si sceglie di specificare un segreto personalizzato con beegfs_ha conn_auth secret
specificarlo in client inventory.yml anche file:

beegfs ha conn auth secret: <SECRET>

c. Se si sceglie di disattivare completamente I'autenticazione basata sulla connessione con
beegfs ha conn auth enabled, specificare che in client inventory.yml anche file:
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beegfs ha conn auth enabled: false

Per un elenco completo dei parametri supportati e ulteriori dettagli, fare riferimento a. "Documentazione
completa del client BeeGFS". Per un esempio completo di un inventario client, fare clic su "qui".

Creare il file Playbook del client BeeGFS

1. Creare un nuovo file client playbook.yml

# BeeGFS client playbook.
- hosts: beegfs clients
any errors fatal: true
gather facts: true
collections:
- netapp eseries.beegfs
- netapp eseries.host
tasks:

2. Facoltativo: Se si desidera utilizzare i ruoli di NetApp e-Series host Collection per configurare le interfacce

per la connessione dei client ai file system BeeGFS, importare il ruolo corrispondente al tipo di interfaccia
che si sta configurando:

a. Se si utilizza InfiniBand (IPoIB):

- name: Ensure IPoIB is configured
import role:

name: ipoib
b. Se si utilizza RDMA su Ethernet convergente (RoCE):

- name: Ensure IPoIB is configured
import role:

name: roce
c. Se si utilizza Ethernet (solo TCP, senza RDMA):

- name: Ensure IPoIB is configured
import role:

name: ip

3. Infine, importare il ruolo del client BeeGFS per installare il software client e configurare i supporti del file
system:
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# REQUIRED: Install the BeeGFS client and mount the BeeGFS file

system.

- name: Verify the BeeGFS clients are configured.
import role:

name: beegfs client

Per un esempio completo di un playbook client, fai clic "qui".

Eseguire il manuale BeeGFS Client Playbook

Per installare/creare il client e montare BeeGFS, eseguire il seguente comando:

ansible-playbook -i client inventory.yml client playbook.yml

Verificare I'implementazione di BeeGFS

Verificare I'implementazione del file system prima di mettere il sistema in produzione.

Panoramica

Prima di mettere il file system BeeGFS in produzione, eseguire alcuni controlli di verifica.

Fasi

1. Accedere a qualsiasi client ed eseguire quanto segue per assicurarsi che tutti i nodi previsti siano
presenti/raggiungibili e che non siano segnalate incoerenze o altri problemi:

beegfs-fsck --checkfs

2. Arrestare I'intero cluster, quindi riavviarlo. Da qualsiasi nodo di file eseguire quanto segue:

pcs
pcs
pcs
are

for

cluster stop --all # Stop the cluster on all file nodes.

cluster start --all # Start the cluster on all file nodes.

status # Verify all nodes and services are started and no failures
reported (the command may need to be reran a few times to allow time
all services to start).

3. Mettere ciascun nodo in standby e verificare che i servizi BeeGFS siano in grado di eseguire il failover su
nodi secondari. Per eseguire questa operazione, accedere a uno dei nodi di file ed eseguire quanto segue:
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pcs status # Verify the cluster is healthy at the start.

pcs node standby <FILE NODE HOSTNAME> # Place the node under test in
standby.

pcs status # Verify services are started on a secondary node and no
failures are reported.

pcs node unstandby <FILE NODE HOSTNAME> # Take the node under test out
of standby.

pcs status # Verify the file node is back online and no failures are
reported.

pcs resource relocate run # Move all services back to their preferred
nodes.

pcs status # Verify services have moved back to the preferred node.

4. Utilizza strumenti di benchmarking delle performance come IOR e MDTest per verificare che le

performance del file system soddisfino le aspettative. Esempi di test e parametri comuni utilizzati con
BeeGFS si trovano nella "Verifica del progetto"sezione di BeeGFS su architettura verificata NetApp.

E necessario eseguire test aggiuntivi in base ai criteri di accettazione definiti per un sito/installazione
particolare.
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Distribuisci funzionalita e integrazioni
Driver CSI BeeGFS
Configura la crittografia TLS per BeeGFS v8

Configura la crittografia TLS per proteggere la comunicazione tra i servizi di gestione
BeeGFS v8 e i client.

Panoramica

BeeGFS v8 introduce il supporto TLS per la crittografia delle comunicazioni di rete tra strumenti amministrativi
(come I' "beegfs’utility da riga di comando) e servizi server BeeGFS come Management o Remote. Questa
guida illustra la configurazione della crittografia TLS nel cluster BeeGFS utilizzando tre metodi di
configurazione TLS:

« Utilizzo di un’autorita di certificazione attendibile: Usa i certificati firmati da CA esistenti sul tuo cluster
BeeGFS.

» Creazione di un’autorita di certificazione locale: Creazione di un’autorita di certificazione locale e
utilizzo di essa per firmare i certificati per i servizi BeeGFS. Questo approccio € adatto per ambienti in cui
si desidera gestire la propria catena di fiducia senza affidarsi a una CA esterna.

« TLS disabilitato: Disattivare completamente TLS per gli ambienti in cui la crittografia non & richiesta o per
la risoluzione dei problemi. Questa opzione € sconsigliata in quanto espone informazioni potenzialmente
sensibili sulla struttura del file system interno e sulla configurazione come testo non crittografato.

Scegli il metodo piu adatto al tuo ambiente e alle policy aziendali. Consulta la "BeeGFS TLS" documentazione
per ulteriori dettagli.

Le macchine che eseguono il beegfs—-client servizio non richiedono TLS per montare il file
system BeeGFS. TLS deve essere configurato per utilizzare la BeeGFS CLI e altri servizi
beegfs, come remote e sync.

Utilizzo di un’autorita di certificazione attendibile

Se hai accesso ai certificati emessi da una Certificate Authority (CA) attendibile, sia essa una CA aziendale
interna o un provider di terze parti, puoi configurare BeeGFS v8 per utilizzare questi certificati firmati dalla CA
invece di generarne di autofirmati.

Distribuzione di un nuovo cluster BeeGFS v8

Per una nuova distribuzione del cluster BeeGFS v8, configura il file dell'inventario Ansible
user defined params.yml per fare riferimento ai certificati firmati dalla CA:
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beegfs ha tls enabled: true
beegfs ha ca cert src path: files/beegfs/cert/ca cert.pem
beegfs ha tls cert src path: files/beegfs/cert/mgmtd tls cert.pem

beegfs ha tls key src path: files/beegfs/cert/mgmtd tls key.pem

Se beegfs ha tls config options.alt names non & vuoto, Ansible generera

automaticamente un certificato TLS autofirmato e una chiave, utilizzando gli alt_names forniti

come Subject Alternative Names (SAN) nel certificato. Per utilizzare il proprio certificato TLS e
@ la propria chiave personalizzati (come specificato da beegfs ha tls cert src pathe

beegfs ha tls key src path), & necessario commentare o rimuovere l'intera

beegfs ha tls config options sezione. In caso contrario, la generazione del certificato

autofirmato avra la precedenza e il certificato e la chiave personalizzati non verranno utilizzati.

Configurazione di un cluster BeeGFS v8 esistente

Per un cluster BeeGFS v8 esistente, impostare i percorsi nel file di configurazione dei servizi di gestione
BeeGFS sui certificati firmati dalla CA del nodo file:

tls-cert-file = /path/to/cert.pem
tls-key-file = /path/to/key.pem

Configurazione dei client BeeGFS v8 con certificati firmati da CA

Per configurare i client BeeGFS v8 in modo che considerino attendibili i certificati firmati da una CA utilizzando
il pool di certificati del sistema, impostare tls-cert-file = " nel file di configurazione di ciascun client. Se il pool di
certificati del sistema non viene utilizzato, fornire il percorso a un certificato locale impostando tls-cert-file =
<local cert>. Questa configurazione consente ai client di autenticare i certificati presentati dai servizi di
gestione BeeGFS.

Creazione di un’autorita di certificazione locale

Se la tua organizzazione desidera creare una propria infrastruttura di certificazione per il cluster BeeGFS, puoi
creare un’Autorita di Certificazione (CA) locale per emettere e firmare i certificati per il tuo cluster BeeGFS.
Questo approccio prevede la creazione di una CA che firma i certificati per i servizi di gestione BeeGFS, che
vengono poi distribuiti ai client per stabilire una catena di trust. Segui queste istruzioni per configurare una CA
locale e distribuire i certificati sul tuo cluster BeeGFS v8 esistente o nuovo.

Distribuzione di un nuovo cluster BeeGFS v8

Per una nuova distribuzione di BeeGFS v8, il beegfs_8 ruolo Ansible gestira la creazione di una CA locale sul
nodo di controllo e la generazione dei certificati necessari per i servizi di gestione. Questo puo essere abilitato
impostando i seguenti parametri nel file user defined params.yml diinventario di Ansible:
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beegfs ha tls enabled: true

beegfs ha ca cert src path: files/beegfs/cert/local ca cert.pem
beegfs ha tls cert src path: files/beegfs/cert/mgmtd tls cert.pem
beegfs ha tls key src path: files/beegfs/cert/mgmtd tls key.pem
beegfs ha tls config options:

alt names: [<mgmt service ip>]

@ Se beegfs ha tls config options.alt names non viene fornito, Ansible tentera di
utilizzare i certificati esistenti nei percorsi certificato/chiave specificati.

Configurazione di un cluster BeeGFS v8 esistente

Per un cluster BeeGFS esistente, puoi integrare TLS creando un’autorita di certificazione locale e generando i
certificati necessari per i servizi di gestione. Aggiorna i percorsi nel file di configurazione dei servizi di gestione
BeeGFS affinché puntino ai certificati appena creati.

@ Le istruzioni contenute in questa sezione sono da intendersi come riferimento. E necessario
adottare le opportune precauzioni di sicurezza quando si maneggiano chiavi private e certificati.

Creare I'autorita di certificazione

Su una macchina attendibile, crea una Certificate Authority locale per firmare i certificati per i servizi di
gestione BeeGFS. Il certificato della CA verra distribuito ai client per stabilire la fiducia e abilitare la
comunicazione sicura con i servizi BeeGFS.

Le seguenti istruzioni costituiscono un riferimento per la creazione di una Certificate Authority locale su un
sistema basato su RHEL.
1. Installa OpenSSL se non é gia installato:
dnf install openssl
2. Crea una directory di lavoro in cui archiviare i file dei certificati:
mkdir -p ~/beegfs tls && cd ~/beegfs tls

3. Genera la chiave privata CA:

openssl genrsa -out ca key.pem 4096

4. Crea un file di configurazione CA denominato ca.cnf e modifica i campi del nome distinto in modo che
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corrispondano alla tua organizzazione:

[ req ]
default bits = 4096
distinguished name

req distinguished name

x509 extensions v3 ca

prompt = no

[ req distinguished name ]

C = <Country>

ST = <State>

L = <City>

O = <Organization>

OU = <OrganizationalUnit>

CN = BeeGFS-CA

[ v3_ca ]

basicConstraints = critical,CA:TRUE

subjectKeyIdentifier = hash
authorityKeyIdentifier = keyid:always,issuer:always

5. Generare il certificato CA. Questo certificato deve essere valido per tutta la vita del sistema, altrimenti sara
necessario pianificare di rigenerare i certificati prima della loro scadenza. Una volta scaduto un certificato,
la comunicazione tra alcuni componenti non sara possibile e 'aggiornamento dei certificati TLS richiedera
generalmente il riavvio dei servizi per completare 'operazione.

Il seguente comando genera un certificato CA valido per 1 anno:

openssl req -new -x509 -key ca key.pem -out ca cert.pem -days 365
-config ca.cnf

Sebbene in questo esempio venga utilizzato un periodo di validita di 1 anno per semplicita,
€ opportuno adattare il —-days parametro in base ai requisiti di sicurezza della propria
organizzazione e stabilire una procedura di rinnovo del certificato.

Creare certificati del servizio di gestione
Genera certificati per i tuoi servizi di gestione BeeGFS e firmali con la CA che hai creato. Questi certificati
verranno installati sui nodi file che eseguono i servizi di gestione BeeGFS.

1. Genera la chiave privata del servizio di gestione:

openssl genrsa -out mgmtd tls key.pem 4096

2. Crea un file di configurazione del certificato denominato t1s_san.cnf con Subject Alternative Names
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(SAN) per tutti gli indirizzi IP del servizio di gestione:

[ req ]

default bits = 4096
distinguished name = req distinguished name
req_extensions = req ext

prompt = no

[ req distinguished name ]

C = <Country>

ST = <State>

L = <City>

O = <Organization>

OU = <OrganizationalUnit>
CN = beegfs-mgmt

[ req_ext ]

subjectAltName = (@alt names
[ v3_ca ]

subjectAltName = (@alt names

basicConstraints = CA:FALSE

[ alt _names ]
IP.1 = <beegfs mgmt service ip 1>
IP.2 = <beegfs mgmt service ip 2>

Aggiorna i campi del nome distinto in modo che corrispondano alla configurazione della CAei1p.1 e
IP.2 valori con gli indirizzi IP del servizio di gestione.

3. Genera una richiesta di firma del certificato (CSR):

openssl reqg -new -key mgmtd tls key.pem -out mgmtd tls csr.pem -config

tls san.cnf
4. Firma il certificato con la tua CA (valido per 1 anno):

openssl x509 -req -in mgmtd tls csr.pem -CA ca cert.pem -CAkey
ca key.pem -CAcreateserial -out mgmtd tls cert.pem -days 365 -sha256
-extensions v3 ca -extfile tls san.cnf

@ Adatta il periodo di validita del certificato (-days 365) in base alle policy di sicurezza della
tua organizzazione. Molte organizzazioni richiedono la rotazione dei certificati ogni 1-2 anni.
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5. Verifica che il certificato sia stato creato correttamente:

openssl x509 -in mgmtd tls cert.pem -text -noout

Conferma che la sezione Subject Alternative Name includa tutti i tuoi indirizzi IP di gestione.

Distribuisci i certificati ai nodi file
Distribuire il certificato CA e i certificati del servizio di gestione ai nodi file e ai client appropriati.

1. Copia il certificato CA, il certificato del servizio di gestione e la chiave nei nodi file che eseguono i servizi di
gestione:

scp ca_ cert.pem mgmtd tls cert.pem mgmtd tls key.pem
user@beegfs 01l:/etc/beegfs/
scp ca_cert.pem mgmtd tls cert.pem mgmtd tls key.pem
user@beegfs 02:/etc/beegfs/

Indirizzare il servizio di gestione ai certificati TLS

Aggiorna la configurazione del servizio di gestione BeeGFS per abilitare TLS e fare riferimento ai certificati
TLS creati.

1. Da un nodo file che esegue il servizio di gestione BeeGFS, modifica il file di configurazione del servizio di
gestione, ad esempio in /mnt/mgmt _tgt mgmt0l/mgmt config/beegfs-mgmtd.toml. Aggiungi o
aggiorna i seguenti parametri relativi a TLS:

tls-disable = false
tls-cert-file = "/etc/beegfs/mgmtd tls cert.pem"
tls-key-file = "/etc/beegfs/mgmtd tls key.pem"

2. Adottare le misure appropriate per riavviare in modo sicuro il servizio di gestione BeeGFS affinché le
modifiche abbiano effetto:

systemctl restart beegfs-mgmtd

3. Verificare che il servizio di gestione sia stato avviato correttamente:

journalctl -xeu beegfs-mgmtd

Cerca le voci di registro che indicano l'inizializzazione TLS e il caricamento del certificato riusciti.
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Successfully initialized certificate verification library.
Successfully loaded license certificate: TMP-XXXXXXXXXX

Configurare TLS per i client BeeGFS v8

Creare e distribuire certificati firmati dalla CA locale a tutti i client BeeGFS che richiederanno la comunicazione
con i servizi di gestione BeeGFS.

1. Generare un certificato per il client utilizzando lo stesso processo del certificato del servizio di gestione
sopra, ma con I'indirizzo IP o il nome host del client nel campo Subject Alternative Name (SAN).

2. Copia in modo sicuro tramite copia remota il certificato del client sul client e rinomina il certificato in
cert.pem sul client:

scp client cert.pem user@client:/etc/beegfs/cert.pem

3. Riavvia il servizio client BeeGFS su tutti i client:

systemctl restart beegfs-client

4. Verificare la connettivita del client eseguendo un beegfs CLI comando, ad esempio:

beegfs health check

Disabilitazione TLS

TLS puo essere disabilitato per la risoluzione dei problemi o se desiderato dagli utenti. Questa operazione &
sconsigliata in quanto espone informazioni potenzialmente sensibili sulla struttura interna del file system e
sulla configurazione in chiaro. Seguire queste istruzioni per disabilitare TLS sul cluster BeeGFS v8 esistente o
nuovo.

Distribuzione di un nuovo cluster BeeGFS v8

Per una nuova distribuzione del cluster BeeGFS, il cluster pud essere distribuito con TLS disabilitato
impostando il seguente parametro nel file dellinventario Ansible user defined params.yml:

beegfs ha tls enabled: false

Configurazione di un cluster BeeGFS v8 esistente

Per un cluster BeeGFS v8 esistente, modificare il file di configurazione del servizio di management. Ad
esempio, modificare il file in /mnt/mgmt tgt mgmt01l/mgmt config/beegfs-mgmtd.toml e impostare

135



tls-disable = true

Adottare le misure appropriate per riavviare in modo sicuro il servizio di gestione affinché le modifiche abbiano
effetto.
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Amministrare i cluster BeeGFS

Panoramica, concetti chiave e terminologia

Scopri come amministrare i cluster BeeGFS ha dopo che sono stati implementati.

Panoramica

Questa sezione € destinata agli amministratori dei cluster che devono gestire i cluster BeeGFS ha dopo la loro
implementazione. Anche coloro che hanno familiarita con i cluster ha Linux dovrebbero leggere attentamente
questa guida, poiché esistono diverse differenze nella gestione del cluster, in particolare per quanto riguarda la
riconfigurazione dovuta all’utilizzo di Ansible.

Concetti chiave

Anche se alcuni di questi concetti sono stati introdotti nella "termini e concetti"pagina principale, & utile
reintrodurli nel contesto di un cluster BeeGFS ha:

Nodo cluster: un server che esegue i servizi Pacemaker e Corosync e che partecipa al cluster ha.
Nodo file: nodo cluster utilizzato per eseguire uno o piu servizi di gestione, metadati o storage BeeGFS.

Nodo a blocchi: un sistema storage NetApp e-Series che fornisce storage a blocchi ai nodi di file. Questi nodi
non fanno parte del cluster BeeGFS ha in quanto offrono funzionalita ha standalone proprie. Ciascun nodo &
costituito da due storage controller che forniscono alta disponibilita al livello di blocco.

Servizio BeeGFS: Un servizio di gestione, metadati o storage BeeGFS. Ogni nodo di file eseguira uno o piu
servizi che utilizzeranno i volumi sul nodo di blocco per memorizzare i propri dati.

Building Block: implementazione standardizzata di file node BeeGFS, nodi a blocchi e-Series e servizi
BeeGFS in esecuzione su di essi che semplifica la scalabilita di un cluster/file system BeeGFS ha in base a
un’architettura verificata di NetApp. Sono supportati anche i cluster ha personalizzati, ma spesso seguono un
approccio simile a building block per semplificare la scalabilita.

Cluster BeeGFS ha: un numero scalabile di nodi di file utilizzati per eseguire i servizi BeeGFS supportati da
nodi a blocchi per memorizzare i dati BeeGFS in modo altamente disponibile. Basato su componenti open-
source collaudati nel settore, Pacemaker e Corosync utilizzano Ansible per il packaging e I'implementazione.

Servizi cluster: si riferisce ai servizi Pacemaker e Corosync in esecuzione su ciascun nodo che partecipa al
cluster. Nota € possibile che un nodo non esegua alcun servizio BeeGFS e partecipi al cluster come nodo
"Tiebreaker" nel caso in cui vi sia solo la necessita di due nodi di file.

Risorse del cluster: per ogni servizio BeeGFS in esecuzione nel cluster vengono visualizzate una risorsa di
monitoraggio BeeGFS e un gruppo di risorse contenente risorse per destinazioni BeeGFS, indirizzi IP (IP
mobili) e il servizio BeeGFS stesso.

Ansible: Uno strumento per il provisioning del software, la gestione della configurazione e I'implementazione
delle applicazioni, che consente I'infrastruttura come codice. E il modo in cui i cluster BeeGFS ha vengono
confezionati per semplificare il processo di implementazione, riconfigurazione e aggiornamento di BeeGFS su
NetApp.

Pcs: interfaccia a riga di comando disponibile da qualsiasi nodo di file nel cluster utilizzato per eseguire query
e controllare lo stato dei nodi e delle risorse nel cluster.
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Terminologia comune

Failover: ciascun servizio BeeGFS dispone di un nodo di file preferito su cui verra eseguito, a meno che tale
nodo non si guasti. Quando un servizio BeeGFS viene eseguito su un nodo di file non preferito/secondario, si
dice che sia in failover.

Failover: I'atto di spostare i servizi BeeGFS da un nodo di file non preferito al nodo preferito.

Coppia ha: due nodi di file che possono accedere allo stesso insieme di nodi a blocchi sono talvolta indicati
come coppia ha. Si tratta di un termine comune utilizzato in NetApp per fare riferimento a due controller o nodi
storage che possono "assumere" 'uno con l'altro.

Modalita di manutenzione: disabilita il monitoraggio di tutte le risorse e impedisce al pacemaker di spostare o
gestire in altro modo le risorse nel cluster (vedere anche la sezione a "modalita di manutenzione").

Cluster ha: uno o piu file node che eseguono servizi BeeGFS che possono eseguire il failover tra pitu nodi nel
cluster per creare un file system BeeGFS ad alta disponibilita. Spesso i file node sono configurati in coppie ha
in grado di eseguire un sottoinsieme dei servizi BeeGFS nel cluster.

Quando utilizzare Ansible rispetto allo strumento PC

Quando si deve utilizzare Ansible rispetto allo strumento della riga di comando di PC per
gestire il cluster ha?

Tutte le attivita di implementazione e riconfigurazione del cluster devono essere completate utilizzando Ansible
da un nodo di controllo Ansible esterno. Le modifiche temporanee nello stato del cluster (ad esempio,
linserimento e l'uscita dei nodi in standby) vengono eseguite in genere accedendo a un nodo del cluster
(preferibilmente uno che non € degradato o che sta per essere sottoposto a manutenzione) e utilizzando la
riga di comando di PC.

La modifica di qualsiasi configurazione del cluster, incluse risorse, vincoli, proprieta e i servizi BeeGFS stessi,
deve essere eseguita sempre utilizzando Ansible. La manutenzione di una copia aggiornata dell'inventario e
del playbook Ansible (idealmente nel controllo del codice sorgente per tenere traccia delle modifiche) fa parte
della manutenzione del cluster. Quando € necessario apportare modifiche alla configurazione, aggiornare
linventario ed eseguire nuovamente il playbook Ansible che importa il ruolo BeeGFS ha.

Il ruolo ha gestira il posizionamento del cluster in modalita di manutenzione e I'esecuzione delle modifiche
necessarie prima di riavviare BeeGFS o i servizi cluster per applicare la nuova configurazione. Poiché i riavvii
completi dei nodi non sono generalmente necessari al di fuori del’'implementazione iniziale, il rerunning di
Ansible & generalmente considerato una procedura "sicura”, ma & sempre consigliato durante le finestre di
manutenzione o fuori orario nel caso in cui sia necessario riavviare qualsiasi servizio BeeGFS. In genere,
questi riavvii non dovrebbero causare errori nelle applicazioni, ma potrebbero compromettere le prestazioni
(che alcune applicazioni potrebbero gestire meglio di altre).

Il rerunning di Ansible & anche un’opzione quando si desidera riportare l'intero cluster a uno stato
completamente ottimale e in alcuni casi potrebbe essere in grado di ripristinare lo stato del cluster piu
facilmente rispetto all’utilizzo di PC. Soprattutto in caso di emergenza in cui il cluster non ¢ attivo per qualche

motivo, una volta eseguito il backup di tutti i nodi, Ansible pud ripristinare il cluster in modo piu rapido e
affidabile rispetto al tentativo di utilizzare i PC.

Esaminare lo stato del cluster

Utilizzare i PC per visualizzare lo stato del cluster.
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Panoramica

In esecuzione pcs status Da qualsiasi nodo del cluster & il modo piu semplice per visualizzare lo stato
complessivo del cluster e lo stato di ciascuna risorsa (ad esempio i servizi BeeGFS e le relative dipendenze).
In questa sezione vengono illustrate le informazioni disponibili nell’output di pcs status comando.

Comprendere 'output di pcs status

Eseguire pcs status Su qualsiasi nodo del cluster in cui vengono avviati i servizi del cluster (pacemaker e
Corosync). La parte superiore dell’output mostra un riepilogo del cluster:

[root@beegfs 01 ~]# pcs status
Cluster name: hacluster
Cluster Summary:

* Stack: corosync

* Current DC: beegfs 01 (version 2.0.5-9.el8 4.3-bab5%e7122) - partition
with quorum

* Last updated: Fri Jul 1 13:37:18 2022

* Last change: Fri Jul 1 13:23:34 2022 by root via cibadmin on
beegfs 01

* 6 nodes configured

* 235 resource instances configured

La sezione seguente elenca i nodi nel cluster:

Node List:
* Node beegfs 06: standby
* Online: [ beegfs 01 beegfs 02 beegfs 04 beegfs 05 ]
* OFFLINE: [ beegfs 03 ]

Cio indica in particolare i nodi in standby o offline. | nodi in standby partecipano ancora al cluster ma sono
contrassegnati come non idonei per 'esecuzione delle risorse. | nodi offline indicano che i servizi cluster non
sono in esecuzione su quel nodo, a causa di un arresto manuale o perché il nodo ¢ stato riavviato/arrestato.

Quando i nodi si avviano per la prima volta, i servizi del cluster vengono arrestati e devono
essere avviati manualmente per evitare il failover accidentale delle risorse su un nodo non
integro.

Se i nodi sono in standby o non in linea a causa di un motivo non amministrativo (ad esempio un errore),
accanto allo stato del nodo viene visualizzato un testo aggiuntivo tra parentesi. Ad esempio, se la funzione di
scherma & disattivata e una risorsa rileva un errore, viene visualizzato Node <HOSTNAME>: standby (on-
fail). Un altro stato possibile € Node <HOSTNAME>: UNCLEAN (offline), che sara visto brevemente
come un nodo ¢ in fase di recintamento, ma continuera se la scherma non € riuscita, indicando che il cluster
non puod confermare lo stato del nodo (questo pud bloccare I'avvio delle risorse su altri nodi).

La sezione successiva mostra un elenco di tutte le risorse del cluster e dei relativi stati:
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Full List of Resources:
* mgmt-monitor (ocf::eseries:beegfs-monitor) : Started beegfs 01

* Resource Group: mgmt-group:

* mgmt-FS1 (ocf::eseries:beegfs-target) : Started beegfs 01
* mgmt-IP1 (ocf::eseries:beegfs-ipaddr?) : Started beegfs 01
* mgmt-IP2 (ocf::eseries:beegfs-ipaddr?) : Started beegfs 01
* mgmt-service (systemd:beegfs—-mgmtd) : Started beegfs 01

In modo simile ai nodi, viene visualizzato un testo aggiuntivo accanto allo stato della risorsa tra parentesi in
caso di problemi con la risorsa. Ad esempio, se il pacemaker richiede un arresto della risorsa e non riesce a
completarlo entro il tempo assegnato, il pacemaker tentera di individuare il nodo. Se la funzione di scherma &
disattivata o I'operazione di scherma non riesce, lo stato della risorsa sara FAILED <HOSTNAME>
(blocked) E Pacemaker non sara in grado di avviarlo su un nodo diverso.

Vale la pena notare che i cluster BeeGFS ha utilizzano diversi agenti di risorse OCF personalizzati ottimizzati
per BeeGFS. In particolare, il monitor BeeGFS € responsabile dell’attivazione di un failover quando le risorse
BeeGFS su un nodo specifico non sono disponibili.

Riconfigurare il cluster ha e BeeGFS

Utilizzare Ansible per riconfigurare il cluster.

Panoramica

In genere, la riconfigurazione di qualsiasi aspetto del cluster ha BeeGFS deve essere eseguita aggiornando
linventario Ansible ed eseguendo nuovamente il ansible-playbook comando. Cid include I'aggiornamento
degli avvisi, la modifica della configurazione di scherma permanente o la regolazione della configurazione del
servizio BeeGFS. Questi vengono regolati utilizzando il group vars/ha cluster.yml file e un elenco
completo delle opzioni & disponibile nella "Specificare la configurazione del nodo file comune"sezione .

Per ulteriori informazioni sulle opzioni di configurazione selezionate di cui gli amministratori devono essere a
conoscenza durante la manutenzione o la manutenzione del cluster, vedere di seguito.

Come disattivare e attivare la funzione di scherma

Per impostazione predefinita, la funzione di scherma viene attivata/richiesta durante la configurazione del
cluster. In alcuni casi, potrebbe essere consigliabile disattivare temporaneamente la scherma per garantire che
i nodi non vengano accidentalmente arrestati durante determinate operazioni di manutenzione (ad esempio
'aggiornamento del sistema operativo). Anche se questa funzione pud essere disattivata manualmente, gl
amministratori devono tenere presente che esistono compromessi.

OPZIONE 1: Disattiva scherma utilizzando Ansible (consigliato).

Quando la funzione di scherma viene disattivata utilizzando Ansible, I'azione on-fail del monitor BeeGFS passa
da "fence" a "standby". Cio significa che se il monitor BeeGFS rileva un errore, tentera di mettere il nodo in
standby e di eseguire il failover di tutti i servizi BeeGFS. Al di fuori del troubleshooting/test attivo, questo € in
genere piu desiderabile dell’opzione 2. Lo svantaggio € che se una risorsa non si ferma sul nodo originale,
viene impedita I'avvio da un’altra parte (motivo per cui la scherma & generalmente richiesta per i cluster di
produzione).
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1. Nel tuo inventario Ansible all'indirizzo groups vars/ha_cluster.yml aggiungere la seguente
configurazione:

beegfs ha cluster crm config options:
stonith-enabled: False

2. Rieseguire il manuale Ansible per applicare le modifiche al cluster.

OPZIONE 2: Disattiva manualmente la funzione di scherma.

In alcuni casi, potrebbe essere necessario disattivare temporaneamente la scherma senza eseguire
nuovamente Ansible, ad esempio per facilitare la risoluzione dei problemi o il test del cluster.

In questa configurazione, se il monitor BeeGFS rileva un errore, il cluster tenta di arrestare |l
gruppo di risorse corrispondente. Non attivera un failover completo né tentera di riavviare o

@ spostare il gruppo di risorse interessato in un altro host. Per risolvere il problema, risolvere i
problemi che si verificano in seguito pcs resource cleanup oppure mettere manualmente il
nodo in standby.

Fasi:

1. Per determinare se la scherma (stonith) & attivata o disattivata globalmente, eseguire: pcs property
show stonith-enabled

2. Per disattivare la funzione di scherma: pcs property set stonith-enabled=false

3. Per attivare la funzione di scherma: pcs property set stonith-enabled=true

@ Questa impostazione verra sovrascritta alla successiva esecuzione del playbook Ansible.

Update dei componenti del cluster ha

Aggiorna i servizi BeeGFS

Utilizzare Ansible per aggiornare la versione di BeeGFS in esecuzione sul cluster HA.

Panoramica

BeeGFS segue uno major.minor.patch schema di versioning. | ruoli Ansible ha BeeGFS sono forniti per
ogni major.minor versione supportata (ad esempio, beegfs ha 7 2 ebeegfs ha 7 3). Ogniruolo ha é
associato all'ultima versione della patch BeeGFS disponibile al momento della release della raccolta Ansible.

Ansible deve essere utilizzato per tutti gli aggiornamenti di BeeGFS, incluso il passaggio tra versioni principali,
secondarie e patch di BeeGFS. Per aggiornare BeeGFS, & necessario innanzitutto aggiornare la raccolta
Ansible di BeeGFS, che includera anche le ultime correzioni e miglioramenti all’automazione di
distribuzione/gestione e al cluster HA sottostante. Anche dopo I'aggiornamento all’ultima versione della
raccolta, BeeGFS non verra aggiornato finché ansible-playbook non verra eseguito con il —e

"beegfs ha force upgrade=true" set. Per ulteriori dettagli su ciascun aggiornamento, fare riferimento
alla "Documentazione sull’aggiornamento di BeeGFS" per la versione corrente.
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@ Se si sta eseguendo I'aggiornamento a BeeGFS v8, consultare la "Aggiorna a BeeGFS v8"
procedura invece.

Percorsi di aggiornamento testati

Sono stati testati e verificati i seguenti percorsi di aggiornamento:

Versione Versione Multirrail Dettagli
originale dell’aggiorn
amento

7.2.6 7.3.2 Si Aggiornamento della raccolta beegfs da v3.0.1 a v3.1.0, aggiunta di
multi-rail

7.2.6 7.2.8 No Aggiornamento della raccolta beegfs da v3.0.1 a v3.1.0

7.2.8 7.31 Si Aggiornamento con la raccolta beegfs v3.1.0, aggiunta di multi-rail

7.31 7.3.2 Si Eseguire I'aggiornamento utilizzando la raccolta beegfs v3.1.0

7.3.2 7.41 Si Eseguire I'aggiornamento utilizzando la raccolta beegfs v3.2.0

741 7.4.2 Si Eseguire I'aggiornamento utilizzando la raccolta beegfs v3.2.0

7.4.2 7.4.6 Si Eseguire I'aggiornamento utilizzando la raccolta beegfs v3.2.0

7.4.6 8,0 Si Eseguire I'aggiornamento utilizzando le istruzioni nella "Aggiorna a

BeeGFS v8" procedura.

7.4.6 8,1 Si Eseguire I'aggiornamento utilizzando le istruzioni nella "Aggiorna a
BeeGFS v8" procedura.

7.4.6 8,2 Si Eseguire I'aggiornamento utilizzando le istruzioni nella "Aggiorna a
BeeGFS v8" procedura.
Fasi di aggiornamento di BeeGFS

Nelle sezioni seguenti sono riportati i passaggi per aggiornare la raccolta BeeGFS Ansible e BeeGFS stessa.
Prestare particolare attenzione a eventuali passaggi aggiuntivi per 'aggiornamento delle versioni principali o
secondarie di BeeGFS.

Passaggio 1: Aggiornamento della raccolta BeeGFS

Per gli aggiornamenti del ritiro con accesso a. "Ansible Galaxy", eseguire il seguente comando:

ansible-galaxy collection install netapp eseries.beegfs —--upgrade

Per gli aggiornamenti offline della raccolta, scarica la raccolta da "Ansible Galaxy" facendo clic sul pulsante
desiderato Install Version' € poi Download tarball. Trasferire il tarball al nodo di controllo Ansible ed
eseguire il seguente comando.

ansible-galaxy collection install netapp eseries-beegfs-<VERSION>.tar.gz
--upgrade
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Vedere "Installazione delle raccolte" per ulteriori informazioni.

Fase 2: Aggiornare I'inventario Ansible

Apporta tutti gli aggiornamenti necessari o desiderati ai file di inventario Ansible del tuo cluster. Consulta la
sezione Note sull’aggiornamento della versione qui sotto per i dettagli sui tuoi specifici requisiti di
aggiornamento. Consulta la sezione "Panoramica di Ansible Inventory" per informazioni generali sulla
configurazione dell'inventario HA di BeeGFS.

Fase 3: Aggiornamento del playbook Ansible (solo per I’aggiornamento delle versioni principali o secondarie)

Se si passa da una versione principale a una versione secondaria, nel playbook. yml file utilizzato per
distribuire e gestire il cluster, aggiornare il nome del beegfs ha <VERSION> ruolo in modo che rifletta la
versione desiderata. Ad esempio, se si desidera distribuire BeeGFS 7,4 questo sara beegfs ha 7 4:

- hosts: all
gather facts: false
any errors fatal: true
collections:
- netapp eseries.beegfs
tasks:
- name: Ensure BeeGFS HA cluster is setup.
ansible.builtin.import role: # import role is required for tag
availability.

name: beegfs ha 7 4

Per ulteriori dettagli sul contenuto del file del presente manuale, consulta "Implementare il cluster BeeGFS
ha"la sezione.

Passaggio 4: Eseguire I’aggiornamento BeeGFS

Per applicare I'aggiornamento BeeGFS:

ansible-playbook -i inventory.yml beegfs ha playbook.yml -e
"beegfs ha force upgrade=true" --tags beegfs ha

Dietro le quinte, il ruolo di BeeGFS ha gestira:
* Assicurarsi che il cluster si trovi in uno stato ottimale con ciascun servizio BeeGFS situato sul nodo
preferito.
* Impostare il cluster in modalita di manutenzione.
» Aggiornare i componenti del cluster ha (se necessario).
» Aggiornare ciascun nodo di file uno alla volta come segue:
o Metterlo in standby e eseguire il failover dei servizi sul nodo secondario.
o Aggiornare i pacchetti BeeGFS.

o Servizi di fallback.
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» Spostare il cluster fuori dalla modalita di manutenzione.

Note sull’aggiornamento della versione
Aggiornamento da BeeGFS versione 7.2.6 0 7.3.0

Modifiche all’autenticazione basata su connessione

BeeGFS versione 7.3.2 e successive richiedono che I'autenticazione basata sulla connessione sia configurata.
| servizi non si avvieranno senza una delle seguenti opzioni:

* Specificando un connAuthFile, 0

* Impostazione connDisableAuthentication=true nel file di configurazione del servizio.

Si consiglia vivamente di abilitare I'autenticazione basata sulla connessione per la sicurezza. Vedere
"Autenticazione basata su connessione BeeGFS" per ulteriori informazioni.

| beegfs_ha* ruoli generano e distribuiscono automaticamente il file di autenticazione a:

» Tutti i nodi file nel cluster

* Il nodo di controllo Ansible a
<playbook directory>/files/beegfs/<beegfs mgmt ip address> connAuthFile

[l beegfs client ruolo rilevera automaticamente e applichera questo file ai client quando sara presente.

Se non hai utilizzato il beegfs client ruolo per configurare i client, devi distribuire

manualmente il file di autenticazione a ciascun client e configurare I'impostazione

connAuthFile nelfile beegfs-client.conf. Quando si esegue I'aggiornamento da una
@ versione di BeeGFS senza autenticazione basata sulla connessione, i client perderanno

I'accesso a meno che non si disabiliti 'autenticazione basata sulla connessione durante

'aggiornamento impostando beegfs ha conn auth enabled: falsein

group vars/ha cluster.yml (scelta non consigliata).

Per ulteriori dettagli e opzioni di configurazione alternative, vedere il passaggio di configurazione
dell’autenticazione della connessione nella sezione "Specificare la configurazione del nodo file comune”.

Aggiorna a BeeGFS v8

Segui questi passaggi per aggiornare il tuo cluster BeeGFS HA dalla versione 7.4.6 a
BeeGFS v8.

Panoramica

BeeGFS v8 introduce diverse modifiche significative che richiedono una configurazione aggiuntiva prima
dell’aggiornamento da BeeGFS v7. Questo documento guida 'utente nella preparazione del cluster per i nuovi
requisiti di BeeGFS v8 e quindi nell’aggiornamento a BeeGFS v8.

Prima di eseguire 'aggiornamento a BeeGFS v8, assicurati che il tuo sistema esegua almeno

@ BeeGFS 7.4.6. Qualsiasi cluster che esegue una release precedente a BeeGFS 7.4.6 deve
prima "aggiorna alla versione 7.4.6" procedere con questa procedura di aggiornamento a
BeeGFS v8.
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Modifiche chiave in BeeGFS v8

BeeGFS v8 introduce le seguenti modifiche principali:

» Applicazione della licenza: BeeGFS v8 richiede una licenza per utilizzare funzionalita premium come
pool di archiviazione, destinazioni di archiviazione remote, BeeOND e altro ancora. Acquisisci una licenza
valida per il tuo cluster BeeGFS prima di effettuare I'aggiornamento. Se necessario, puoi ottenere una
licenza di valutazione temporanea di BeeGFS v8 dal "Portale delle licenze BeeGFS".

» Migrazione del database del servizio di gestione: per abilitare la configurazione con il nuovo formato
basato su TOML in BeeGFS v8, & necessario migrare manualmente il database del servizio di gestione
BeeGFS v7 al formato BeeGFS v8 aggiornato.

* Crittografia TLS: BeeGFS v8 introduce TLS per la comunicazione sicura tra i servizi. Sara necessario
generare e distribuire certificati TLS per il servizio di gestione BeeGFS e la beegfs command-line utility
come parte dell’aggiornamento.

Per maggiori dettagli e ulteriori modifiche in BeeGFS 8, vedere la "Guida allaggiornamento di BeeGFS v8.0.0".

L'aggiornamento a BeeGFS v8 richiede il downtime del cluster. Inoltre, i client BeeGFS v7 non
possono connettersi ai cluster BeeGFS v8. Coordinare attentamente i tempi di aggiornamento
tra il cluster e i client per ridurre al minimo I'impatto sulle operazioni.

Prepara il tuo cluster BeeGFS per I'aggiornamento

Prima di iniziare 'upgrade, prepara attentamente il tuo ambiente per garantire una transizione fluida e ridurre
al minimo i tempi di inattivita.

1. Assicurati che il tuo cluster sia in uno stato integro, con tutti i servizi BeeGFS in esecuzione sui nodi
preferiti. Da un nodo file che esegue i servizi BeeGFS, verifica che tutte le risorse Pacemaker siano in
esecuzione sui nodi preferiti:

pcs status

2. Registra ed esegui il backup della configurazione del cluster.

a. Fare riferimento a "Documentazione BeeGFS Backup" per le istruzioni sul backup della configurazione
del cluster.

b. Eseguire il backup della directory dei dati di gestione esistente:

cp -r /mnt/mgmt tgt mgmtO0l/data
/mnt/mgmt tgt mgmtOl/data beegfs v7 backup $(date +%Y%m%d)

c. Eseguire i seguenti comandi da un client beegfs e salvare il loro output per riferimento:

beegfs-ctl --getentryinfo --verbose /path/to/beegfs/mountpoint

d. Se si utilizza il mirroring, raccogliere informazioni dettagliate sullo stato:
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beegfs-ctl --listtargets --longnodes —--state --spaceinfo

--mirrorgroups --nodetype=meta
beegfs-ctl --listtargets --longnodes —--state --spaceinfo
—--mirrorgroups --nodetype=storage

3. Prepara i tuoi clienti ai tempi di inattivita e interrompi beegfs-client i servizi. Per ogni cliente, esegui:

systemctl stop beegfs-client

4. Per ogni cluster Pacemaker, disabilitare STONITH. Cid consentira di convalidare l'integrita del cluster dopo
'aggiornamento senza innescare inutili riavvii dei nodi.

pcs property set stonith-enabled=false

5. Per tutti i cluster Pacemaker nello spazio dei nomi BeeGFS, utilizzare PCS per arrestare il cluster:

pcs cluster stop --all

Aggiorna i pacchetti BeeGFS

Su tutti i nodi file del cluster, aggiungi il repository del pacchetto BeeGFS v8 per la tua distribuzione Linux. Le
istruzioni per I'utilizzo dei repository ufficiali di BeeGFS sono disponibili al "Pagina di download di BeeGFS". In
caso contrario, configura di conseguenza il tuo repository mirror locale beegfs.

| seguenti passagagi illustrano I'utilizzo del repository ufficiale BeeGFS 8.2 sui nodi file RHEL 9. Eseguire i
seguenti passaggi su tutti i nodi file del cluster:

1. Importa la chiave GPG BeeGFS:

rpm --import https://www.beegfs.io/release/beegfs 8.2/gpg/GPG-KEY-beegfs

2. Importa il repository BeeGFS:

curl -L -o /etc/yum.repos.d/beegfs-rhel9.repo
https://www.beegfs.io/release/beegfs 8.2/dists/beegfs-rhel9.repo

@ Rimuovere tutti i repository BeeGFS configurati in precedenza per evitare conflitti con il
nuovo repository BeeGFS v8.

3. Pulisci la cache del tuo gestore di pacchetti:
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dnf clean all
4. Su tutti i nodi file, aggiornare i pacchetti BeeGFS a BeeGFS 8.2.

dnf update beegfs-mgmtd beegfs-storage beegfs-meta libbeegfs-ib

@ In un cluster standard, il beegfs-mgmtd package verra aggiornato solo sui primi due nodi file.

Aggiornare il database di gestione

Su uno dei nodi file che eseguono il servizio di gestione BeeGFS, eseguire i passaggi seguenti per migrare il
database di gestione da BeeGFS v7 a v8.

1. Elenca tutti i dispositivi NVMe e filtra per la management target:
nvime netapp smdevices | grep mgmt tgt

a. Annotare il percorso del dispositivo dall’output.

b. Montare il dispositivo di destinazione di gestione sul punto di montaggio della destinazione di gestione
esistente (sostituire /dev/nvmeXnY con il percorso del dispositivo):

mount /dev/nvmeXnY /mnt/mgmt tgt mgmt01/
2. Importa i dati di gestione BeeGFS 7 nel nuovo formato di database eseguendo:

/opt/beegfs/sbin/beegfs-mgmtd --import-from
-v7=/mnt/mgmt tgt mgmt0l/data/

Output previsto:

Created new database version 3 at "/var/lib/beegfs/mgmtd.sqglite".
Successfully imported v7 management data from
"/mnt/mgmt tgt mgmtOl/data/".

L'importazione automatica potrebbe non riuscire in tutti i casi a causa dei requisiti di
convalida piu rigorosi in BeeGFS v8. Ad esempio, se le destinazioni sono assegnate a pool
di archiviazione inesistenti, 'importazione non riuscira. Se la migrazione del database non

@ riesce, non procedere con I'aggiornamento. Contattare il supporto NetApp per assistenza
nella risoluzione dei problemi di migrazione del database. Come soluzione provvisoria, €
possibile effettuare il downgrade dei pacchetti BeeGFS v8 e continuare a eseguire BeeGFS
v7 mentre il problema viene risolto.
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3. Sposta il file SQLite generato nel mount del servizio di gestione:

mv /var/lib/beegfs/mgmtd.sglite /mnt/mgmt tgt mgmt0l/data/

4. Sposta il file generato beegfs-mgmtd. toml sul mount del servizio di gestione:

mv /etc/beegfs/beegfs-mgmtd.toml /mnt/mgmt tgt mgmtOl/mgmt config/

La preparazione del file di configurazione beegfs-mgmtd. toml verra effettuata dopo aver completato i
passaggi di licensing e configurazione TLS nelle prossime sezioni.

Configurare le licenze

1. Installare i pacchetti di licenza beegfs su tutti i nodi che eseguono il servizio di gestione beegfs. In genere
si tratta dei primi due nodi del cluster:

dnf install libbeegfs-license

2. Scarica il file di licenza BeeGFS v8 nei nodi di gestione e posizionalo in:

/etc/beegfs/license.pem

Configura la crittografia TLS

BeeGFS v8 richiede la crittografia TLS per comunicazioni sicure tra servizi di gestione e client. Esistono tre
opzioni per configurare la crittografia TLS sulle comunicazioni di rete tra servizi di gestione e servizi client. Il
metodo consigliato e piu sicuro € utilizzare certificati firmati da una Certificate Authority attendibile. In
alternativa, puoi creare una CA locale per firmare i certificati per il tuo cluster BeeGFS. Per gli ambienti in cui la
crittografia non é richiesta o per la risoluzione dei problemi, TLS pud essere completamente disabilitato, anche
se questa opzione & sconsigliata poiché espone informazioni sensibili alla rete.

Prima di procedere, segui le istruzioni nella "Configura la crittografia TLS per BeeGFS 8" guida per configurare
la crittografia TLS per il tuo ambiente.

Aggiorna la configurazione del servizio di gestione

Prepara il file di configurazione del servizio di gestione BeeGFS v8 trasferendo manualmente le impostazioni
dal tuo file di configurazione BeeGFS v7 nel file /mnt /mgmt _tgt mgmt0l/mgmt config/beegfs-
mgmtd.toml.

1. Sul nodo di gestione con il target di gestione montato, fare riferimento al
/mnt/mgmt _tgt mgmtOl/mgmt config/beegfs-mgmtd.conf file del servizio di gestione per
BeeGFS 7, quindi trasferire tutte le impostazioni al /mnt/mgmt tgt mgmt0l/mgmt config/beegfs-
mgmtd. toml file. Per una configurazione di base, il tuo beegfs-mgmtd. toml potrebbe essere simile al
seguente:
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beemsg-port = 8008

grpc-port = 8010

log-level = "info"

node-offline-timeout = "900s"

quota-enable = false

auth-disable = false

auth-file = "/etc/beegfs/<mgmt service ip> connAuthFile"
db-file = "/mnt/mgmt tgt mgmtOl/data/mgmtd.sglite"
license-disable = false

license-cert-file = "/etc/beegfs/license.pem"
tls-disable = false

tls-cert-file = "/etc/beegfs/mgmtd tls cert.pem"
tls-key-file = "/etc/beegfs/mgmtd tls key.pem"
interfaces = ['ilb:mgmt 1', 'iZb:mgmt 2']

Adatta tutti i percorsi secondo necessita in modo che corrispondano al tuo ambiente e alla configurazione
TLS.

2. Su ogni file node che esegue servizi di gestione, modifica il file di servizio systemd in modo che punti alla
nuova posizione del file di configurazione.

sudo sed -i 's|ExecStart=.*|ExecStart=nice -n -3
/opt/beegfs/sbin/beegfs-mgmtd --config-file
/mnt/mgmt tgt mgmt0l/mgmt config/beegfs-mgmtd.toml|'
/etc/systemd/system/beegfs-mgmtd.service

a. Ricarica systemd:

systemctl daemon-reload

3. Per ogni file node che esegue servizi di gestione, aprire la porta 8010 per la comunicazione gRPC del
servizio di gestione.

a. Aggiungi la porta 8010/tcp alla zona beedfs:

sudo firewall-cmd --zone=beegfs --permanent --add-port=8010/tcp

b. Ricarica il firewall per applicare la modifica:

sudo firewall-cmd --reload
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Aggiorna lo script monitor di BeeGFS

Lo script OCF di Pacemaker beegfs-monitor richiede aggiornamenti per supportare il nuovo formato di
configurazione TOML e la gestione dei servizi systemd. Aggiorna lo script su un nodo del cluster, quindi copia
lo script aggiornato su tutti gli altri nodi.

1. Crea un backup dello script corrente:

cp /usr/lib/ocf/resource.d/eseries/beegfs-monitor
/usr/lib/ocf/resource.d/eseries/beegfs-monitor.bak.$ (date +%F)

2. Aggiorna il percorso del file di configurazione di gestione da .conf a . toml:

sed -1 's|mgmt config/beegfs-mgmtd\.conf|mgmt config/beegfs-mgmtd.toml]|"
/usr/lib/ocf/resource.d/eseries/beegfs-monitor

In alternativa, individua manualmente il seguente blocco nello script:

case S$type in
management)
conf path="${configuration mount}/mgmt config/beegfs-mgmtd.conf"

g8
E sostituiscilo con:

case Stype in
management)
conf path="${configuration mount}/mgmt config/beegfs-mgmtd.toml"

rs

3. Aggiorna le funzioni get _interfaces () € get subnet ips () per supportare la configurazione TOML:

a. Apri lo script in un editor di testo:

vi /usr/lib/ocf/resource.d/eseries/beegfs-monitor

b. Individua le due funzioni: get interfaces () e get subnet ips ().

C. Eliminare entrambe le funzioni intere, iniziando da get interfaces () fino alla fine di
get subnet ips().

d. Copia e incolla le seguenti funzioni aggiornate al loro posto:
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# Return network communication interface name (s) from the BeeGFS

resource's connInterfaceFile

get interfaces() {
# Determine BeeGFS service network IP interfaces.
if [ "S$type" = "management" ]; then
interfaces line=$ (grep "“interfaces =" "Sconf path")
interfaces list=$(echo "Sinterfaces line" | sed "s/.*= \[\(.*
\)\1/\1/")
interfaces=$ (echo "Sinterfaces list" | tr -d "'" | tr -d " " | tr
;' '\n')

for entry in $interfaces; do

echo "Sentry" | cut -4 ':' -f£ 1
done
else
connInterfacesFile path=S$(grep "“connInterfacesFile" "Sconf path"
| tr -d "[:space:]" | cut -£ 2 -d "=")
if [ -f "SconnlInterfacesFile path" ]; then
while read -r entry; do
echo "S$entry" | cut -£ 1 -d ':'
done < "SconnInterfacesFile path"
fi
fi

# Return list containing all the BeeGFS resource's usable IP
addresses. *Note that these are filtered by the connNetFilterFile
entries.
get subnet ips () {

# Determine all possible BeeGFS service network IP addresses.

if [ "Stype" != "management" ]; then

connNetFilterFile path=$(grep "“connNetFilterFile" "Sconf path" |

tr -d "[:space:]" | cut -£ 2 -4 "=")

filter ips=""
if [ -n "SconnNetFilterFile path" ] && [ -e
SconnNetFilterFile path ]; then
while read -r filter; do
filter ips="S$filter ips $(get ipv4 subnet addresses Sfilter)"
done < SconnNetFilterFile path
fi

echo "S$filter ips"
fi

151



e. Salva e esci dall’editor di testo.

f. Eseguire il comando seguente per verificare la presenza di errori di sintassi nello script prima di
procedere. L’assenza di output indica che lo script € sintatticamente corretto.

bash -n /usr/lib/ocf/resource.d/eseries/beegfs-monitor

4. Copia lo script OCF aggiornato beegfs-monitor su tutti gli altri nodi del cluster per garantire la
coerenza:

scp /usr/lib/ocf/resource.d/eseries/beegfs-monitor
user@node:/usr/lib/ocf/resource.d/eseries/beegfs-monitor

Riporta il cluster online

1. Una volta completati tutti i passaggi di aggiornamento precedenti, riportare il cluster online avviando i
servizi BeeGFS su tutti i nodi.

pcs cluster start --all
2. Verificare che il beegfs-mgmtd servizio sia stato avviato correttamente:
journalctl -xeu beegfs-mgmtd
L'output previsto include righe come:

Started Cluster Controlled beegfs-mgmtd.

Loaded config file from "/mnt/mgmt tgt mgmtO0l/mgmt config/beegfs-
mgmtd.toml"

Successfully initialized certificate verification library.
Successfully loaded license certificate: TMP-113489268

Opened database at "/mnt/mgmt tgt mgmtOl/data/mgmtd.sglite”
Listening for BeeGFS connections on [::]:8008

Serving gRPC requests on [::]:8010

Se nei log del journal vengono visualizzati degli errori, rivedere i percorsi del file di
@ configurazione di gestione e assicurarsi che tutti i valori siano stati trasferiti correttamente
dal file di configurazione BeeGFS 7.

3. Eseguire pcs status e verificare che il cluster sia integro e che i servizi siano avviati sui nodi preferiti.

4. Una volta verificato che il cluster € integro, riattivare STONITH:
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pcs property set stonith-enabled=true

5. Passare alla sezione successiva per aggiornare i client BeeGFS nel cluster e verificare lo stato di integrita
del cluster BeeGFS.

Aggiorna i client BeeGFS
Dopo aver aggiornato correttamente il tuo cluster a BeeGFS v8, devi anche aggiornare tutti i client BeeGFS.

| passaggi seguenti illustrano il processo per aggiornare i client BeeGFS su un sistema basato su Ubuntu.

1. Se non é gia stato fatto, arrestare il servizio BeeGFS client:

systemctl stop beegfs-client

2. Aggiungi il repository del pacchetto BeeGFS v8 per la tua distribuzione Linux. Le istruzioni per I'utilizzo dei
repository ufficiali BeeGFS sono disponibili al "*Pagina di download di BeeGFS". In caso contrario,
configura di conseguenza il tuo repository mirror locale BeeGFS.

| passaggi seguenti utilizzano il repository ufficiale BeeGFS 8.2 su un sistema basato su Ubuntu:

3. Importa la chiave GPG BeeGFS:

wget https://www.beegfs.io/release/beegfs 8.2/gpg/GPG-KEY-beegfs -0
/etc/apt/trusted.gpg.d/beegfs.asc

4. Scarica il file del repository:

wget https://www.beegfs.io/release/beegfs 8.2/dists/beegfs-noble.list -0
/etc/apt/sources.list.d/beegfs.list

@ Rimuovere tutti i repository BeeGFS configurati in precedenza per evitare conflitti con il
nuovo repository BeeGFS v8.

5. Aggiorna i pacchetti client BeeGFS:

apt—-get update
apt-get install --only-upgrade beegfs-client

6. Configurare TLS per il client. TLS € necessario per utilizzare la CLI di BeeGFS. Fare riferimento alla
"Configura la crittografia TLS per BeeGFS 8" procedura per configurare TLS sul client.

7. Avvia il servizio client BeeGFS:
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systemctl start beegfs-client

Verificare 'upgrade

Dopo aver completato 'upgrade a BeeGFS v8, eseguire i seguenti comandi per verificare che 'upgrade sia
stato completato con successo.

1. Verificare che I'inode root sia di proprieta dello stesso nodo metadati di prima. Questo dovrebbe avvenire
automaticamente se si € utilizzata la import-from-v7 funzionalita nel servizio di gestione:

beegfs entry info /mnt/beegfs
2. Verificare che tutti i nodi e le destinazioni siano online e in buono stato:

beegfs health check

Se il controllo "Capacita disponibile" avvisa che i target hanno poco spazio libero, &
@ possibile modificare le soglie del "capacity pool" definite nel beegfs-mgmtd. toml file in
modo che siano piu adatte al proprio ambiente.

Aggiornare i pacchetti pacemaker e Corosync in un cluster ha

Per aggiornare i pacchetti pacemaker e Corosync in un cluster ha, procedere come
segue.

Panoramica

L’aggiornamento di Pacemaker e Corosync garantisce al cluster i vantaggi derivanti da nuove funzioni, patch di
sicurezza e miglioramenti delle prestazioni.

Approccio all’upgrade

Ci sono due approcci consigliati per aggiornare un cluster: Un aggiornamento in corso o un arresto completo
del cluster. Ogni approccio ha i propri vantaggi e svantaggi. La procedura di aggiornamento puo variare a
seconda della versione del pacemaker in uso. Fare riferimento alla documentazione di ClusterLabs
"Aggiornamento di un quadro pacemaker"per determinare I'approccio da utilizzare. Prima di adottare un
approccio all’aggiornamento, verificare che:
* | nuovi pacchetti pacemaker e Corosync sono supportati all'interno della soluzione BeeGFS di NetApp.
 Esistono backup validi per il file system BeeGFS e la configurazione del cluster pacemaker.

« |l cluster & in uno stato sano.

Rolling upgrade

Questo metodo prevede la rimozione di ciascun nodo dal cluster, 'aggiornamento e la reintroduzione nel
cluster fino a quando tutti i nodi non eseguono la nuova versione. Questo approccio mantiene operativo il
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cluster, ideale per cluster ha di maggiori dimensioni, con il rischio di eseguire versioni miste durante il
processo. Questo approccio deve essere evitato in un cluster a due nodi.

1. Verificare che il cluster sia in uno stato ottimale, con ogni servizio BeeGFS in esecuzione sul nodo
preferito. Per ulteriori informazioni, fare riferimento alla "Esaminare lo stato del cluster" sezione.

2. Per aggiornare il nodo, impostarlo in modalita standby per scaricare (o spostare) tutti i servizi BeeGFS:
pcs node standby <HOSTNAME>
3. Verificare che i servizi del nodo siano esauriti eseguendo:

pcs status

Assicurarsi che non vengano segnalati servizi come Started sul nodo in standby.

A seconda delle dimensioni del cluster, possono essere necessari secondi o minuti per lo
spostamento dei servizi nel nodo sorella. Se un servizio BeeGFS non si avvia sul nodo
gemellato, fare riferimento a "Guide per la risoluzione dei problemi”.

4. Arrestare il cluster sul nodo:
pcs cluster stop <HOSTNAME>

5. Aggiornare i pacchetti pacemaker, Corosync e pz sul nodo:

@ | comandi del gestore dei pacchetti variano a seconda del sistema operativo. | seguenti
comandi si riferiscono ai sistemi che eseguono RHEL 8 e successivi.

dnf update pacemaker-<version>
dnf update corosync-<version>

dnf update pcs-<version>
6. Avviare i servizi del gruppo pacemaker sul nodo:

pcs cluster start <HOSTNAME>

7. Se il pcs pacchetto & stato aggiornato, autenticare nuovamente il nodo con il cluster:
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pcs host auth <HOSTNAME>

8. Verificare che la configurazione del pacemaker sia ancora valida con crm verify lo strumento.

@ Questa operazione deve essere verificata solo una volta durante 'upgrade del cluster.
crm verify -L -V

9. Porta il nodo fuori dallo standby:
pcs node unstandby <HOSTNAME>

10. Riposizionare tutti i servizi BeeGFS nel nodo preferito:

pcs resource relocate run

11. Ripetere i passaggi precedenti per ciascun nodo del cluster finché tutti i nodi non eseguono le versioni
Pacemaker, Corosync e pz desiderate.

12. Infine, eseguire pcs status e verificare che il quadro strumenti sia in buone condizioni e Current DC
riporta la versione pacemaker desiderata.

Seil Current DC report "versione fissa", un nodo nel quadro strumenti & ancora in
esecuzione con la versione precedente di pacemaker e deve essere aggiornato. Se un nodo

@ aggiornato non & in grado di riconnettersi al cluster o se le risorse non si avviano, controllare
i registri del cluster e consultare le note di rilascio del pacemaker o le guide dell’utente per
problemi noti relativi al’aggiornamento.

Arresto completo del cluster

Con questo approccio, tutti i nodi e le risorse del cluster vengono arrestati, i nodi vengono aggiornati e il cluster
viene riavviato. Questo approccio € necessario se le versioni Pacemaker e Corosync non supportano una
configurazione a versione mista.

1. Verificare che il cluster sia in uno stato ottimale, con ogni servizio BeeGFS in esecuzione sul nodo
preferito. Per ulteriori informazioni, fare riferimento alla "Esaminare lo stato del cluster" sezione.

2. Arrestare il software del cluster (pacemaker e Corosync) su tutti i nodi.

@ A seconda delle dimensioni del cluster, I'arresto dell'intero cluster puo richiedere secondi o
minuti.
pcs cluster stop --all
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3. Una volta arrestati i servizi cluster su tutti i nodi, aggiornare i pacchetti pacemaker, Corosync e pz su
ciascun nodo in base alle proprie esigenze.

@ | comandi del gestore dei pacchetti variano a seconda del sistema operativo. | seguenti
comandi si riferiscono ai sistemi che eseguono RHEL 8 e successivi.

dnf update pacemaker-<version>
dnf update corosync-<version>

dnf update pcs-<version>
4. Dopo aver eseguito I'upgrade di tutti i nodi, avviare il software cluster su tutti i nodi:

pcs cluster start --all

5. Se il pcs pacchetto € stato aggiornato, eseguire nuovamente I'autenticazione di ciascun nodo nel cluster:

pcs host auth <HOSTNAME>

6. Infine, eseguire pcs status e verificare che il quadro strumenti funzioni correttamente e Current DC
riporta la versione pacemaker corretta.

@ Seil Current DC report "versione fissa", un nodo nel quadro strumenti € ancora in
esecuzione con la versione precedente di pacemaker e deve essere aggiornato.

Aggiornare il firmware dell’adattatore del nodo del file

Per aggiornare gli adattatori ConnectX-7 del nodo file al firmware piu recente, procedere
come segue.
Panoramica

Potrebbe essere necessario aggiornare il firmware della scheda ConnectX-7 per supportare un nuovo driver
MLNX_OFED, abilitare nuove funzioni o correggere bug. Questa guida utilizzera I'utilita di NVIDIA
mlxfwmanager per gli aggiornamenti delle schede, grazie alla sua facilita d’'uso ed efficienza.

Considerazioni sull’'upgrade

In questa guida vengono descritti due approcci per 'aggiornamento del firmware della scheda ConnectX-7: Un
aggiornamento in corso e un aggiornamento del cluster a due nodi. Scegliere I'approccio di aggiornamento
appropriato in base alle dimensioni del cluster. Prima di eseguire gli aggiornamenti del firmware, verificare che:
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« E installato un driver MLNX_OFED supportato. Fare riferimento alla "requisiti tecnologici".
* Esistono backup validi per il file system BeeGFS e la configurazione del cluster pacemaker.

e |l cluster & in uno stato sano.

Preparazione dell’aggiornamento del firmware
Si consiglia di utilizzare I'utilita di NVIDIA m1xfwmanager per aggiornare il firmware dell’adattatore di un nodo,

fornito con il driver MLNX_OFED di NVIDIA. Prima di avviare gli aggiornamenti, scaricare 'immagine del
firmware della scheda da "Sito di supporto di NVIDIA" e memorizzarla su ciascun nodo file.

Per gli adattatori Lenovo ConnectX-7, utilizzare m1xfwmanager LES lo strumento, disponibile
alla pagina di NVIDIA"Firmware OEM".

Approccio di aggiornamento continuo

Questo approccio €& consigliato per qualsiasi cluster ha con piu di due nodi. Questo approccio implica
'aggiornamento del firmware dell’adattatore su un file nodo alla volta, consentendo al cluster ha di mantenere
le richieste di assistenza, anche se durante questo periodo si consiglia di non eseguire interventi di i/O.

1. Verificare che il cluster sia in uno stato ottimale, con ogni servizio BeeGFS in esecuzione sul nodo
preferito. Per ulteriori informazioni, fare riferimento alla "Esaminare lo stato del cluster" sezione.

2. Scegliere un nodo file da aggiornare e impostarlo in modalita standby, che svuota (o sposta) tutti i servizi
BeeGFS da quel nodo:

pcs node standby <HOSTNAME>
3. Verificare che i servizi del nodo siano esauriti eseguendo:

pcs status

Verificare che non vi siano servizi che segnalano come Started sul nodo in standby.

A seconda delle dimensioni del cluster, lo spostamento dei servizi BeeGFS nel nodo sorella
puo richiedere secondi o minuti. Se un servizio BeeGFS non si avvia sul nodo gemellato,
fare riferimento a "Guide per la risoluzione dei problemi".

4. Aggiornare il firmware dell’adattatore utilizzando m1xfwmanager.
mlxfwmanager -i <path/to/firmware.bin> -u

Tenere presente PCI Device Name per ciascun adattatore che riceve gli aggiornamenti del firmware.

5. Ripristinare ciascuna scheda di rete utilizzando I' ‘'mixfwreset utilita per applicare il nuovo firmware.
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Alcuni aggiornamenti del firmware potrebbero richiedere un riavvio per applicare

@ I'aggiornamento. Fare riferimento alla "Le limitazioni di mixfwreset di NVIDIA" per le
istruzioni. Se € necessario riavviare il sistema, riavviare il sistema invece di reimpostare gli
adattatori.

a. Arrestare il servizio opensm:

systemctl stop opensm

b. Eseguire il seguente comando per ognuno di quelli PCI Device Name annotati in precedenza.
mlxfwreset -d <pci device name> reset -y

c. Avviare il servizio opensm:
systemctl start opensm
d. Riavviare il eseries nvme ib.service.
systemctl restart eseries nvme ib.service
e. Verificare che i volumi dell’array di archiviazione E-Series siano presenti.

multipath -11

1. Eseguire ibstat e verificare che tutti gli adattatori funzionino alla versione firmware desiderata:

ibstat

2. Avviare i servizi del gruppo pacemaker sul nodo:
pcs cluster start <HOSTNAME>

3. Porta il nodo fuori dallo standby:
pcs node unstandby <HOSTNAME>

4. Riposizionare tutti i servizi BeeGFS nel nodo preferito:
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pcs resource relocate run

Ripetere questi passaggi per ciascun nodo file nel cluster fino a quando tutte le schede di rete non sono state
aggiornate.

Approccio all’update del cluster a due nodi

Questo approccio € consigliato per i cluster ha con solo due nodi. Questo approccio € simile a un
aggiornamento in corso, ma include passaggi aggiuntivi per evitare tempi di inattivita del servizio quando i
servizi cluster di un nodo vengono arrestati.

1. Verificare che il cluster sia in uno stato ottimale, con ogni servizio BeeGFS in esecuzione sul nodo
preferito. Per ulteriori informazioni, fare riferimento alla "Esaminare lo stato del cluster" sezione.

2. Scegliere un nodo file da aggiornare e posizionare il nodo in modalita standby, che svuota (o sposta) tutti i
servizi BeeGFS da quel nodo:

pcs node standby <HOSTNAME>
3. Verificare che le risorse del nodo siano esaurite eseguendo:

pcs status

Verificare che non vi siano servizi che segnalano come Started sul nodo in standby.

A seconda delle dimensioni del cluster, possono essere necessari secondi o minuti affinché i
servizi BeeGFS eseguano il report come Started sul nodo sorella. Se un servizio BeeGFS
non si avvia, fare riferimento alla "Guide per la risoluzione dei problemi".

4. Portare il quadro strumenti in modalita di manutenzione.
pcs property set maintenance-mode=true
5. Aggiornare il firmware dell'adattatore utilizzando m1xfwmanager.

mlxfwmanager -i <path/to/firmware.bin> -u

Tenere presente PCI Device Name per ciascun adattatore che riceve gli aggiornamenti del firmware.

6. Ripristinare ciascuna scheda di rete utilizzando I' "'mixfwreset utilita per applicare il nuovo firmware.
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Alcuni aggiornamenti del firmware potrebbero richiedere un riavvio per applicare

@ I'aggiornamento. Fare riferimento alla "Le limitazioni di mixfwreset di NVIDIA" per le
istruzioni. Se € necessario riavviare il sistema, riavviare il sistema invece di reimpostare gli
adattatori.

a. Arrestare il servizio opensm:

systemctl stop opensm

b. Eseguire il seguente comando per ognuno di quelli PCI Device Name annotati in precedenza.

mlxfwreset -d <pci device name> reset -y

c. Avviare il servizio opensm:

systemctl start opensm

7. Eseguire ibstat e verificare che tutti gli adattatori funzionino alla versione firmware desiderata:

ibstat

8. Avviare i servizi del gruppo pacemaker sul nodo:

pcs cluster start <HOSTNAME>

9. Porta il nodo fuori dallo standby:

pcs node unstandby <HOSTNAME>

10. Portare il quadro strumenti fuori dalla modalita di manutenzione.

pcs property set maintenance-mode=false

11. Riposizionare tutti i servizi BeeGFS nel nodo preferito:

pcs resource relocate run

Ripetere questi passaggi per ciascun nodo file nel cluster fino a quando tutte le schede di rete non sono state
aggiornate.
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Upgrade dello storage array E-Series

Per aggiornare i componenti dello storage array e-Series del cluster ha, procedere come
segue.

Panoramica

Mantenere aggiornati gli array di storage NetApp E-Series del cluster ha con il firmware piu recente garantisce
prestazioni ottimali e maggiore sicurezza. Gli aggiornamenti del firmware per I'array di storage vengono
applicati attraverso il sistema operativo SANtricity, 'NVSRAM e i file del firmware del disco.

@ Durante gli upgrade degli storage array con il cluster ha online, si consiglia di impostare il cluster
in modalita di manutenzione per tutti gli upgrade.

Passaggi di aggiornamento del nodo a blocchi

| seguenti passaggi descrivono come aggiornare il firmware degli storage array utilizzando la
Netapp Eseries.Santricity raccolta Ansible. Prima di continuare, consultare "Considerazioni
sullupgrade"per 'aggiornamento dei sistemi E-Series.

L'aggiornamento a SANtricity OS 11,80 o versioni successive & possibile solo a partire da
@ 11.70.5P1. Prima di eseguire ulteriori upgrade, lo storage array deve essere aggiornato a
11.70.5P1.

1. Conferma che il tuo nodo di controllo Ansible sta utilizzando la raccolta Ansible SANtricity piu recente.

o Per gli aggiornamenti del ritiro con accesso a. "Ansible Galaxy", eseguire il seguente comando:
ansible-galaxy collection install netapp eseries.santricity --upgrade

> Per gli aggiornamenti offline, scaricare il tarball "Ansible Galaxy"della raccolta da , trasferirlo al nodo di
controllo ed eseguire:

ansible-galaxy collection install netapp eseries-santricity-
<VERSION>.tar.gz --upgrade

Vedere "Installazione delle raccolte" per ulteriori informazioni.

2. Procurarsi il firmware piu recente per I'array di archiviazione e le unita.
a. Scaricare i file del firmware.

= SANtricity OS e NVSRAM: accedere alla "Sito di supporto NetApp"e scaricare la versione piu
recente del sistema operativo SANtricity e NVSRAM per il modello di array di storage.

= Firmware dell’'unita: accedere a "Sito del firmware del disco E-Series"e scaricare il firmware piu
recente per ciascun modello di unita dell’array di archiviazione.

b. Memorizza i file del firmware del disco, NVSRAM e del sistema operativo SANtricity nella
<inventory directory>/packages directory del nodo di controllo Ansible.

3. Se necessario, aggiorna i file di inventario Ansible del tuo cluster per includere tutti gli storage array (nodi a
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blocchi) che richiedono aggiornamenti. Per indicazioni, vedere la "Panoramica di Ansible Inventory"
sezione.

4. Assicurarsi che il cluster sia in uno stato ottimale con ogni servizio BeeGFS sul nodo preferito. Per ulteriori
informazioni, fare riferimento alla "Esaminare lo stato del cluster” sezione.

5. Portare il quadro strumenti in modalita di manutenzione seguendo le istruzioni riportate in "Impostare il
cluster in modalita di manutenzione".

6. Crea un nuovo playbook Ansible chiamato update block node playbook.yml.Popola il playbook
con i seguenti contenuti, sostituendo il sistema operativo SANTtricity, NVSRAM e le versioni del firmware del
disco nel percorso di upgrade desiderato:

- hosts: eseries storage systems
gather facts: false
any errors fatal: true
collections:
- netapp eseries.santricity
vars:
eseries firmware firmware: "packages/<SantricityOS>.dlp"
eseries firmware nvsram: "packages/<NVSRAM>.dlp"
eseries drive firmware firmware list:
- "packages/<drive firmware>.dlp"

eseries drive firmware upgrade drives online: true
tasks:
- name: Configure NetApp E-Series block nodes.

import role:

name: nar santricity management
7. Per avviare gli aggiornamenti, esegui il seguente comando dal nodo di controllo Ansible:
ansible-playbook -i inventory.yml update block node playbook.yml

8. Una volta completato il playbook, verifica che ciascuno storage array si trovi in uno stato ottimale.

9. Spostare il cluster dalla modalita di manutenzione e verificare che sia in uno stato ottimale con ogni
servizio BeeGFS sul nodo preferito.

Assistenza e manutenzione

Servizi di failover e failback

Spostamento dei servizi BeeGFS tra nodi cluster.

Panoramica

| servizi BeeGFS possono eseguire il failover tra i nodi del cluster per garantire che i client possano continuare
ad accedere al file system in caso di guasto di un nodo o se € necessario eseguire una manutenzione
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pianificata. In questa sezione vengono descritti i vari modi in cui gli amministratori possono riparare il cluster
dopo il ripristino da un errore o spostare manualmente i servizi tra i nodi.

Fasi
Failover e failover

Failover (pianificato)

In genere, quando si deve portare un singolo nodo di file offline per la manutenzione, si desidera spostare (o
svuotare) tutti i servizi BeeGFS da quel nodo. Per eseguire questa operazione, mettere il nodo in standby:

pcs node standby <HOSTNAME>

Dopo aver verificato I'utilizzo pcs status tutte le risorse sono state riavviate sul nodo di file alternativo, &
possibile chiudere o apportare altre modifiche al nodo in base alle necessita.

Failback (dopo un failover pianificato)

Quando si & pronti a ripristinare i servizi BeeGFS sul nodo preferito, eseguire prima pcs status E verificare
in "Node List" (elenco nodi) che lo stato sia standby. Se il nodo & stato riavviato, viene visualizzato offline fino a
quando non si mettono in linea i servizi del cluster:

pcs cluster start <HOSTNAME>

Una volta che il nodo € online, portarlo fuori dallo standby con:

pcs node unstandby <HOSTNAME>

Infine, ricollocare tutti i servizi BeeGFS nei nodi preferiti con:

pcs resource relocate run

Failback (dopo un failover non pianificato)

Se un nodo presenta un guasto hardware o di altro tipo, il cluster ha dovrebbe reagire automaticamente e
spostare i propri servizi su un nodo integro, fornendo tempo agli amministratori per intraprendere azioni
correttive. Prima di procedere"risoluzione dei problemi", fare riferimento alla sezione per determinare la causa
del failover e risolvere eventuali problemi in sospeso. Una volta riacceso il nodo e funzionante, & possibile
procedere con il failback.

Quando un nodo viene avviato in seguito a un riavvio non pianificato (o pianificato), i servizi cluster non
vengono impostati per avviarsi automaticamente, quindi € necessario prima portare il nodo online con:

pcs cluster start <HOSTNAME>

Quindi, ripulire gli eventuali errori delle risorse e reimpostare la cronologia delle scherma del nodo:
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pcs resource cleanup node=<HOSTNAME>
pcs stonith history cleanup <HOSTNAME>

Verificare in pcs status il nodo & online e integro. Per impostazione predefinita, i servizi BeeGFS non
eseguono automaticamente il failback per evitare di spostare accidentalmente le risorse in un nodo non
integro. Quando si € pronti, restituire tutte le risorse del cluster ai nodi preferiti con:

pCs resource relocate run

Spostamento di singoli servizi BeeGFS in nodi di file alternativi

Spostare in modo permanente un servizio BeeGFS in un nuovo nodo di file

Se si desidera modificare in modo permanente il nodo di file preferito per un singolo servizio BeeGFS, regolare
l'inventario Ansible in modo che il nodo preferito venga elencato per primo ed eseguire nuovamente il playbook
Ansible.

Ad esempio, in questo file di esempio inventory.yml , beegfs_01 € il nodo file preferito per eseguire il
servizio di gestione BeeGFS:

mgmt:
hosts:
beegfs 01:
beegfs 02:

L'inversione dell’ordine causerebbe la preferenza dei servizi di gestione su beegfs_02:

mgmt :
hosts:
beegfs 02:
beegfs 01:

Spostare temporaneamente un servizio BeeGFS in un nodo di file alternativo

In genere, se un nodo € in fase di manutenzione, utilizzare i [passi di failover e failback] (failover e failback) per
spostare tutti i servizi da quel nodo.

Se per qualche motivo € necessario spostare un singolo servizio in un nodo di file diverso, eseguire:

pcs resource move <SERVICE>-monitor <HOSTNAME>
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Non specificare singole risorse o il gruppo di risorse. Specificare sempre il nome del monitor per
il servizio BeeGFS che si desidera trasferire. Ad esempio, per spostare il servizio di gestione

(:) BeeGFS in beegfs_02 eseguire: pcs resource move mgmt-monitor beegfs 02. Questo
processo puod essere ripetuto per spostare uno o piu servizi lontano dai nodi preferiti. Verificare
che l'utilizzo dei pcs status servizi sia stato ricollocato/avviato sul nuovo nodo.

Per spostare di nuovo un servizio BeeGFS nel nodo preferito, eliminare prima i vincoli di risorsa temporanei
(ripetendo questa operazione in base alle necessita per piu servizi):

pcs resource clear <SERVICE>-monitor
Quindi, quando si € pronti a spostare di nuovo i servizi sui nodi preferiti, eseguire:
pCs resource relocate run

Nota: Questo comando consente di spostare i servizi che non hanno piu vincoli di risorse temporanee e che
non si trovano nei nodi preferiti.

Impostare il cluster in modalita di manutenzione

Evitare che il cluster ha reagisca accidentalmente alle modifiche previste nell’ambiente.

Panoramica

Impostando il cluster in modalita di manutenzione si disattiva il monitoraggio di tutte le risorse e si impedisce a
Pacemaker di spostare o gestire in altro modo le risorse nel cluster. Tutte le risorse rimarranno in esecuzione
sui nodi originali, indipendentemente dalla presenza di una condizione di guasto temporanea che ne
impedirebbe 'accesso. Gli scenari in cui questo € consigliato/utile includono:

» Manutenzione della rete che potrebbe interrompere temporaneamente le connessioni tra i nodi di file e i
servizi BeeGFS.

» Aggiornamenti del nodo a blocchi.

* File Node per aggiornamenti di sistemi operativi, kernel o altri pacchetti.
In genere, 'unico motivo per attivare manualmente la modalita di manutenzione & impedire che il cluster
reagisca alle modifiche esterne del’ambiente. Se un singolo nodo del cluster richiede una riparazione fisica,
non utilizzare la modalita di manutenzione e posizionare semplicemente tale nodo in standby seguendo la
procedura descritta in precedenza. Si noti che la riesecuzione di Ansible attiva automaticamente la modalita di

manutenzione del cluster, facilitando la maggior parte della manutenzione del software, inclusi aggiornamenti e
modifiche alla configurazione.

Fasi

Per verificare se il cluster € in modalita di manutenzione, eseguire:

pcs property config
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La maintenance-mode proprieta non viene visualizzata se il cluster funziona normalmente. Se il cluster
attualmente in modalita di manutenzione, la proprieta visualizzera come true. Per attivare la modalita di
manutenzione, eseguire:

pcs property set maintenance-mode=true

Puoi verificare eseguendo lo stato dei PC e assicurandoti che tutte le risorse mostrino "(unmanaged)". Per
uscire dalla modalita di manutenzione del cluster, eseguire:

pcs property set maintenance-mode=false

Arrestare e avviare il cluster

Arresto e avvio del cluster ha senza problemi.

Panoramica

In questa sezione viene descritto come arrestare e riavviare il cluster BeeGFS. Esempi di scenari in cui cid
potrebbe essere necessario includono la manutenzione elettrica o la migrazione tra datacenter o rack.

Fasi

Se per qualsiasi motivo &€ necessario arrestare I'intero cluster BeeGFS e arrestare tutti i servizi eseguiti:

pcs cluster stop --all

E anche possibile arrestare il cluster su singoli nodi (che eseguiranno automaticamente il failover dei servizi su

un altro nodo), anche se si consiglia di mettere il nodo in standby (vedere la "failover" sezione):

pcs cluster stop <HOSTNAME>

Per avviare i servizi e le risorse del cluster su tutti i nodi eseguire:

pcs cluster start --all

Oppure avviare i servizi su un nodo specifico con:

pcs cluster start <HOSTNAME>

A questo punto eseguire pcs status Verificare inoltre che i servizi del cluster e BeeGFS vengano avviati su

tutti i nodi e che i servizi siano in esecuzione sui nodi previsti.
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A seconda delle dimensioni del cluster, I'arresto dell’'intero cluster pud richiedere secondi o
minuti o la visualizzazione come avviato in pcs status. se pcs cluster <COMMAND> Si
blocca per piu di cinque minuti, prima di eseguire "Ctrl+C" per annullare il comando, accedere a

ciascun nodo del cluster e utilizzare pcs status per verificare se i servizi cluster
(Corosync/Pacemaker) sono ancora in esecuzione su quel nodo. Da qualsiasi nodo in cui il
cluster & ancora attivo, & possibile controllare quali risorse bloccano il cluster. Risolvere
manualmente il problema e il comando dovrebbe essere completo o puo essere rieseguito per
interrompere eventuali servizi rimanenti.

Sostituire i nodi del file

Sostituzione di un nodo di file se il server originale & guasto.

Panoramica

Di seguito viene fornita una panoramica dei passaggi necessari per sostituire un nodo di file nel cluster. Questi
passaggi presumono che il nodo del file non sia riuscito a causa di un problema hardware ed & stato sostituito
con un nuovo nodo del file identico.

Fasi:

1. Sostituire fisicamente il nodo del file e ripristinare tutti i cavi al nodo a blocchi e alla rete di storage.
2. Reinstallare il sistema operativo sul nodo di file, aggiungendo anche le sottoscrizioni Red Hat.
3. Configurare la gestione e la rete BMC sul nodo file.

4. Aggiornare I'inventario di Ansible se il nome host, I'lP, le mappature dell’interfaccia PCle-to-logical o
qualsiasi altra cosa & stata modificata in relazione al nuovo nodo del file. In genere, questo non &
necessario se il nodo & stato sostituito con un hardware server identico e si sta utilizzando la
configurazione di rete originale.

a. Ad esempio, se il nome host &€ cambiato, creare (o rinominare) il file di inventario del nodo
(host vars/<NEW_NODE>.yml ") Quindi nel file di inventario Ansible (inventory.yml), sostituire il
nome del vecchio nodo con il nuovo nome del nodo:

all:

children:
ha cluster:
children:
mgmt :
hosts:
node hl new: # Replaced "node hl" with "node hl new"
node h2:

5. Rimuovere il nodo precedente da uno degli altri nodi del cluster: pcs cluster node remove
<HOSTNAME>.

@ NON PROCEDERE PRIMA DI ESEGUIRE QUESTO PASSAGGIO.
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6. Sul nodo di controllo Ansible:

a. Rimuovere la vecchia chiave SSH con:
“ssh-keygen -R <HOSTNAME OR IP>"
b. Configurare SSH senza password nel nodo di sostituzione con:
ssh-copy-id <USER>@<HOSTNAME OR IP>
7. Eseguire nuovamente il playbook Ansible per configurare il nodo e aggiungerlo al cluster:

ansible-playbook -i <inventory>.yml <playbook>.yml

8. A questo punto, eseguire pcs status e verificare che il nodo sostituito sia ora elencato e che i servizi
siano in esecuzione.

Espandere o ridurre il cluster

Aggiungere o rimuovere i building block dal cluster.

Panoramica

Questa sezione descrive varie considerazioni e opzioni per regolare le dimensioni del cluster BeeGFS ha. In
genere, la dimensione del cluster viene regolata aggiungendo o rimuovendo gli elementi di base, che in genere
sono due nodi di file configurati come coppia ha. E inoltre possibile aggiungere o rimuovere singoli nodi di file
(o altri tipi di nodi di cluster), se necessario.

Aggiunta di un building block al cluster

Considerazioni

La crescita del cluster mediante I'aggiunta di ulteriori building block & un processo semplice. Prima di iniziare,
tenere presenti le restrizioni relative al numero minimo e massimo di nodi del cluster in ciascun cluster ha
singolo e determinare se & necessario aggiungere nodi al cluster ha esistente o creare un nuovo cluster ha. In
genere, ciascun building block & costituito da due nodi di file, ma tre nodi sono il numero minimo di nodi per
cluster (per stabilire il quorum) e dieci sono il numero massimo consigliato (testato). Per gli scenari avanzati &
possibile aggiungere un singolo nodo "Tiebreaker" che non esegue alcun servizio BeeGFS durante
'implementazione di un cluster a due nodi. Contatta il supporto NetApp se stai prendendo in considerazione
un’implementazione di questo tipo.

Quando si decide come espandere il cluster, tenere presente queste restrizioni e qualsiasi crescita futura
prevista del cluster. Ad esempio, se si dispone di un cluster a sei nodi e si desidera aggiungere altri quattro
nodi, si consiglia di avviare un nuovo cluster ha.

Tenere presente che un singolo file system BeeGFS pu0 essere costituito da piu cluster ha
@ indipendenti. Cid consente ai file system di continuare a scalare oltre i limiti consigliati/rigidi dei
componenti del cluster ha sottostanti.
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Fasi

Quando si aggiunge un building block al cluster, sara necessario creare host vars i file per ogni nuovo nodo
di file e nodo dei blocchi (array E-Series). | nomi di questi host devono essere aggiunti allinventario, insieme
alle nuove risorse da creare. | group_vars file corrispondenti dovranno essere creati per ogni nuova risorsa.
Per "utilizzo di architetture personalizzate"ulteriori informazioni, vedere la sezione.

Dopo aver creato i file corretti, € sufficiente eseguire nuovamente I'automazione utilizzando il comando:

ansible-playbook -i <inventory>.yml <playbook>.yml

Rimozione di un Building Block dal cluster

E necessario tenere presente una serie di considerazioni quando & necessario dismettere un building block, ad
esempio:

* Quali servizi BeeGFS vengono eseguiti in questo building block?

* | nodi di file vengono ritirati e i nodi di blocco devono essere collegati ai nuovi nodi di file?

« Se lintero building block viene ritirato, i dati devono essere spostati in un nuovo building block, dispersi in
nodi esistenti nel cluster o spostati in un nuovo file system BeeGFS o in un altro sistema storage?

* Questo puo accadere durante un’interruzione o dovrebbe essere fatto senza interruzioni?

* Il building block & attivamente in uso o contiene principalmente dati che non sono piu attivi?

A causa dei diversi possibili punti di partenza e degli stati finali desiderati, contatta il supporto NetApp in modo
da poter identificare e implementare la strategia migliore in base al tuo ambiente e ai tuoi requisiti.

Risolvere i problemi

Risoluzione dei problemi di un cluster BeeGFS ha.

Panoramica

Questa sezione illustra come analizzare e risolvere i problemi di vari guasti e altri scenari che potrebbero
verificarsi quando si utilizza un cluster BeeGFS ha.

Guide per la risoluzione dei problemi

Analisi di guasti imprevisti

Quando un nodo viene inaspettatamente recintato e i relativi servizi vengono spostati in un altro nodo, il primo
passo dovrebbe essere vedere se il cluster indica eventuali guasti alle risorse nella parte inferiore di pcs
status. In genere, se la scherma é stata completata correttamente e le risorse sono state riavviate su un altro
nodo, non sara presente nulla.

In genere, il passaggio successivo consiste nell’eseguire una ricerca nei log di sistema utilizzando
journalctl Su uno qualsiasi dei nodi di file rimanenti (i registri di pacemaker sono sincronizzati su tutti i
nodi). Se si conosce I'ora in cui si & verificato I'errore, &€ possibile avviare la ricerca poco prima che si sia
verificato I'errore (generalmente si consiglia di almeno dieci minuti prima):
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journalctl --since "<YYYY-MM-DD HH:MM:SS>"
Le sezioni seguenti mostrano il testo comune che € possibile inserire nei registri per restringere ulteriormente
'analisi.
Procedure per investigare/risolvere

Fase 1: Controllare se il monitor BeeGFS ha rilevato un guasto:

Se il failover & stato attivato dal monitor BeeGFS, viene visualizzato un errore (in caso contrario, passare alla
fase successiva).

journalctl --since "<YYYY-MM-DD HH:MM:SS>" | grep -1 unexpected

[cool

Jul 01 15:51:03 beegfs 01 pacemaker-schedulerd[9246]: warning: Unexpected
result (error: BeeGFS service i1s not active!) was recorded for monitor of

meta 08-monitor on beegfs 02 at Jul 1 15:51:03 2022

In questo caso, il servizio BeeGFS meta_ 08 si € arrestato per qualche motivo. Per continuare la risoluzione dei
problemi si dovrebbe avviare begfs_02 ed esaminare i log per il servizio a /var/log/beegfs-meta-
meta 08 tgt 0801.log.Ad esempio, il servizio BeeGFS potrebbe aver riscontrato un errore
dell'applicazione a causa di un problema interno o del nodo.

A differenza dei registri di Pacemaker, i registri dei servizi BeeGFS non vengono distribuiti a tutti
i nodi del cluster. Per analizzare questi tipi di errori, sono necessari i log del nodo originale in cui
si & verificato I'errore.

| possibili problemi che potrebbero essere segnalati dal monitor includono:

* Destinazioni non accessibili.
o Descrizione: Indica che i volumi a blocchi non erano accessibili.

o Risoluzione dei problemi:

= Se anche il servizio non & stato avviato sul nodo di file alternativo, verificare che il nodo di blocco
sia integro.

= Verificare I'eventuale presenza di problemi fisici che impediscano 'accesso ai nodi di blocco da
questo nodo di file, ad esempio adattatori o cavi InfiniBand difettosi.

* Rete non raggiungibile.

o Descrizione: Nessuno degli adattatori utilizzati dai client per connettersi a questo servizio BeeGFS era
in linea.

o Risoluzione dei problemi:

= In caso di impatto su piu/tutti i nodi di file, controllare se si & verificato un errore nella rete utilizzata
per collegare i client BeeGFS e il file system.

= Verificare I'eventuale presenza di problemi fisici che impediscano I'accesso ai client da questo
nodo di file, ad esempio cavi o adattatori InfiniBand difettosi.

» Servizio BeeGFS non attivo.
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o Descrizione: Un servizio BeeGFS si & arrestato inaspettatamente.
o Risoluzione dei problemi:

= Nel nodo del file che ha riportato I'errore, controllare i log del servizio BeeGFS interessato per
verificare se ha rilevato un blocco. In questo caso, aprire un caso con il supporto NetApp per poter
indagare sul crash.

= Se non vengono segnalati errori nel log di BeeGFS, controllare i log del journal per verificare se
systemd ha registrato un motivo per cui il servizio é stato arrestato. In alcuni scenari, il servizio
BeeGFS potrebbe non aver avuto la possibilita di registrare alcun messaggio prima che il processo
venisse terminato (ad esempio, se qualcuno ha eseguito ki1l -9 <PID>).

Fase 2: Controllare se il nodo ha lasciato inaspettatamente il cluster

Nel caso in cui il nodo abbia subito un guasto hardware catastrofico (ad esempio, la scheda di sistema &
morta) o si sia verificato un problema di kernel panic o software simile, il monitor BeeGFS non segnala alcun
errore. Cercare invece il nome host e dovrebbero essere visualizzati messaggi da Pacemaker che indicano
che il nodo & stato perso inaspettatamente:

journalctl --since "<YYYY-MM-DD HH:MM:SS>" | grep -i <HOSTNAME>

[...]

Jul 01 16:18:01 beegfs 01 pacemaker-attrd[9245]: notice: Node beegfs 02
state is now lost

Jul 01 16:18:01 beegfs 01 pacemaker-controld[9247]: warning:
Stonith/shutdown of node beegfs 02 was not expected

Fase 3: Verificare che il pacemaker sia in grado di individuare il nodo

In tutti gli scenari si dovrebbe vedere il tentativo di pacemaker di recinzione del nodo per verificare che sia
effettivamente offline (i messaggi esatti possono variare a seconda della causa del recinzione):

Jul 01 16:18:02 beegfs 01 pacemaker-schedulerd[9246]: warning: Cluster
node beegfs 02 will be fenced: peer is no longer part of the cluster
Jul 01 16:18:02 beegfs 01 pacemaker-schedulerd[9246]: warning: Node

beegfs 02 is unclean
Jul 01 16:18:02 beegfs 01 pacemaker-schedulerd[9246]: warning: Scheduling
Node beegfs 02 for STONITH

Se l'azione di scherma viene completata correttamente, vengono visualizzati messaggi come:
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Jul 01 16:18:14 beegfs 01 pacemaker-fenced[9243]: notice: Operation 'off'
[2214070] (call 27 from pacemaker-controld.9247) for host 'beegfs 02' with
device 'fence redfish 2' returned: 0 (OK)

Jul 01 16:18:14 beegfs 01 pacemaker-fenced[9243]: notice: Operation 'off'
targeting beegfs 02 on beegfs 01 for pacemaker-

controld.9247@beegfs 01.786df3al: OK

Jul 01 16:18:14 beegfs 01 pacemaker-controld[9247]: notice: Peer
beegfs 02 was terminated (off) by beegfs 01 on behalf of pacemaker-
controld.9247: OK

Se I'azione di scherma non € riuscita per qualche motivo, i servizi BeeGFS non potranno essere riavviati su un
altro nodo per evitare il rischio di corruzione dei dati. Si tratta di un problema da analizzare separatamente, ad
esempio se il dispositivo di scherma (PDU o BMC) non fosse accessibile o non fosse configurato
correttamente.

Address Failed Resource Actions (azioni risorsa indirizzo non riuscito) (trovato in fondo allo stato di
pcs)

Se una risorsa richiesta per eseguire un servizio BeeGFS non riesce, il monitor BeeGFS attiva un failover. In
questo caso, & probabile che nella parte inferiore di non siano elencate "azioni di risorsa non riuscite" pcs
status e che sia necessario fare riferimento alla procedura descritta in "failback dopo un failover non
pianificato".

In caso contrario, dovrebbero essere presenti solo due scenari in cui verranno visualizzate le "azioni delle
risorse non riuscite".

Procedure per investigare/risolvere

Scenario 1: E stato rilevato un problema temporaneo o permanente con un agente di scherma che &
stato riavviato o spostato in un altro nodo.

Alcuni agenti di scherma sono piu affidabili di altri e ciascuno implementera il proprio metodo di monitoraggio
per garantire che il dispositivo di scherma sia pronto. In particolare, 'agente Redfish scherma ha rilevato azioni
di risorse non riuscite come le seguenti, anche se continuera a mostrare avviato:

* fence redfish 2 monitor 60000 on beegfs 01 'not running' (7):
call=2248, status='complete', exitreason='"', last-rc-change='2022-07-26
08:12:59 -05:00"', queued=0ms, exec=0ms

Un agente di scherma che segnala azioni di risorse non riuscite su un nodo particolare non dovrebbe attivare
un failover dei servizi BeeGFS in esecuzione su quel nodo. Dovrebbe semplicemente essere riavviato
automaticamente sullo stesso nodo o su un altro nodo.

Procedura per la risoluzione:
1. Se I'agente di scherma rifiuta costantemente di essere eseguito su tutti i nodi o su un sottoinsieme di nodi,

controllare se tali nodi sono in grado di connettersi al’agente di scherma e verificare che I'agente di
scherma sia configurato correttamente nell’inventario Ansible.

a. Ad esempio, se un agente di scherma Redfish (BMC) & in esecuzione sullo stesso nodo in cui &
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responsabile della scherma e la gestione del sistema operativo e gli IP BMC si trovano sulla stessa
interfaccia fisica, alcune configurazioni dello switch di rete non consentono la comunicazione tra le due
interfacce (per evitare loop di rete). Per impostazione predefinita, il cluster ha tentera di evitare di
posizionare gli agenti di scherma sul nodo che sono responsabili della scherma, ma questo puo
accadere in alcuni scenari/configurazioni.

2. Una volta risolti tutti i problemi (o se il problema sembrava essere effimero), eseguire pcs resource
cleanup per ripristinare le azioni delle risorse non riuscite.

Scenario 2: Il monitor BeeGFS ha rilevato un problema e ha attivato un failover, ma per qualche motivo
le risorse non sono state avviate su un nodo secondario.

A condizione che sia attivata la funzione di scherma e che la risorsa non sia stata bloccata dall’arresto sul
nodo originale (vedere la sezione relativa alla risoluzione dei problemi per "standby (on-fail)"), i motivi piu
probabili includono problemi di avvio della risorsa su un nodo secondario perché:
* Il nodo secondario era gia offline.
» Un problema di configurazione fisica o logica ha impedito al secondario di accedere ai volumi di blocco
utilizzati come destinazioni BeeGFS.

Procedura per la risoluzione:

1. Per ogni voce nelle azioni delle risorse non riuscite:
a. Confermare che I'azione della risorsa non riuscita era un’operazione di avvio.
b. In base alla risorsa indicata e al nodo specificato nelle azioni delle risorse non riuscite:

i. Cercare e correggere eventuali problemi esterni che impediscano al nodo di avviare la risorsa
specificata. Ad esempio, se I'indirizzo IP BeeGFS (floating IP) non si avvia, verificare che almeno
una delle interfacce richieste sia connessa/online e cablata allo switch di rete corretto. Se una
destinazione BeeGFS (dispositivo a blocchi / volume e-Series) non funziona, verificare che le
connessioni fisiche ai nodi di blocco back-end siano collegate come previsto e verificare che i nodi
di blocco siano integri.

c. Se non ci sono problemi esterni evidenti e si desidera una causa principale per questo incidente, si
consiglia di aprire un caso con il supporto NetApp per indagare prima di procedere, in quanto i seguenti
passaggi potrebbero rendere difficile/impossibile 'analisi della causa principale (RCA).

2. Dopo aver risolto eventuali problemi esterni:

a. Commentare eventuali nodi non funzionali dal file Ansible inventory.yml ed eseguire nuovamente il
playbook Ansible completo per assicurarsi che tutte le configurazioni logiche siano configurate
correttamente sui nodi secondari.

i. Nota: Non dimenticare di rimuovere il commento da questi nodi e di eseguire nuovamente il
playbook una volta che i nodi sono in buono stato e sei pronto per il failback.

b. In alternativa, & possibile tentare di ripristinare manualmente il cluster:
i. Posizionare di nuovo online i nodi offline utilizzando: pcs cluster start <HOSTNAME>
i. Cancellare tutte le azioni delle risorse non riuscite utilizzando: pcs resource cleanup
ii. Eseguire lo stato dei PC e verificare che tutti i servizi inizano come previsto.

Iv. Se necessario, eseguire pcs resource relocate run per spostare nuovamente le risorse nel
nodo preferito (se disponibile).
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Problemi comuni

| servizi BeeGFS non eseguono il failover o il failback quando richiesto

Probabile problema: il pcs resource relocate il comando run € stato eseguito, ma non & mai stato
completato correttamente.

Come controllare: Esegui pcs constraint --full E verificare la presenza di eventuali vincoli di
posizione con un ID di pcs-relocate-<RESOURCE>.

Come risolvere: Esegui pcs resource relocate clear quindirieseguire pcs constraint --full
per verificare che i vincoli aggiuntivi vengano rimossi.

Un nodo nello stato di PC mostra "standby (on-fail)" quando la scherma é disattivata

Probabile problema: pacemaker non € riuscito a confermare che tutte le risorse sono state interrotte sul nodo
che ha avuto esito negativo.

Come risolvere:

1. Eseguire pcs status e verificare la presenza di risorse che non sono "avviate" o che mostrano errori
nella parte inferiore dell’output e risolvere eventuali problemi.

2. Per riportare il nodo in linea eseguire pcs resource cleanup --node=<HOSTNAME>.

Dopo un failover imprevisto, le risorse mostrano "Started (on-fail)" (avviato (on-fail)) in stato PC
quando la scherma é attivata

Probabile problema: si € verificato Un problema che ha attivato un failover, ma Pacemaker non & riuscito a
verificare che il nodo sia stato recintato. Questo potrebbe verificarsi a causa di una configurazione errata del
recinto o di un problema con I'agente di recinzione (ad esempio: La PDU é stata disconnessa dalla rete).
Come risolvere:

1. Verificare che il nodo sia effettivamente spento.

@ Se il nodo specificato non & effettivamente disattivato, ma esegue risorse o servizi cluster, si
VERIFICHERA un danneggiamento dei dati o un errore del cluster.

2. Confermare manualmente la scherma con: pcs stonith confirm <NODE>

A questo punto i servizi dovrebbero terminare il failover e essere riavviati su un altro nodo integro.

Attivita comuni di risoluzione dei problemi

Riavviare i singoli servizi BeeGFS

In genere, se un servizio BeeGFS deve essere riavviato (ad esempio per facilitare una modifica della
configurazione), questa operazione deve essere eseguita aggiornando l'inventario Ansible e rieseguendo il
manuale. In alcuni scenari potrebbe essere consigliabile riavviare singoli servizi per facilitare la risoluzione dei
problemi piu rapida, ad esempio per modificare il livello di registrazione senza dover attendere I'esecuzione
dell'intero playbook.
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@ A meno che non vengano aggiunte modifiche manuali all'inventario Ansible, queste verranno
ripristinate alla prossima esecuzione del playbook Ansible.
Opzione 1: Riavvio controllato dal sistema

Se esiste il rischio che il servizio BeeGFS non si riavvii correttamente con la nuova configurazione, impostare
innanzitutto il cluster in modalita di manutenzione per evitare che il monitor BeeGFS rilevi che il servizio & stato
arrestato e che venga attivato un failover indesiderato:

pcs property set maintenance-mode=true

Se necessario, apportare eventuali modifiche alla configurazione dei servizi all'indirizzo
/mnt/<SERVICE ID>/_config/beegfs-.conf (esempio:

/mnt/meta 01 tgt 0101/metadata config/beegfs-meta.conf) quindi utilizzare systemd per
riavviarlo:

systemctl restart beegfs-*@<SERVICE ID>.service

Esempio: systemctl restart beegfs-meta@meta 01 tgt 010l.service

Opzione 2: Riavvio controllato da pacemaker

Se non si € preoccupati per la nuova configurazione, il servizio potrebbe arrestarsi in modo imprevisto (ad
esempio, semplicemente cambiando il livello di registrazione) oppure ci si trova in una finestra di
manutenzione e non si & preoccupati per i tempi di inattivita, & sufficiente riavviare il monitor BeeGFS per il
servizio che si desidera riavviare:

pcs resource restart <SERVICE>-monitor

Ad esempio, per riavviare il servizio di gestione BeeGFS: pcs resource restart mgmt-monitor
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Note legali

Le note legali forniscono I'accesso a dichiarazioni di copyright, marchi, brevetti e altro
ancora.

Copyright

"https://www.netapp.com/company/legal/copyright/"

Marchi

NETAPP, il logo NETAPP e i marchi elencati nella pagina dei marchi NetApp sono marchi di NetApp, Inc. Altri
nomi di societa e prodotti potrebbero essere marchi dei rispettivi proprietari.

"https://www.netapp.com/company/legal/trademarks/"

Brevetti
Un elenco aggiornato dei brevetti di proprieta di NetApp € disponibile all’indirizzo:

https://www.netapp.com/pdf.html?item=/media/11887-patentspage.pdf

Direttiva sulla privacy

"https://www.netapp.com/company/legal/privacy-policy/"

Open source
| file di avviso forniscono informazioni sul copyright e sulle licenze di terze parti utilizzate nel software NetApp.

"Avviso per i sistemi operativi SANtricity e-Series/EF-Series"
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Informazioni sul copyright

Copyright © 2026 NetApp, Inc. Tutti i diritti riservati. Stampato negli Stati Uniti d’America. Nessuna porzione di
questo documento soggetta a copyright pud essere riprodotta in qualsiasi formato o mezzo (grafico, elettronico
0 meccanico, inclusi fotocopie, registrazione, nastri o storage in un sistema elettronico) senza previo consenso
scritto da parte del detentore del copyright.

Il software derivato dal materiale sottoposto a copyright di NetApp € soggetto alla seguente licenza e
dichiarazione di non responsabilita:

IL PRESENTE SOFTWARE VIENE FORNITO DA NETAPP "COSI COM’E" E SENZA QUALSIVOGLIA TIPO
DI GARANZIA IMPLICITA O ESPRESSA FRA CUI, ATITOLO ESEMPLIFICATIVO E NON ESAUSTIVO,
GARANZIE IMPLICITE DI COMMERCIABILITA E IDONEITA PER UNO SCOPO SPECIFICO, CHE
VENGONO DECLINATE DAL PRESENTE DOCUMENTO. NETAPP NON VERRA CONSIDERATA
RESPONSABILE IN ALCUN CASO PER QUALSIVOGLIA DANNO DIRETTO, INDIRETTO, ACCIDENTALE,
SPECIALE, ESEMPLARE E CONSEQUENZIALE (COMPRESI, ATITOLO ESEMPLIFICATIVO E NON
ESAUSTIVO, PROCUREMENT O SOSTITUZIONE DI MERCI O SERVIZI, IMPOSSIBILITA DI UTILIZZO O
PERDITA DI DATI O PROFITTI OPPURE INTERRUZIONE DELL'ATTIVITA AZIENDALE) CAUSATO IN
QUALSIVOGLIA MODO O IN RELAZIONE A QUALUNQUE TEORIA DI RESPONSABILITA, SIAESSA
CONTRATTUALE, RIGOROSA O DOVUTA A INSOLVENZA (COMPRESA LA NEGLIGENZA O ALTRO)
INSORTA IN QUALSIASI MODO ATTRAVERSO L'UTILIZZO DEL PRESENTE SOFTWARE ANCHE IN
PRESENZA DI UN PREAVVISO CIRCA LEVENTUALITA DI QUESTO TIPO DI DANNI.

NetApp si riserva il diritto di modificare in qualsiasi momento qualunque prodotto descritto nel presente
documento senza fornire alcun preavviso. NetApp non si assume alcuna responsabilita circa I'utilizzo dei
prodotti o materiali descritti nel presente documento, con I'eccezione di quanto concordato espressamente e
per iscritto da NetApp. L'utilizzo o I'acquisto del presente prodotto non comporta il rilascio di una licenza
nell’ambito di un qualche diritto di brevetto, marchio commerciale o altro diritto di proprieta intellettuale di
NetApp.

Il prodotto descritto in questa guida puo essere protetto da uno o piu brevetti degli Stati Uniti, esteri o in attesa
di approvazione.

LEGENDA PER I DIRITTI SOTTOPOSTI A LIMITAZIONE: I'utilizzo, la duplicazione o la divulgazione da parte
degli enti governativi sono soggetti alle limitazioni indicate nel sottoparagrafo (b)(3) della clausola Rights in
Technical Data and Computer Software del DFARS 252.227-7013 (FEB 2014) e FAR 52.227-19 (DIC 2007).

| dati contenuti nel presente documento riguardano un articolo commerciale (secondo la definizione data in
FAR 2.101) e sono di proprieta di NetApp, Inc. Tutti i dati tecnici e il software NetApp forniti secondo i termini
del presente Contratto sono articoli aventi natura commerciale, sviluppati con finanziamenti esclusivamente
privati. Il governo statunitense ha una licenza irrevocabile limitata, non esclusiva, non trasferibile, non cedibile,
mondiale, per l'utilizzo dei Dati esclusivamente in connessione con e a supporto di un contratto governativo
statunitense in base al quale i Dati sono distribuiti. Con la sola esclusione di quanto indicato nel presente
documento, i Dati non possono essere utilizzati, divulgati, riprodotti, modificati, visualizzati o mostrati senza la
previa approvazione scritta di NetApp, Inc. | diritti di licenza del governo degli Stati Uniti per il Dipartimento
della Difesa sono limitati ai diritti identificati nella clausola DFARS 252.227-7015(b) (FEB 2014).

Informazioni sul marchio commerciale

NETAPP, il logo NETAPP e i marchi elencati alla pagina http://www.netapp.com/TM sono marchi di NetApp,
Inc. Gli altri nomi di aziende e prodotti potrebbero essere marchi dei rispettivi proprietari.
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