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Osservabilita

Creazione di dashboard

Panoramica delle dashboard

Data Infrastructure Insights offre agli utenti la flessibilita di creare visualizzazioni
operative dei dati dell'infrastruttura, consentendo di creare dashboard personalizzate con
una varieta di widget, ognuno dei quali offre un’ampia flessibilita nella visualizzazione e
nella rappresentazione grafica dei dati.

Gli esempi riportati in queste sezioni hanno solo scopo esplicativo e non coprono tutti gli scenari

@ possibili. | concetti e i passaggi descritti in questo documento possono essere utilizzati per
creare dashboard personalizzate, evidenziando i dati specifici per le proprie esigenze
specifiche.

Creazione di una dashboard
Puoi creare una nuova dashboard in uno dei due posti seguenti:

* Dashboard > [+Nuova dashboard]

* Dashboard > Mostra tutte le dashboard > clicca sul pulsante [+Dashboard]
Guardalo in azione

Crea dashboard potenti con NetApp (video),window=read-later

Controlli del cruscotto

La schermata Dashboard presenta diversi controlli:

» Selettore di tempo: consente di visualizzare i dati della dashboard per un intervallo di tempo che va dagli
ultimi 15 minuti agli ultimi 30 giorni oppure per un intervallo di tempo personalizzato fino a 31 giorni. E
possibile scegliere di ignorare questo intervallo di tempo globale nei singoli widget.

* Pulsante Salva: consente di salvare o eliminare la dashboard.
E possibile rinominare la dashboard corrente facendo clic su Rinomina dal menu Salva.

» Pulsante + Aggiungi widget, che consente di aggiungere un numero qualsiasi di tabelle, grafici o altri
widget alla dashboard.

| widget possono essere ridimensionati e riposizionati in diverse posizioni all'interno della dashboard, per
offrirti la migliore visualizzazione dei tuoi dati in base alle tue esigenze attuali.

* Pulsante + Aggiungi variabile, che consente di utilizzare variabili per filtrare attivamente i dati della
dashboard.

Tipi di widget

Puoi scegliere tra i seguenti tipi di widget:


https://media.netapp.com/video-detail/5a293f3c-c655-5879-9133-1a32aaa140e8

* Widget Tabella: una tabella che visualizza i dati in base ai filtri e alle colonne scelti. | dati della tabella
possono essere combinati in gruppi che possono essere compressi ed espansi.

GroupBy Date < 1h
4 items found in 2 groups
[=] Active Date Storage Node ik Cache Hit Ratio - Total (%) 10PS - Total {10... 10PS-Write (l...  Latency
= 06/01/2020 {1} ocinanegal-01 N/A M/A N/A N/A
06/01/2020 ocinanegal-01 N/A NfA N/A N/A
N/A(3) - NfA N/A NfA N/A

« Grafici a linee, spline, ad area e ad area impilata: si tratta di widget grafici di serie temporali su cui &
possibile visualizzare le prestazioni e altri dati nel tempo.
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* Widget Valore singolo: un widget che consente di visualizzare un singolo valore che puo essere derivato
direttamente da un contatore o calcolato tramite una query o un’espressione. E possibile definire soglie di
formattazione del colore per indicare se il valore rientra nell'intervallo previsto, di avviso o critico.

Single Value Widget : Single-Value widget with formatting

1 0-0561 373.54IO/5

Average User CPU Usage IOPS - Total

» Widget indicatore: visualizza i dati a valore singolo in un indicatore tradizionale (solido) o in un indicatore
a proiettile, con colori basati sui valori "Avvertenza" o "Critici" che"personalizzare" .


concept_dashboard_features.html#formatting-gauge-widgets

Traditional Gauge widget Bullet Gauge widget
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» Grafici a barre e a colonne: visualizza i valori N piu alti o piu bassi, ad esempio i primi 10 archivi in base
alla capacita o gli ultimi 5 volumi in base agli IOPS.

Bar Chart Column Chart
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» Grafico a scatola: un grafico che rappresenta il minimo, il massimo, la mediana e l'intervallo tra il quartile
inferiore e quello superiore dei dati in un singolo grafico.

Box Plot
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» Grafico a dispersione: rappresenta graficamente i dati correlati come punti, ad esempio IOPS e latenza.
In questo esempio, & possibile individuare rapidamente le risorse con un throughput elevato e un basso

IOPS.
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» Grafico a torta: un grafico a torta tradizionale per visualizzare i dati come una parte del totale.

Pie Chart
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* Widget Nota: fino a 1000 caratteri di testo libero.

MNote Widget {with link)

This is & noe. You can type any text you like in here,
for example 1o give details about the purpose of 2
particular dashbosrd.

You cam also include inks in your note.

» Grafico a barre temporali: visualizza i dati di registro o le metriche nel tempo.



Count of logs.netapp.ems by source C 30s :
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Legend -

* Tabella avvisi: visualizza fino agli ultimi 1.000 avvisi.

Per spiegazioni piu dettagliate su queste e altre funzionalita della Dashboard,"clicca qui" .

Impostazione di una dashboard come home page

Puoi scegliere quale dashboard impostare come home page del tuo tenant utilizzando uno dei seguenti
metodi:

* Vai a Dashboard > Mostra tutte le dashboard per visualizzare I'elenco delle dashboard sul tuo tenant.
Fare clic sul menu delle opzioni a destra della dashboard desiderata e selezionare Imposta come home

page.

* Fare clic su una dashboard dall’elenco per aprirla. Fare clic sul menu a discesa nell’angolo superiore e
selezionare Imposta come pagina iniziale.

Funzionalita della dashboard

Dashboard e widget consentono una grande flessibilita nella visualizzazione dei dati.
Ecco alcuni concetti che ti aiuteranno a sfruttare al meglio le tue dashboard
personalizzate.

indice:[]
Denominazione dei widget

| widget vengono denominati automaticamente in base all’'oggetto, alla metrica o all’attributo selezionato per la
prima query del widget. Se si sceglie anche un raggruppamento per il widget, gli attributi "Raggruppa per"
vengono inclusi nella denominazione automatica (metodo di aggregazione e metrica).


concept_dashboard_features.html
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C B A

B3 A)Query ChartType: BarChart ¥ ChartColor: [ v DecimalPlaces: 2 ¥ Convert to Expression
Object  agent.node ¥ Metric cpu.time_active ¥ Display Unit: cpu.time_active (None)

B
Display Last24Hours ¥ Aggregated by = Last v Save Reset
Filter by Attribute
Filter by Metric
Group by  agent_node_ip X v aggregated by Maximum w Apply f(x) = Rank Top v 10

A C

Selezionando un nuovo oggetto o un nuovo attributo di raggruppamento, il nome automatico viene aggiornato.

Se non si desidera utilizzare il nome automatico del widget, & sufficiente digitarne uno nuovo.

Posizionamento e dimensione del widget

Tutti i widget della dashboard possono essere posizionati e dimensionati in base alle esigenze specifiche di
ogni dashboard.

Duplicazione di un widget

Nella modalita di modifica della dashboard, fare clic sul menu sul widget e selezionare Duplica. Viene avviato
I'editor dei widget, precompilato con la configurazione del widget originale e con un suffisso "copia" nel nome
del widget. Puoi apportare facilmente tutte le modifiche necessarie e salvare il nuovo widget. Il widget verra
posizionato nella parte inferiore della dashboard e potrai posizionarlo come preferisci. Ricordati di salvare la
dashboard una volta completate tutte le modifiche.

Visualizzazione delle legende dei widget

La maggior parte dei widget sui dashboard puo essere visualizzata con o senza legenda. Le legende nei
widget possono essere attivate o disattivate su una dashboard tramite uno dei seguenti metodi:

» Quando si visualizza la dashboard, fare clic sul pulsante Opzioni sul widget e selezionare Mostra legende
nel menu.

Man mano che i dati visualizzati nel widget cambiano, la legenda del widget viene aggiornata dinamicamente.

Quando vengono visualizzate le legende, se é possibile raggiungere la pagina di destinazione della risorsa
indicata dalla legenda, la legenda verra visualizzata come collegamento alla pagina di tale risorsa. Se la
legenda visualizza "tutto", cliccando sul collegamento verra visualizzata una pagina di query corrispondente
alla prima query nel widget.

Trasformazione delle metriche

Data Infrastructure Insights fornisce diverse opzioni di trasformazione per determinate metriche nei widget (in
particolare, quelle denominate "Personalizzate" o Metriche di integrazione, come quelle provenienti da
Kubernetes, ONTAP Advanced Data, plugin Telegraf, ecc.), consentendo di visualizzare i dati in vari modi.
Quando si aggiungono metriche trasformabili a un widget, viene visualizzato un menu a discesa che offre le
seguenti opzioni di trasformazione:



Nessuno: i dati vengono visualizzati cosi come sono, senza alcuna manipolazione.

Tasso: valore corrente diviso per l'intervallo di tempo trascorso dall’osservazione precedente.

Cumulativo: 'accumulo della somma dei valori precedenti e del valore corrente.

Delta: la differenza tra il valore dell'osservazione precedente e il valore attuale.

Tasso delta: valore delta diviso per I'intervallo di tempo trascorso dall'osservazione precedente.

Tasso cumulativo: valore cumulativo diviso per I'intervallo di tempo trascorso dall'osservazione precedente.

Si noti che la trasformazione delle metriche non modifica i dati sottostanti in sé, ma solo il modo in cui vengono
visualizzati.

Query e filtri del widget della dashboard

Query

La query in un widget della dashboard € uno strumento potente per gestire la visualizzazione dei dati. Ecco
alcune cose da tenere a mente sulle query dei widget.

Alcuni widget possono avere fino a cinque query. Ogni query traccera il proprio insieme di linee o grafici nel
widget. L'impostazione di rollup, raggruppamento, risultati in alto/in basso, ecc. su una query non influisce sulle
altre query per il widget.

E possibile fare clic sull'icona a forma di occhio per nascondere temporaneamente una query. La
visualizzazione del widget si aggiorna automaticamente quando si nasconde o si mostra una query. Cio
consente di controllare i dati visualizzati per singole query durante la creazione del widget.

| seguenti tipi di widget possono avere piu query:

» Grafico ad area

» Grafico ad area impilata
 Grafico a linee
 Grafico spline

* Widget a valore singolo
| restanti tipi di widget possono avere una sola query:

* Tavolo
* Grafico a barre
» Diagramma a scatola
« Diagramma di dispersione
Filtraggio nelle query del widget della dashboard

Ecco alcune cose che puoi fare per sfruttare al meglio i tuoi filtri.

Filtraggio della corrispondenza esatta

Se si racchiude una stringa di filtro tra virgolette doppie, Insight considera tutto cio che si trova tra la prima e



l'ultima virgoletta come una corrispondenza esatta. Tutti i caratteri speciali o gli operatori all'interno delle
virgolette verranno trattati come valori letterali. Ad esempio, filtrando per "*" si otterranno risultati che sono un
asterisco letterale; in questo caso I'asterisco non verra trattato come un carattere jolly. Anche gli operatori
AND, OR e NOT verranno trattati come stringhe letterali se racchiusi tra virgolette doppie.

E possibile utilizzare filtri di corrispondenza esatta per trovare risorse specifiche, ad esempio il nome host. Se
vuoi trovare solo il nome host 'marketing' ma escludere 'marketing01', 'marketing-boston’, ecc., basta
racchiudere il nome "marketing" tra virgolette doppie.

Caratteri jolly ed espressioni

Quando si filtrano valori di testo o di elenco in query o widget della dashboard, quando si inizia a digitare viene
presentata 'opzione per creare un filtro con caratteri jolly in base al testo corrente. Selezionando questa
opzione verranno restituiti tutti i risultati che corrispondono all’espressione jolly. E anche possibile creare
espressioni utilizzando NOT o OR, oppure selezionare I'opzione "Nessuno" per filtrare i valori nulli nel campo.

kubernetes.pod v
Filter By -~ pod_name | ingest v X (7}
Group pod_name x Create wildcard containing "ingest”

ci-service-datalake-ingestion-85bsbdfded-2gbwr

service-foundation-ingest-767dfd5bfc-vxd5p

71 items found
Mone

| filtri basati su caratteri jolly o espressioni (ad esempio NOT, OR, "Nessuno", ecc.) vengono visualizzati in blu
scuro nel campo filtro. Gli elementi selezionati direttamente dall’elenco vengono visualizzati in azzurro.



kubernetes.pod v

Filter By ~ pod_name ci-service-audit-5f775dd975-bride X X ¥ | X =

Group pod_name X v

3 items found

pod_name
ci-service-audit-5f775dd575-brfdc
ci-service-datalake-ingestion-85bsbdfded-2qbwr

service-foundation-ingest-767dfd5bfc-vxdsp

Si noti che il filtro con caratteri jolly ed espressioni funziona con testo o elenchi, ma non con valori numerici,
date o valori booleani.

Filtraggio avanzato del testo con suggerimenti contestuali di completamento automatico

Il filtraggio nelle query dei widget & contestuale; quando selezioni uno o piu valori di filtro per un campo, gli altri
filtri per quella query mostreranno i valori pertinenti a quel filtro. Ad esempio, quando si imposta un filtro per un
oggetto specifico Nome, il campo da filtrare per Modello mostrera solo i valori rilevanti per quell’oggetto Nome.

Il filtraggio contestuale si applica anche alle variabili della pagina della dashboard (solo attributi di tipo testo o
annotazioni). Quando si seleziona un valore di filtro per una variabile, tutte le altre variabili che utilizzano
oggetti correlati mostreranno solo i possibili valori di filtro in base al contesto di tali variabili correlate.

Tieni presente che solo i filtri di testo mostreranno suggerimenti contestuali di digitazione anticipata. Data,
Enum (elenco), ecc. non mostreranno suggerimenti di completamento automatico. Detto questo, € possibile
impostare un filtro su un campo Enum (ad esempio un elenco) e filtrare altri campi di testo in base al contesto.
Ad esempio, selezionando un valore in un campo Enum come Data Center, altri filtri mostreranno solo i
modelli/nomi in quel data center, ma non viceversa.

Lintervallo di tempo selezionato fornira anche il contesto per i dati mostrati nei filtri.

Scelta delle unita filtranti

Mentre digiti un valore in un campo filtro, puoi selezionare le unita in cui visualizzare i valori nel grafico. Ad
esempio, € possibile filtrare in base alla capacita grezza e scegliere di visualizzare il formato predefinito GiB
oppure selezionare un altro formato, ad esempio TiB. Questa funzione & utile se sulla dashboard sono presenti
diversi grafici che mostrano valori in TiB e si desidera che tutti i grafici mostrino valori coerenti.



capacity.raw by Storage
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Ulteriori perfezionamenti del filtraggio

Per perfezionare ulteriormente i filtri & possibile utilizzare quanto segue.

* Un asterisco consente di cercare tutto. Per esempio,

vol*rhel

visualizza tutte le risorse che iniziano con "vol" e finiscono con "rhel".

* Il punto interrogativo consente di cercare un numero specifico di caratteri. Per esempio,

BOS-PRD??-S12

visualizza BOS-PRD12-S12, BOS-PRD13-S12 e cosi via.

» L'operatore OR consente di specificare piu entita. Per esempio,

FAS2240 OR CX600 OR FAS3270

trova piu modelli di archiviazione.

* L'operatore NOT consente di escludere del testo dai risultati della ricerca. Per esempio,

10



NOT EMC*

trova tutto cid che non inizia con "EMC". Puoi usare

NOT *

per visualizzare i campi che non contengono alcun valore.

Identificazione degli oggetti restituiti da query e filtri

Gli oggetti restituiti dalle query e dai filtri sono simili a quelli mostrati nella seguente illustrazione. Gli oggetti a
cui sono assegnati dei "tag" sono annotazioni, mentre gli oggetti senza tag sono contatori delle prestazioni o
attributi degli oggetti.

Display: Attributes

QOS5 I0OF5_max

\OPS - Total 0] MeTIES
e IOPS - Max
IOPS - Other
1.6k
IOPS - Read =
—

Raggruppamento, identificazione e aggregazione

Raggruppamento (arrotolamento)

| dati visualizzati in un widget vengono raggruppati (talvolta chiamati "roll-up") a partire dai punti dati sottostanti
raccolti durante I'acquisizione. Ad esempio, se si dispone di un widget grafico a linee che mostra gli IOPS di
archiviazione nel tempo, potrebbe essere opportuno visualizzare una linea separata per ciascuno dei data
center, per un confronto rapido. Nel campo "Raggruppa per", seleziona il tipo di oggetto stesso per visualizzare
singole linee, aree, barre, colonne, ecc. (a seconda del tipo di widget) per ciascun oggetto. E possibile
scegliere di raggruppare in base a qualsiasi attributo disponibile nell’elenco per quell’'oggetto. Ad esempio,
quando si visualizzano i dati per un volume interno, potrebbe essere opportuno raggruppare i dati in base al
nome dell’archiviazione.

Per visualizzare i dati consolidati, rimuovere qualsiasi attributo Raggruppa per, che per impostazione
predefinita verra impostato sul raggruppamento per "Tutti".

Puoi scegliere di aggregare questi dati in uno dei seguenti modi:

* Media: visualizza ogni riga come media dei dati sottostanti.

11



* Massimo: visualizza ogni riga come massimo dei dati sottostanti.
» Minimo: visualizza ogni riga come minimo dei dati sottostanti.
+ Somma: visualizza ogni riga come somma dei dati sottostanti.

Quando si visualizza la dashboard, selezionando la legenda per qualsiasi widget i cui dati sono raggruppati per
"Tutti" si apre una pagina di query che mostra i risultati della prima query utilizzata nel widget.

Se hai impostato un filtro per la query, i dati vengono raggruppati in base ai dati filtrati.

Identificazione dei dati personalizzati

Quando si crea o si modifica un widget basato sui propri dati personalizzati, € possibile che i dati non vengano
rappresentati correttamente nel widget senza un attributo identificativo. Se DIl non riesce a identificare
I'oggetto selezionato per il widget, visualizzera un collegamento Configurazione avanzata nell’area "Raggruppa
per". Espandi questa sezione per selezionare I'attributo con cui desideri identificare i tuoi dati.

Group by | | cluster_name X ¥ | Aggregatedby | Average ¥ = Identify by

|none v | Reset @

&
cluster_fgdn

cluster_model
cluster_name
cluster_serial_number
cluster_type
cluster_uuid

cluster_vendor

Aggregazione dei dati

E possibile allineare ulteriormente i grafici aggregando i punti dati in intervalli di minuti, ore o giorni prima che i
dati vengano successivamente raggruppati per attributo (se selezionato). E possibile scegliere di aggregare i
punti dati in base alla loro Media, Massimo, Minimo, Somma__ o Conteggio.

Un intervallo piccolo combinato con un intervallo di tempo lungo potrebbe generare un avviso del tipo
"Lintervallo di aggregazione ha prodotto troppi punti dati". Potresti riscontrare questo problema se hai un
intervallo breve e aumenti I'intervallo di tempo della dashboard a 7 giorni. In questo caso, Insight aumentera
temporaneamente l'intervallo di aggregazione finché non si seleziona un intervallo di tempo piu breve.

Per impostazione predefinita, la maggior parte dei contatori di risorse aggregano in Media. Per impostazione
predefinita, alcuni contatori vengono aggregati in Max, Min o Sum. Ad esempio, per impostazione predefinita,
gli errori delle porte vengono aggregati in Somma, mentre gli IOPS di archiviazione vengono aggregati in
Media.

Visualizzazione dei risultati migliori/migliori

In un widget grafico, € possibile visualizzare i risultati In alto o In basso per i dati raggruppati e scegliere il
numero di risultati visualizzati dall’elenco a discesa fornito. In un widget tabella &€ possibile ordinare in base a
qualsiasi colonna.

12



Widget grafico in alto/in basso

In un widget grafico, quando si sceglie di raggruppare i dati in base a un attributo specifico, & possibile
visualizzare i primi N risultati o gli ultimi N risultati. Tieni presente che non puoi scegliere i risultati migliori o
peggiori quando scegli di raggruppare per tutti gli attributi.

E possibile scegliere quali risultati visualizzare selezionando In alto o In basso nel campo Mostra della query
e selezionando un valore dall’elenco fornito.

Il widget della tabella mostra le voci

In un widget tabella, puoi selezionare il numero di risultati visualizzati nei risultati della tabella. Non ti viene
data la possibilita di scegliere i risultati migliori o peggiori perché la tabella ti consente di ordinare in ordine
crescente o decrescente in base a qualsiasi colonna a richiesta.

E possibile scegliere il numero di risultati da visualizzare nella tabella sulla dashboard selezionando un valore
dal campo Mostra voci della query.

Widget di raggruppamento nella tabella

| dati in un widget tabella possono essere raggruppati in base a qualsiasi attributo disponibile, consentendo di
visualizzare una panoramica dei dati e di approfondirli per ottenere maggiori dettagli. Le metriche nella tabella
sono raggruppate in modo da facilitarne la visualizzazione in ogni riga compressa.

| widget tabella consentono di raggruppare i dati in base agli attributi impostati. Ad esempio, potresti voler
visualizzare nella tabella gli IOPS totali di storage raggruppati in base ai data center in cui risiedono tali
storage. Oppure potresti voler visualizzare una tabella delle macchine virtuali raggruppate in base
all’hypervisor che le ospita. Dall’elenco & possibile espandere ciascun gruppo per visualizzare le risorse in
esso contenute.

Il raggruppamento e disponibile solo nel tipo di widget Tabella.

Esempio di raggruppamento (con spiegazione del rollup)

| widget tabella consentono di raggruppare i dati per una visualizzazione piu semplice.

In questo esempio creeremo un widget tabella che mostra tutte le VM raggruppate per Data Center.

Passi
1. Crea o apri una dashboard e aggiungi un widget Tabella.

2. Seleziona Macchina virtuale come tipo di risorsa per questo widget.

3. Fare clic sul Selettore di colonna e scegliere Nome hypervisor e IOPS - Totale.
Tali colonne vengono ora visualizzate nella tabella.

4. Ignoriamo le VM senza IOPS e includiamo solo le VM con un IOPS totale maggiore di 1. Fare clic sul
pulsante Filtra per [+] e selezionare IOPS - Totale. Fare clic su Qualsiasi e nel campo da digitare 1.

Lasciare vuoto il campo a. Premi Invio o fai clic fuori dal campo filtro per applicare il filtro.

Nella tabella vengono ora visualizzate tutte le VM con IOPS totali maggiori o uguali a 1. Si noti che nella
tabella non & presente alcun raggruppamento. Vengono visualizzate tutte le VM.

5. Fare clic sul pulsante Raggruppa per [+].

E possibile raggruppare in base a qualsiasi attributo o annotazione mostrata. Selezionare Tutti per
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visualizzare tutte le VM in un unico gruppo.

Ogni intestazione di colonna per una metrica delle prestazioni visualizza un menu a "tre punti" contenente
un’opzione Roll-up. Il metodo di rollup predefinito & Media. Cio significa che il numero mostrato per il
gruppo & la media di tutti gli IOPS totali segnalati per ogni VM all'interno del gruppo. E possibile scegliere
di suddividere questa colonna in base a Media, Somma, Minimo o Massimo. Ogni colonna visualizzata che
contiene metriche sulle prestazioni pud essere raggruppata singolarmente.

|
0|
e

IO Density - Total H

few I B

Roll Up by Avg *

Avg
2013 Max
2044

Min
0,44

Sum

6. Fare clic su Tutti e selezionare Nome hypervisor.

L’elenco delle VM & ora raggruppato per Hypervisor. E possibile espandere ciascun hypervisor per
visualizzare le VM ospitate.

7. Fare clic su Salva per salvare la tabella nella dashboard. E possibile ridimensionare o spostare il widget a
piacere.

8. Fare clic su Salva per salvare la dashboard.

Riepilogo dei dati sulle prestazioni

Se si include una colonna per i dati sulle prestazioni (ad esempio, IOPS - Totale) in un widget tabella, quando
si sceglie di raggruppare i dati & possibile scegliere un metodo di rollup per quella colonna. Il metodo di rollup
predefinito consiste nel visualizzare la media (avg) dei dati sottostanti nella riga del gruppo. E anche possibile
scegliere di visualizzare la somma, il minimo o il massimo dei dati.

Selettore intervallo di tempo della dashboard

Puoi selezionare l'intervallo di tempo per i dati della dashboard. Nei widget della dashboard verranno
visualizzati solo i dati rilevanti per I'intervallo di tempo selezionato. E possibile selezionare tra i seguenti
intervalli di tempo:

* Ultimi 15 minuti

* Ultimi 30 minuti

¢ Ultimi 60 minuti

» Ultime 2 ore
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« Ultime 3 ore (questo ¢ il valore predefinito)

» Ultime 6 ore

* Ultime 12 ore

» Ultime 24 ore

 Ultimi 2 giorni

 Ultimi 3 giorni

 Ultimi 7 giorni

* Ultimi 30 giorni

* Intervallo di tempo personalizzato
L'intervallo di tempo personalizzato consente di selezionare fino a 31 giorni consecutivi. E anche possibile
impostare 'ora di inizio e 'ora di fine del giorno per questo intervallo. L'ora di inizio predefinita € 00:00 del

primo giorno selezionato e 'ora di fine predefinita € 23:59 dell’'ultimo giorno selezionato. Facendo clic su
Applica I'intervallo di tempo personalizzato verra applicato alla dashboard.

Zoom su un intervallo di tempo

Durante la visualizzazione di un widget di serie temporali (linea, spline, area, area sovrapposta) o di un grafico
su una landing page, € possibile trascinare il mouse sul grafico per ingrandire. Nell’angolo in alto a destra dello
schermo € quindi possibile bloccare l'intervallo di tempo in modo che i grafici su altre pagine riflettano i dati per
quell’intervallo di tempo bloccato. Per sbloccare, seleziona un intervallo di tempo diverso dall’elenco.

Sovrascrivere il tempo della dashboard nei singoli widget

E possibile ignorare I'impostazione dell'intervallo di tempo della dashboard principale nei singoli widget. Questi
widget visualizzeranno i dati in base all'intervallo di tempo impostato, non all'intervallo di tempo della
dashboard.

Per ignorare I'orario della dashboard e forzare un widget a utilizzare il proprio intervallo di tempo, nella
modalita di modifica del widget, scegliere I'intervallo di tempo desiderato e salvare il widget nella dashboard.

Il widget visualizzera i suoi dati in base allintervallo di tempo impostato, indipendentemente dall’intervallo di
tempo selezionato sulla dashboard stessa.

L'intervallo di tempo impostato per un widget non influira sugli altri widget presenti nella dashboard.
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Asse primario e secondario

Metriche diverse utilizzano unita di misura diverse per i dati riportati in un grafico. Ad esempio, quando si
considerano gli IOPS, l'unita di misura € il numero di operazioni I/O al secondo (IO/s), mentre la latenza e
puramente una misura del tempo (millisecondi, microsecondi, secondi, ecc.). Quando si rappresentano
entrambe le metriche su un grafico a linea singola utilizzando un singolo set di valori per I'asse Y, i numeri di
latenza (in genere una manciata di millisecondi) vengono rappresentati sulla stessa scala degli IOPS (in
genere espressi in migliaia) e la linea di latenza si perde in quella scala.

Ma & possibile rappresentare entrambi i set di dati in un unico grafico significativo, impostando un’unita di
misura sull’asse Y primario (lato sinistro) e I'altra unita di misura sull’asse Y secondario (lato destro). Ogni
metrica & rappresentata graficamente secondo una scala propria.

Passi
Questo esempio illustra il concetto di assi primari e secondari in un widget grafico.

1. Crea o apri una dashboard. Aggiungi un widget grafico a linee, grafico spline, grafico ad area o grafico ad
area impilata alla dashboard.

2. Seleziona un tipo di risorsa (ad esempio Archiviazione) e scegli IOPS - Totale come prima metrica.
Imposta i filtri che preferisci e, se lo desideri, scegli un metodo di aggregazione.

La linea IOPS viene visualizzata sul grafico, con la sua scala indicata sulla sinistra.

3. Fare clic su [+Query] per aggiungere una seconda riga al grafico. Per questa riga, seleziona Latenza -
Totale come metrica.

Si noti che la linea viene visualizzata piatta nella parte inferiore del grafico. Cio avviene perché viene
disegnato alla stessa scala della linea IOPS.

4. Nella query Latenza, seleziona Asse Y: Secondario.

La linea della latenza € ora disegnata con una scala propria, visualizzata sul lato destro del grafico.
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Espressioni nei widget

In una dashboard, qualsiasi widget di serie temporali (linee, spline, aree, aree impilate), grafico a barre,
istogramma, grafico a torta o widget di tabella consente di creare espressioni dalle metriche scelte e di
mostrare il risultato di tali espressioni in un singolo grafico (o colonna nel caso diwidget di tabella ). Gli esempi
seguenti utilizzano espressioni per risolvere problemi specifici. Nel primo esempio, vogliamo mostrare gli IOPS
di lettura come percentuale degli IOPS totali per tutte le risorse di archiviazione nel tenant. Il secondo esempio
fornisce visibilita sugli IOPS di "sistema" o "overhead" che si verificano sul tenant, ovvero quegli IOPS che non
derivano direttamente dalla lettura o dalla scrittura dei dati.

E possibile utilizzare variabili nelle espressioni (ad esempio, $Var? * 100)

Esempio di espressioni: Leggi la percentuale IOPS

In questo esempio, vogliamo mostrare gli IOPS di lettura come percentuale degli IOPS totali. Si pud pensare a
questo come alla seguente formula:

Read Percentage = (Read IOPS / Total IOPS) x 100
Questi dati possono essere visualizzati in un grafico a linee sulla
dashboard. Per fare cid, segui questi passaggi:

Passi
1. Crea una nuova dashboard oppure aprine una esistente in modalita di modifica.

2. Aggiungi un widget alla dashboard. Seleziona Grafico ad area.

Il widget si apre in modalita di modifica. Per impostazione predefinita, viene visualizzata una query che
mostra IOPS - Totale per le risorse di archiviazione. Se lo desideri, seleziona un tipo di risorsa diverso.

3. Fare clic sul collegamento Converti in espressione a destra.
La query corrente viene convertita in modalita Espressione. Tieni presente che non & possibile modificare il
tipo di risorsa mentre sei in modalita Espressione. Mentre sei in modalita Espressione, il collegamento
cambia in Ripristina query. Fare clic qui se si desidera tornare in qualsiasi momento alla modalita Query.
Tieni presente che il passaggio da una modalita all’altra ripristinera i campi ai valori predefiniti.

Per ora, mantieni la modalita Espressione.

4. La metrica IOPS - Totale si trova ora nel campo variabile alfabetico "a". Nel campo variabile "b", fare clic
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su Seleziona e scegliere IOPS - Lettura.

E possibile aggiungere fino a un totale di cinque variabili alfabetiche per I'espressione facendo clic sul
pulsante + dopo i campi delle variabili. Per il nostro esempio di percentuale di lettura, abbiamo bisogno
solo di IOPS totali ("a") e IOPS di lettura ("b").

5. Nel campo Espressione, utilizzare le lettere corrispondenti a ciascuna variabile per creare I'espressione.
Sappiamo che la percentuale di lettura & = (IOPS di lettura / IOPS totali) x 100, quindi scriveremmo questa
espressione come:

(b / a) * 100

Il campo *Etichetta* identifica 1l'espressione. Cambia 1l'etichetta in
"Percentuale di lettura" o in qualcosa di altrettanto significativo per
te.

Modificare il campo *Unita* in "%$" o "Percentuale".

Il grafico mostra la percentuale di lettura IOPS nel tempo per i dispositivi di archiviazione scelti. Se lo
desideri, puoi impostare un filtro o scegliere un metodo di rollup diverso. Tieni presente che se selezioni
Somma come metodo di aggregazione, tutti i valori percentuali vengono sommati e potrebbero
potenzialmente superare il 100%.

6. Fare clic su Salva per salvare il grafico nella dashboard.

Esempio di espressioni: I/0 "Sistema"

Esempio 2: Tra le metriche raccolte dalle fonti dati ci sono lettura, scrittura e IOPS totali. Tuttavia, il numero
totale di IOPS riportato da una fonte dati a volte include gli IOPS "di sistema", ovvero quelle operazioni di I/0O
che non fanno parte direttamente della lettura o della scrittura dei dati. Questo I/O di sistema pud anche
essere considerato un I/O "overhead", necessario per il corretto funzionamento del sistema ma non
direttamente correlato alle operazioni sui dati.

Per visualizzare questi I/0 di sistema, € possibile sottrarre gli IOPS di lettura e scrittura dagli IOPS totali

riportati dall’acquisizione. La formula potrebbe essere la seguente:

System IOPS = Total IOPS - (Read IOPS + Write IOPS)
Questi dati possono quindi essere visualizzati in un grafico a linee sulla
dashboard. Per fare cio, segui questi passaggi:

Passi
1. Crea una nuova dashboard oppure aprine una esistente in modalita di modifica.

2. Aggiungi un widget alla dashboard. Seleziona Grafico a linee.

Il widget si apre in modalita di modifica. Per impostazione predefinita, viene visualizzata una query che
mostra /IOPS - Totale per le risorse di archiviazione. Se lo desideri, seleziona un tipo di risorsa diverso.

3. Nel campo Arrotonda, seleziona Somma per Tutti.
Il grafico mostra una linea che mostra la somma degli IOPS totali.

4. Fare clic sull'icona Duplica questa query per creare una copia della query.
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Un duplicato della query viene aggiunto sotto l'originale.
5. Nella seconda query, fare clic sul pulsante Converti in espressione.

La query corrente viene convertita in modalita Espressione. Fare clic su Ripristina query se si desidera
tornare alla modalita query in qualsiasi momento. Tieni presente che il passaggio da una modalita all’altra
ripristinera i campi ai valori predefiniti.

Per ora, mantieni la modalita Espressione.

6. La metrica IOPS - Totale si trova ora nel campo variabile alfabetico "a". Fare clic su IOPS - Totale e
modificarlo in /OPS - Lettura.

7. Nel campo variabile "b", fare clic su Seleziona e scegliere /OPS - Scrivi.

8. Nel campo Espressione, utilizzare le lettere corrispondenti a ciascuna variabile per creare I'espressione.
Scriveremmo la nostra espressione semplicemente come:

Nella sezione Visualizzazione, seleziona Grafico ad area per questa espressione.

9. Il campo Etichetta identifica I'espressione. Cambia I'etichetta in "IOPS di sistema" o in qualcosa di
altrettanto significativo per te.

Il grafico mostra gli IOPS totali come un grafico a linee, con un grafico ad area che mostra la combinazione
di IOPS in lettura e scrittura al di sotto. Il divario tra i due mostra gli IOPS che non sono direttamente
correlati alle operazioni di lettura o scrittura dei dati. Questi sono gli IOPS del "sistema".

10. Fare clic su Salva per salvare il grafico nella dashboard.

Per utilizzare una variabile in un’espressione, € sufficiente digitare il nome della variabile, ad esempio $var? *
100. Nelle espressioni € possibile utilizzare solo variabili numeriche.

Espressioni in un widget tabella

| widget tabella gestiscono le espressioni in modo leggermente diverso. E possibile avere fino a cinque
espressioni in un singolo widget tabella, ciascuna delle quali viene aggiunta come nuova colonna alla tabella.
Ogni espressione puo includere fino a cinque valori su cui eseguire il calcolo. Puoi faciimente dare alla colonna
un nome significativo.

A) Expression

ﬂ iops.total A “ iops.read v X Bl Expression | b/a Celumn Label = Read 10Ps aver Total

Variabili

Le variabili consentono di modificare contemporaneamente i dati visualizzati in alcuni o in tutti i widget di una
dashboard. Impostando uno o piu widget in modo che utilizzino una variabile comune, le modifiche apportate
in un punto determinano I'aggiornamento automatico dei dati visualizzati in ciascun widget.
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Tipi di variabili
Una variabile puo essere di uno dei seguenti tipi:
« Attributo: utilizza gli attributi o le metriche di un oggetto per filtrare

* Annotazione: Utilizzare un predefinito"Annotazione" per filtrare i dati del widget.

* Testo: Una stringa alfanumerica.

* Numerico: un valore numerico. Utilizzabile da solo o come valore "da" o "a", a seconda del campo del
widget.

» Booleano: utilizzare per i campi con valori Vero/Falso, Si/No, ecc. Per la variabile booleana, le scelte sono
Si, No, Nessuno, Qualsiasi.

« Data: un valore di data. Utilizzare come valore "da" o "a", a seconda della configurazione del widget.

+ variables
Aftribute
Annotation
Text
Number
Boolean

Date

Variabili di attributo

Selezionando una variabile di tipo Attributo € possibile filtrare i dati del widget contenenti il valore o i valori
dellattributo specificati. L'esempio seguente mostra un widget di linea che mostra le tendenze della memoria

libera per i nodi Agent. Abbiamo creato una variabile per gli IP dei nodi agente, attualmente impostata per
mostrare tutti gli IP:
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Tuttavia, se temporaneamente si desidera visualizzare solo i nodi su singole subnet del tenant, & possibile
impostare o modificare la variabile su uno o piu IP specifici del nodo agente. Qui stiamo visualizzando solo i
nodi sulla subnet "123":
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E anche possibile impostare una variabile per filtrare tutti gli oggetti con un attributo particolare,
indipendentemente dal tipo di oggetto, ad esempio oggetti con un attributo "vendor", specificando *.vendor nel
campo variabile. Non & necessario digitare "*."; Data Infrastructure Insights lo fornira se si seleziona I'opzione
con caratteri jolly.

Attribute *

vendor

Objects containing "vendor”
Disk.vendor
GenericDevice.vendor
Storage.vendor
StoragePoolwendorTier
Switch.vendor

Tape.vendor
InternalVolume.storage.vendor

netapp_ontap.disk_constituent.vender

Quando si scorre I'elenco delle scelte per il valore della variabile, i risultati vengono filtrati in modo da mostrare
solo i fornitori disponibili in base agli oggetti presenti nella dashboard.

Attribute X
*wendor hd
vendor All -

Filter automatically . NETAPF

MetApp
PLIANT
SEAGATE
Unkmown
Mone

Se modifichi un widget sulla tua dashboard in cui il filtro degli attributi & rilevante (ovvero, gli oggetti del widget
contengono un attributo *.vendor), ti verra mostrato che il filiro degli attributi viene applicato automaticamente.
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Applicare le variabili € semplice quanto modificare i dati degli attributi desiderati.

Variabili di annotazione

Scegliendo una variabile di annotazione € possibile filtrare gli oggetti associati a tale annotazione, ad esempio
quelli appartenenti allo stesso Data Center.

Annotation X
Data Center v
Data Center All v

Filter automatically . Boston

London
Mone

Variabile di testo, numero, data o booleana

E possibile creare variabili generiche non associate a un attributo particolare selezionando un tipo di variabile
tra Testo, Numero, Booleano o Data. Una volta creata la variabile, & possibile selezionarla in un campo filtro
del widget. Quando si imposta un filtro in un widget, oltre ai valori specifici che & possibile selezionare per il
filtro, nell’elenco vengono visualizzate tutte le variabili create per la dashboard: queste sono raggruppate nella
sezione "Variabili" nel menu a discesa e hanno nomi che iniziano con "$". Scegliendo una variabile in questo
filtro potrai cercare i valori immessi nel campo variabile nella dashboard stessa. Tutti i widget che utilizzano
quella variabile in un filtro verranno aggiornati dinamicamente.
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Ambito del filtro variabile

Quando aggiungi una variabile Annotazione o Attributo alla dashboard, la variabile pud essere applicata a tutti

i widget sulla dashboard, il che significa che tutti i widget sulla dashboard visualizzeranno risultati filtrati in base
al valore impostato nella variabile.

Annotation X
Division A
Division All -

Filter automatically o (7% Automatically filter all widgets in the dashboard using this variable

Si noti che solo le variabili Attributo e Annotazione possono essere filtrate automaticamente in questo modo.
Le variabili non di annotazione o di attributo non possono essere filtrate automaticamente. Ogni singolo widget
deve essere configurato per utilizzare variabili di questi tipi.

Per disattivare il filtro automatico in modo che la variabile venga applicata solo ai widget in cui € stata
specificatamente impostata, fare clic sul cursore "Filtra automaticamente" per disattivarlo.

Per impostare una variabile in un singolo widget, apri il widget in modalita di modifica e seleziona I'annotazione
o I'attributo specifico nel campo Filtra per. Con una variabile Annotazione, € possibile selezionare uno o piu
valori specifici oppure selezionare il nome della variabile (indicato dal simbolo "$" iniziale) per consentire la
digitazione della variabile a livello di dashboard. Lo stesso vale per le variabili Attributo. Solo i widget per i quali
hai impostato la variabile mostreranno i risultati filtrati.

Il filtraggio nelle variabili € contestuale; quando selezioni un valore o dei valori di filtro per una variabile, le altre
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variabili nella tua pagina mostreranno solo i valori pertinenti a quel filtro. Ad esempio, quando si imposta un
filtro variabile su uno specifico Modello di archiviazione, tutte le variabili impostate per filtrare per Nome di
archiviazione mostreranno solo i valori rilevanti per quel Modello.

Per utilizzare una variabile in un’espressione, € sufficiente digitare il nome della variabile come parte
dell’'espressione, ad esempio $var? * 100. Nelle espressioni & possibile utilizzare solo variabili numeriche. Non
€ possibile utilizzare variabili di annotazione o di attributo numeriche nelle espressioni.

Il filtraggio nelle variabili & contestuale; quando selezioni un valore o dei valori di filtro per una variabile, le altre
variabili nella tua pagina mostreranno solo i valori pertinenti a quel filtro. Ad esempio, quando si imposta un
filtro variabile su uno specifico Modello di archiviazione, tutte le variabili impostate per filtrare per Nome di
archiviazione mostreranno solo i valori rilevanti per quel Modello.

Denominazione delle variabili

Nomi delle variabili:

» Deve includere solo le lettere az, le cifre da 0 a 9, il punto (.), il trattino basso (_) e lo spazio ().
* Non puo contenere piu di 20 caratteri.

 Sono sensibili alle maiuscole e alle minuscole: $CityName e $cityname sono variabili diverse.
* Non puo0 essere uguale al nome di una variabile esistente.

* Non puo0 essere vuoto.

Formattazione dei widget degli indicatori

| widget Solid e Bullet Gauge consentono di impostare soglie per i livelli Avviso e/o Critico, fornendo una
rappresentazione chiara dei dati specificati.

Widget 12 Ovemride Dashboard Time X

v A) Query Storage.performance.iops.total = )

Filter By

Group -~ Avg v Time aggregate by  Avg ¥  LessOptions
Formatting: lfvalusis = - A Waming 500 10/s and/or @ Critical 1000 i0/s  Showing € In Range as green

Description  IOPS - Total Calculation A MinValue OCptions MaxValue 1200
Display: Bullet Gauge « Decimal Places: 2 « x v Units Displayed In: Auto Format

= .
904.21 10/s

200 409 600 200 tk 12k
i m

Per impostare la formattazione per questi widget, segui questi passaggi:

1. Scegli se vuoi evidenziare i valori maggiori (>) o minori (<) delle tue soglie. In questo esempio
evidenzieremo i valori maggiori (>) dei livelli soglia.

2. Selezionare un valore per la soglia di "Avviso". Quando il widget visualizza valori superiori a questo livello,
l'indicatore viene visualizzato in arancione.
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3. Selezionare un valore per la soglia "Critica". | valori superiori a questo livello faranno si che l'indicatore
venga visualizzato in rosso.

Facoltativamente, € possibile scegliere un valore minimo e massimo per I'indicatore. | valori inferiori al minimo
non visualizzeranno I'indicatore. | valori superiori al massimo visualizzeranno un indicatore pieno. Se non si
selezionano valori minimi o massimi, il widget seleziona i valori minimi e massimi ottimali in base al valore del

widget.

Traditional Gauge widget

Ay

439.0%9i0/s
IIPS - Tors 600

3PS - Tozsl

Buliet Gauge widget

L=

[ — o
509.0910/s

Formattazione del widget a valore singolo

Nel widget Valore singolo, oltre a impostare le soglie di Avviso (arancione) e Critico (rosso), puoi scegliere di
visualizzare i valori "Nell'intervallo" (quelli al di sotto del livello di Avviso) con sfondo verde o bianco.

Single-Value widget with formatting

Single Value Widget

1 0-0561 373.54IO/5

Average User CPU Usage IOPS - Total

Facendo clic sul collegamento in un widget a valore singolo o in un widget indicatore, verra visualizzata una
pagina di query corrispondente alla prima query nel widget.
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Widget della tabella di formattazione

Analogamente ai widget a valore singolo e a indicatore, € possibile impostare la formattazione condizionale nei
widget tabella, consentendo di evidenziare i dati con colori e/o icone speciali.

La formattazione condizionale consente di impostare ed evidenziare le soglie di livello di avviso e di livello
critico nei widget della tabella, offrendo visibilita immediata ai valori anomali e ai punti dati eccezionali.

14 items found in 1 group

Table ouping Excpandad Deta

Attributes

= au Storage Pool capacityRatio.used (%) n capacity.provisioned (GiB)

Mo - I ... |
- rip-sa-cl06-02:aggr_datal_rtp_sa_cl06_02 0.7% ‘
> Unit Display
- rtp-sa-cl06-01:aggr_datal_rtp_sa_cl06_01 2.45 ‘
¥ Cenditienal Formatting Reset
- rtp-sa-cl06-02:aggr0_rtp_sa_cl06_02_root
Ifvalueis > {Greater than) v
- rtp-sa-cl06-01:aggr0_rtp_sa_cl06_01_root
A Warning 70 %
© critical a0 £

Formatting: Show Expanded Details  Cenditional Formatting  Background Color +Icon * @ [ ] show © InRange as green

> Rename Column

La formattazione condizionale viene impostata separatamente per ogni colonna di una tabella. Ad esempio, &
possibile scegliere un set di soglie per una colonna di capacita e un altro set per una colonna di produttivita.

Se si modifica la visualizzazione dell’'unita per una colonna, la formattazione condizionale rimane invariata e

riflette la modifica dei valori. Le immagini sottostanti mostrano la stessa formattazione condizionale anche se
l'unita di visualizzazione €& diversa.

capacity.used (GiB) } n throughput.total (MiB/s)

? Agzregation

? Unit Display

* Conditional Formatting Reset
If value is = (Greater than) -
6,671.72
A Warning 8000 GiB
) Critical 10000 GiB

? Rename Column
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capacity.used (TiB) n throughput.total (MiB/s)

> Aggregation

“ Unit Display

Basze Unit gibibyte (GiB)

Displayed In tebibyte (TiB) v

BILNDYLE 1OIny

“ Conditional Formatt  3830yte (GE)

Ifvalue iz tebibyte (Tig)

A Warning terabyte (TE)

© Critical pebibyte (FiB)
petabyte (PE)

— izl L fTarh
? Rename Column

E possibile scegliere se visualizzare la formattazione delle condizioni come colore, come icone o come
entrambi.

Scelta dell’unita per la visualizzazione dei dati

La maggior parte dei widget su una dashboard consente di specificare le unita in cui visualizzare i valori, ad
esempio Megabyte, Migliaia, Percentuale, Millisecondi (ms), ecc. In molti casi, Data Infrastructure Insights
conosce il formato migliore per i dati acquisiti. Nei casi in cui non si conosce il formato migliore, &€ possibile
impostare il formato desiderato.

Nell’esempio di grafico a linee riportato di seguito, i dati selezionati per il widget sono in byte (I'unita di dati IEC
di base: vedere la tabella seguente), quindi I'unita di base viene automaticamente selezionata come 'byte (B)'".
Tuttavia, i valori dei dati sono sufficientemente grandi da essere presentati come gibibyte (GiB), pertanto Data
Infrastructure Insights formatta automaticamente i valori come GiB per impostazione predefinita. L'asse Y del
grafico mostra 'GiB' come unita di visualizzazione e tutti i valori sono visualizzati in termini di tale unita.
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A) Query ' agent.node.mem.used.total ¥

Transform None v @ Filter By

Group ~ Avg v by node.name X v | Show Bottom ¥ 5 ¥  More Options Reset Defat
Display: LineChart ¥  Y-axis: rimary ¥ Units Displayed In: Auto Format ¥

Base Unit byte (B) v

mem.used.total (GiB)
4 DisplayedIn  Auto Format b

1:15 AM 11:20 AM 11:25 AM 11:30 AM 11:35 AM 11:40 AM 11:45 AM

Se si desidera visualizzare il grafico in un’unita diversa, & possibile scegliere un altro formato in cui
visualizzare i valori. Poiché 'unita di base in questo esempio € byte, € possibile scegliere tra i formati "basati
su byte" supportati: bit (b), byte (B), kibibyte (KiB), mebibyte (MiB), gibibyte (GiB). L'etichetta e i valori dell'asse
Y cambiano in base al formato scelto.

A) Query agent.node.mem.used.total ¥

Transform None ~+ @ Filter By

Group ~ Avg v by  nodename X v | Show Top v 5 ¥  More Options Reset Default
Display: LineChart ¥  Y-axis: Units Displayed In:  Auto Format +

Base Unit byte (B) v

mem.used.total (GiB)
20 Displayed In  Auto Format v

Auto Format

bit (b)
10 byte (B)
kibibyte (KiB)
’ 9:30 AM 9:45 AM 10:00 AM 10115 AM 10:30An  Mebibyte (MiB) 11:00 AM
— node.name=ip-10-30-2 — node.n: gibibyte (GiB) »=ip-10-30-2 -
0-206.ec2.internal 0-14.ecz.nnernan v-1a.eczmternal

Nei casi in cui l'unita di base non € nota, € possibile assegnare un’unita tra le"unita disponibili" oppure digita il
tuo nome. Dopo aver assegnato un’unita di base, & possibile scegliere di visualizzare i dati in uno dei formati
supportati appropriati.
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#available-units

Auto Format +

Base Unit [ |bit/sec (b/s) v

Displayed In Data Rate (IEC)

bit/sec (b/s)

byte/sec (B/s)

kibibyte/sec (KiB/s)

mebibyte/sec (MiB/s) I

gibibyte/sec (GiB/s)

10:30 AM 11:00 A

Per cancellare le impostazioni e ricominciare, clicca su Ripristina impostazioni predefinite.

Una parola sulla formattazione automatica

La maggior parte delle metriche viene segnalata dai raccoglitori di dati nell’unita piu piccola, ad esempio come
numero intero, ad esempio 1.234.567.890 byte. Per impostazione predefinita, Data Infrastructure Insights
formattera automaticamente il valore per la visualizzazione piu leggibile. Ad esempio, un valore di dati pari a
1.234.567.890 byte verrebbe formattato automaticamente in 1,23 Gibibyte. Puoi scegliere di visualizzarlo in un
altro formato, ad esempio Mebibytes. |l valore verra visualizzato di conseguenza.

@ Data Infrastructure Insights utilizza gli standard di denominazione dei numeri in inglese
americano. Il "miliardo" americano equivale a "mille milioni".
Widget con piu query

Se si dispone di un widget di serie temporali (ad esempio linea, spline, area, area impilata) che ha due query in
cui entrambe sono tracciate sull’asse Y primario, l'unita di base non viene visualizzata nella parte superiore
dell’asse Y. Tuttavia, se il widget ha una query sull’asse Y primario e una query sull’asse Y secondario,
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vengono visualizzate le unita di base per ciascuna.

Se il widget ha tre o piu query, le unita di base non vengono visualizzate sull’asse Y.

Unita disponibili

Nella tabella seguente sono riportate tutte le unita disponibili per categoria.

Categoria
Valuta

Dati (IEC)

Velocita dati (IEC)

Dati (metrici)

DataRate (metrico)

CEl
Decimale
Percentuale

Tempo

Temperatura
Frequenza

processore

Capacita di elaborazione

Unita
centesimo di dollaro

bit byte kibibyte mebibyte gibibyte tebibyte pebibyte
exbibyte

bit/sec byte/sec kibibyte/sec mebibyte/sec
gibibyte/sec tebibyte/sec pebibyte/sec

kilobyte megabyte gigabyte terabyte petabyte exabyte

kilobyte/sec megabyte/sec gigabyte/sec terabyte/sec
petabyte/sec exabyte/sec

kibi mebi gibi tebi pebi exbi
numero intero mille milioni miliardi trilioni
percentuale

nanosecondo microsecondo millisecondo secondo
minuto ora

gradi Celsius Fahrenheit
hertz kilohertz megahertz gigahertz

nanocore microcore millicore core kilocore megacore
gigacore teracore petacore exacore

Operazioni I/O/sec operazioni/sec richieste/sec
letture/sec scritture/sec operazioni/min letture/min
scritture/min

Modalita TV e aggiornamento automatico

| dati nei widget sulle dashboard e nelle landing page delle risorse si aggiornano automaticamente in base a
un intervallo di aggiornamento determinato dall’intervallo di tempo selezionato per la dashboard. Lintervallo di
aggiornamento dipende dal fatto che il widget sia una serie temporale (grafico a linee, spline, ad area, ad area
impilata) o non una serie temporale (tutti gli altri grafici).
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Intervallo di tempo della dashboard Intervallo di aggiornamento delle Intervallo di aggiornamento non

serie temporali serie temporale

Ultimi 15 minuti 10 secondi 1 minuto
Ultimi 30 minuti 15 secondi 1 minuto
Ultimi 60 minuti 15 secondi 1 minuto
Ultime 2 ore 30 secondi 5 minuti
Ultime 3 ore 30 secondi 5 minuti
Ultime 6 ore 1 minuto 5 minuti
Ultime 12 ore 5 minuti 10 minuti
Ultime 24 ore 5 minuti 10 minuti
Ultimi 2 giorni 10 minuti 10 minuti
Ultimi 3 giorni 15 minuti 15 minuti
Ultimi 7 giorni 1ora 1ora
Ultimi 30 giorni 2 ore 2 ore

Ogni widget visualizza il proprio intervallo di aggiornamento automatico nell’angolo in alto a destra del widget.
L’aggiornamento automatico non & disponibile per I'intervallo di tempo della dashboard personalizzata.

Se abbinato alla Modalita TV, 'aggiornamento automatico consente la visualizzazione dei dati in tempo quasi
reale su una dashboard o una pagina di risorse. La modalita TV offre una visualizzazione ordinata; il menu di
navigazione € nascosto, lasciando piu spazio sullo schermo per la visualizzazione dei dati, cosi come |l
visualizzazione finché non si esegue la disconnessione manuale o automatica tramite protocolli di sicurezza di
autorizzazione.

Poiché NetApp Console ha un timeout di accesso utente di 7 giorni, anche Data Infrastructure
Insights deve disconnettersi in base a tale evento. Puoi semplicemente effettuare nuovamente
I'accesso e la tua dashboard continuera a essere visualizzata.

* Per attivare la modalita TV, fare clic sul pulsante Modalita TV.

* Per disattivare la modalita TV, fare clic sul pulsante Esci in alto a sinistra dello schermo.
E possibile sospendere temporaneamente 'aggiornamento automatico facendo clic sul pulsante Pausa
nell’angolo in alto a destra. Durante la pausa, il campo dell’intervallo di tempo della dashboard visualizzera
l'intervallo di tempo attivo dei dati in pausa. | tuoi dati continuano ad essere acquisiti € aggiornati anche se

'aggiornamento automatico € in pausa. Fare clic sul pulsante Riprendi per continuare I'aggiornamento
automatico dei dati.

Feb 24,2020-Feb 25,2020 o

3:42 PM 342 PM

Gruppi della dashboard

Il raggruppamento consente di visualizzare e gestire dashboard correlate. Ad esempio, puoi avere un gruppo
dashboard dedicato allo storage del tuo tenant. | gruppi di dashboard vengono gestiti nella pagina Dashboard
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> Mostra tutte le dashboard.

Dashboard Groups (3) 7 Dashboards (7)

Q, search groups.. Name T

All Dashboards (60 Dashboard - Storage Cost

Dashboard - Storage 10 Detail
My Dashboards (11

Dashboard - Storage Overview

e

Storage Group (7)
Gauges Storage Performance

Storage Admin - Which nodes are in high demand?
Storage Admin - Which pools are in high demand?

Storage IOPs

Per impostazione predefinita vengono visualizzati due gruppi:

* Tutte le dashboard elenca tutte le dashboard create, indipendentemente dal proprietario.

* Le mie dashboard elenca solo le dashboard create dall’'utente corrente.
Il numero di dashboard contenute in ciascun gruppo € indicato accanto al nome del gruppo.

Per creare un nuovo gruppo, fare clic sul pulsante "+" Crea nuovo gruppo dashboard. Inserisci un nome per
il gruppo e clicca su Crea gruppo. Viene creato un gruppo vuoto con quel nome.

Per aggiungere dashboard al gruppo, fai clic sul gruppo Tutte le dashboard per visualizzare tutte le dashboard
del tuo tenant oppure fai clic su Le mie dashboard se desideri visualizzare solo le dashboard di tua proprieta
ed esegui una delle seguenti operazioni:

* Per aggiungere una singola dashboard, fare clic sul menu a destra della dashboard e selezionare Aggiungi
al gruppo.

» Per aggiungere piu dashboard a un gruppo, selezionale facendo clic sulla casella di controllo accanto a
ciascuna dashboard, quindi fai clic sul pulsante Azioni in blocco e seleziona Aggiungi al gruppo.

Rimuovere le dashboard dal gruppo corrente nello stesso modo selezionando Rimuovi dal gruppo. Non &
possibile rimuovere dashboard dal gruppo Tutte le dashboard o Le mie dashboard.

La rimozione di una dashboard da un gruppo non elimina la dashboard da Data Infrastructure

@ Insights. Per rimuovere completamente una dashboard, selezionala e fai clic su Elimina. In
questo modo l'utente verra rimosso da tutti i gruppi a cui apparteneva e non sara piu disponibile
per nessun altro utente.

Aggiungi ai preferiti i tuoi dashboard

Puoi gestire ulteriormente le tue dashboard aggiungendo quelle preferite in cima all’elenco delle dashboard.
Per aggiungere una dashboard, € sufficiente fare clic sul pulsante a forma di puntina da disegno visualizzato
quando si passa il mouse su una dashboard in qualsiasi elenco.

33



La possibilita di aggiungere/rimuovere la dashboard & una preferenza individuale dell’'utente e indipendente dal
gruppo (o dai gruppi) a cui appartiene la dashboard.

Dashboards (7)

Mame T

« Dashboard - Storage Overview
« Storage Admin - Which nodes are in high demand?
« StoragelOPs

Dashboard - Storage Cost

Dashboard - Storage 10 Detail

Gauges Storage Performance

Storage Admin - Which pools are in high demand?

Tema scuro

E possibile scegliere di visualizzare Data Infrastructure Insights utilizzando un tema chiaro (predefinito), che
visualizza la maggior parte delle schermate con uno sfondo chiaro e testo scuro, oppure un tema scuro, che
visualizza la maggior parte delle schermate con uno sfondo scuro e testo chiaro.

Per passare dal tema chiaro a quello scuro, clicca sul pulsante del nome utente nell’angolo in alto a destra
dello schermo e scegli il tema desiderato.

Switch to Dark Mode

Log Qut

Visualizzazione dashboard tema
SCuro:
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Cloud Insights (mal) (C—)  Getting Staried ¥

pik2gis / Dashboards / ONTAP FAS/AFF - Capacity Utilization

ONTAP FAS/AFF Raw Capacity Total Z2h Raw Capacity by ONTAP FAS/AFF Top 10

399.12. N NN

Total Capacity - Raw

Apgregate Capacity Usage - Ratio 2 Ageregate Capacity Free 2 Apgregate Capacity Top 5

& aomin
CLOUD SECURE 191.17 B

CapacityFree

o= =
. Aggregate Capacdity Total

245.01+

CapacityFree

FlexVol Capacity Usage - Ratio 2 FlexVol Capacity Free 2 FlexVol Capacity Top 5

155.13w

Capacity Free

FlexVol Capacity Total

Visualizzazione dashboard tema
chiaro:

Cloud Insights (Tral)

pikZgis | Dashboards | ONTAP FAS/AFF - Capadity Utilization (® tss30Days * @ ZEw -
i  nomE
ONTAP FAS/AFF Raw Capacity Total T Raw Capacity by ONTAP FAS/AFF Top 10 2k
© Dpasusosros Capacity - Raw [TB
A aems 399.12TB ‘ <
B aroms @ Total Capacity - Raw 3
X
Aggregate Capacity Usage - Ratio =2 Aggregate Capacity Free T Aggregate Capacity Top 5 = 2h
43 oM
CLOUD SECURE 2] 191 18 T8
0 e s r ——
X e Aggregate Capacity Total S ET
245.01+:
FlexVol Capacity Usage - Ratio o3 FlexVol Capacity Free Tz FlexVol Capacity Top 5 Zih
155.13
4 niriize Capacity Fras
. sl FlexVol Capacity Total = an
@ Alcune aree dello schermo, come alcuni grafici dei widget, mostrano comunque sfondi chiari
anche se visualizzati con il tema scuro.

Interpolazione del grafico lineare

Spesso i diversi raccoglitori di dati interrogano i propri dati a intervalli diversi. Ad esempio, il raccoglitore di dati
A puo effettuare il polling ogni 15 minuti, mentre il raccoglitore di dati B puo effettuarlo ogni cinque minuti.
Quando un widget grafico a linee (anche grafici spline, ad area e ad area impilata) aggrega questi dati da piu
collettori di dati in un’unica riga (ad esempio, quando il widget raggruppa per "tutto") e aggiorna la riga ogni
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cinque minuti, i dati del collettore B potrebbero essere visualizzati in modo accurato, mentre i dati del collettore
A potrebbero presentare delle lacune, influenzando cosi 'aggregazione finché il collettore A non esegue
nuovamente il polling.

Per ovviare a questo problema, Data Infrastructure Insights interpola i dati durante 'aggregazione, utilizzando i
punti dati circostanti per effettuare una "stima migliore" dei dati finché i raccoglitori di dati non eseguono
nuovamente il polling. E sempre possibile visualizzare singolarmente i dati degli oggetti di ciascun raccoglitore
dati modificando il raggruppamento del widget.

Metodi di interpolazione

Quando si crea o si modifica un grafico a linee (oppure un grafico spline, ad area o ad area impilata), &
possibile impostare il metodo di interpolazione su uno dei tre tipi. Nella sezione "Raggruppa per", seleziona
l'interpolazione desiderata.

Group by | All ¥  apgregated by | Average ¥ Apply fix) = Interpolation Linear +

Mone
Linsar
Stair

* Nessuno: non fare nulla, ovvero non generare punti intermedi.

No Interpolation

S:00:00 AR 9:05:00 AM 2:10000 AR S:15:00 AN D:20:00 AM 9:25:00 AM 2:30:00 AR 9:35:00 AM 9:40:00 AM 94500 AR 9:50:00 AM 9:55:00 AM  10:00:00
AR

e W5l T 1

» Scala: Un punto viene generato dal valore del punto precedente. In linea retta, questo apparirebbe come
una tipica disposizione a "scala".
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Stair Interpalation
ED

0

ED

50

40 -

an

0

900 00 AM 9:05:00 AM 210000 AN 9:15:00 AM 92000 AR 2:25:00 AM 9:30:00 AM 93500 AM 9:40:00 AM 9:45:00 A 350000 AM 9:55:00 AM  10:00:00
Al

e i Ui 1

 Lineare: un punto viene generato come valore intermedio tra i due punti che collegano. Genera una linea
simile alla linea che collega i due punti, ma con punti dati aggiuntivi (interpolati).

Linear Interpolation

a0
70

&0

40
30
20

10

SO000 AN 90500 AN 2210000 A3 91500 AM 920000 AR 9:25:00 AM 23000 AN 3500 AM 94000 AM 94500 AM 95000 AM 9:55:00 AN 10:00:00
B

e W lume 4

Limiti di anomalia nei widget di linea

Quando si include un widget grafico a linee o spline in una dashboard o in una landing page, € possibile
scegliere di visualizzare il grafico nel contesto dei limiti previsti per i dati. Si pud pensare a questo come alla
ricerca di anomalie nei modelli dei dati.

DIl utilizza dati stagionali (orari o giornalieri) per stabilire limiti superiori e inferiori rispetto a dove si aspetta_

che i dati si collochino in un dato momento. Se i dati superano o scendono al di sotto dei limiti previsti, il grafico
evidenziera tale anomalia.
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Average iops.total C 10m g :

22K

20k

18k

14k

10k

8k

: .

4K

8:00 PM 4:00 AM (3. Apr) 12:00 PM 8:00 PM 4:00 AM (4. Apr) 12:00 PM
Per visualizzare i limiti delle anomalie, modifica il widget e seleziona Mostra limiti delle anomalie. E possibile
scegliere tra due algoritmi di rilevamento:

+ Adaptive Detector si adatta rapidamente ai cambiamenti, rendendolo utile per indagini dettagliate.

* Smooth Detector riduce al minimo il rumore e i falsi positivi, filtrando le fluttuazioni a breve termine e
continuando a rilevare spostamenti significativi.

Inoltre, puoi scegliere di mostrare la stagionalita Oraria o Giornaliera, nonché impostare la sensibilita del
rilevamento. Una sensibilita alta rileva piu attraversamenti di confine, una sensibilita bassa ne rileva meno.

Show Expected Bounds: Adaptive Detector * @ Seasonality: Hourly ¥  Sensitivity: = High *

Tieni presente che potresti visualizzare solo i limiti previsti quando il grafico &€ impostato per visualizzare una
singola linea. Se le impostazioni o i filtri di Raggruppa per mostrano piu righe, oppure se hai impostato piu
query per il widget, 'opzione per mostrare i limiti previsti sara disabilitata.

Gestione degli accessi alla dashboard

Data Infrastructure Insights ora ti offre un maggiore controllo sul’accesso alle dashboard
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che crei. Puoi scegliere chi pud modificare i tuoi grafici. Puoi controllare I'esposizione a
informazioni potenzialmente sensibili. Mantenere una dashboard privata ti consente di
finalizzare le tue visualizzazioni finché non saranno pronte per essere utilizzate da altri
nella tua organizzazione.

Edit Dashboard Access Settings

Select dashboard sharing access:

O O rrivate
® @ share

Select Editor: Everyone v O
None

Select Viewer:
Everyone

Specific Users

Per impostazione predefinita, quando crei una nuova dashboard, questa ¢ visibile solo a te, il creatore. Nessun
altro utente puo vedere o modificare la dashboard.

Una volta completata la dashboard, puoi scegliere di consentire ad altri membri della tua organizzazione di
visualizzarla. Per condividere una dashboard, nell’elenco delle dashboard, seleziona Condividi dal menu a
destra.
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[] # Tony Dashboard Dec 132024 15:48 O Tenyl Private E

Tony Dashboard Jan 10 2025 13:39 TonyL Private Duplicate
Tony Dashboard Oct 8 2024 11:18 Tony L @ Shared Add to Group
Share
Pin to Top
Delete

Puoi scegliere di condividere la dashboard con tutti o di selezionare solo gli utenti, con autorizzazioni di
modifica o di sola lettura.

Edit Dashboard Access Settings

Select dashboard sharing access:

A 0 Privats

(w) &) Share
Select Editor: Everyone * 0
None
Select Viewer:
Everyone
Specific Users

Best Practice per Dashboard e Widget

Suggerimenti e trucchi per aiutarti a sfruttare al meglio le potenti funzionalita di
dashboard e widget.

Trovare la metrica giusta

Data Infrastructure Insights acquisisce contatori e metriche utilizzando nomi che a volte variano da un
raccoglitore di dati all’altro.

Quando cerchi la metrica o il contatore giusto per il widget della dashboard, tieni presente che la metrica
desiderata potrebbe avere un nome diverso da quello che stai pensando. Sebbene gli elenchi a discesa in
Data Infrastructure Insights siano solitamente in ordine alfabetico, a volte un termine potrebbe non comparire
nell’elenco dove ritieni che dovrebbe. Ad esempio, termini come "capacita grezza" e "capacita utilizzata" non
compaiono insieme nella maggior parte degli elenchi.

Migliore pratica: usa la funzione di ricerca in campi come Filtra per o in posizioni come il selettore di colonna
per trovare cid che stai cercando. Ad esempio, cercando "cap" verranno mostrate tutte le metriche che
contengono "capacita" nel nome, indipendentemente dalla loro posizione nell’elenco. Puoi quindi selezionare
facilmente le metriche che desideri dall’elenco piu breve.

Ecco alcune frasi alternative che puoi provare quando cerchi le metriche:
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Quando vuoi trovare:
processore

Capacita

Velocita del disco

Ospite
Ipervisore
Microcodice

Nome

Leggere/scrivere

Macchina virtuale

Prova anche a cercare:
Processore

Capacita utilizzata Capacita grezza Capacita fornita

Capacita dei pool di archiviazione Capacita <altro tipo

di risorsa> Capacita scritta

Velocita del disco piu bassa Tipo di disco meno
performante

Host dell’hypervisor
L'’host € un hypervisor
Firmware

Alias Nome hypervisor Nome storage <altro tipo di
asset> Nome semplice Nome risorsa Fabric Alias

Scrittura parziale R/W Scritture in sospeso IOPS -
Scrittura Capacita scritta Latenza - Lettura Utilizzo
della cache - lettura

VM é virtuale

Questo non € un elenco esaustivo. Questi sono solo esempi di possibili termini di ricerca.

Trovare le risorse giuste

Le risorse a cui € possibile fare riferimento nei filtri e nelle ricerche dei widget variano a seconda del tipo di

risorsa.

Nelle dashboard e nelle pagine delle risorse, il tipo di risorsa attorno al quale si sta creando il widget determina
gli altri contatori dei tipi di risorsa per i quali & possibile filtrare o0 aggiungere una colonna. Quando crei il tuo

widget, tieni presente quanto segue:

Questo tipo di risorsa/contatore:
Macchina virtuale

Archivio dati

Ipervisore

Ospite(i)

Tessuto

Questo non € un elenco esaustivo.

E possibile filtrare in base a queste risorse:
VMDK

Volume interno VMDK Volume macchina virtuale
La macchina virtuale & 'host dell’lhypervisor

Volume interno Volume Cluster Host Macchina
virtuale

Porta

Migliore pratica: se si sta filtrando per un tipo di risorsa specifico che non compare nell’elenco, provare a

creare la query attorno a un tipo di risorsa alternativo.

Esempio di diagramma di dispersione: conoscere il proprio asse

La modifica dell’'ordine dei contatori in un widget del grafico a dispersione modifica gli assi su cui vengono

visualizzati i dati.
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Informazioni su questo compito

Questo esempio creera un grafico a dispersione che consentira di visualizzare le VM con prestazioni inferiori e
latenza elevata rispetto a quelle con IOPS bassi.

Passi

1. Crea o apri una dashboard in modalita di modifica e aggiungi un widget Grafico a dispersione.
2. Selezionare un tipo di risorsa, ad esempio Macchina virtuale.

3. Seleziona il primo contatore che desideri tracciare. Per questo esempio, selezionare Latenza - Totale.
Latenza - Totale € rappresentata graficamente lungo I'asse X del grafico.
4. Seleziona il secondo contatore che desideri tracciare. Per questo esempio, selezionare /IOPS - Totale.

IOPS - Totale € rappresentato lungo I'asse Y nel grafico. Le VM con latenza piu elevata vengono
visualizzate sul lato destro del grafico. Vengono visualizzate solo le 100 VM con la latenza piu elevata,
perché I'impostazione corrente € In alto per asse X.

VM Latency vs |IOPS X

../ Virtual Machine = |
Latency -Total v | | IOP5-Total » | | Filter By .

roiUo |l | snow | Topbyxaws ~ |50~

Color: W =~

OPS - Tozal {I04s)

™
-]
=0
25 @
& L ]
@ L]
[ ]
®
[} =) L e
.-
(8 % e @ © ®® )
o 5 0 15 20 a5 30 35 40

Latency - Total (ms})

= -

5. Ora invertiamo l'ordine dei contatori impostando il primo contatore su IOPS - Totale e il secondo su
Latenza - Totale.

Latenza - Totale € ora rappresentato lungo I'asse Y del grafico, mentre /OPS - Totale lungo 'asse X. Le VM
con |IOPS piu elevati ora vengono visualizzate sul lato destro del grafico.

Si noti che, poiché non abbiamo modificato I'impostazione In alto sull’asse X, il widget ora visualizza le
prime 100 VM con IOPS piu elevati, poiché questo € cid che viene attualmente tracciato lungo 'asse X.
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VM Latency vs IOPS X

Virtual Machine =

IOP3 - Total = Latency - Total = Filter By -

Roll Up . Show | Top by X-axis = | 50 A

Color: W~

Latency - Total {ms)

4

r . *
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‘ﬁ“ . 00, °
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10P5 - Tetal {1045)

E possibile scegliere di visualizzare nel grafico i primi N tramite I'asse X, i primi N tramite I'asse Y, i secondi N
tramite 'asse X o i secondi N tramite I'asse Y. Nel nostro ultimo esempio, il grafico mostra le prime 100 VM con
il numero totale di IOPS piu elevato. Se lo modifichiamo in In alto per asse Y, il grafico visualizzera
nuovamente le prime 100 VM con la latenza totale piu elevata.

Tieni presente che in un grafico a dispersione puoi fare clic su un punto per visualizzare in dettaglio la pagina
delle risorse per quella risorsa.

Dashboard di esempio

Esempio di dashboard: prestazioni della macchina virtuale

Oggigiorno le operazioni IT devono affrontare numerose sfide. Agli amministratori viene
chiesto di fare di piu con meno e avere una visibilita completa sui propri data center
dinamici & fondamentale. In questo esempio, ti mostreremo come creare una dashboard
con widget che ti forniscono informazioni operative sulle prestazioni della macchina
virtuale (VM) sul tuo tenant. Seguendo questo esempio e creando widget adatti alle tue
esigenze specifiche, puoi fare cose come visualizzare le prestazioni dello storage
backend rispetto alle prestazioni della macchina virtuale frontend oppure visualizzare la
latenza della VM rispetto alla richiesta di 1/O.

Informazioni su questo compito
Qui creeremo una dashboard delle prestazioni della macchina virtuale contenente quanto segue:

43



una tabella che elenca i nomi delle VM e i dati sulle prestazioni
un grafico che confronta la latenza della VM con la latenza dello storage
un grafico che mostra lettura, scrittura e IOPS totali per le VM

un grafico che mostra la velocita effettiva massima per le tue VM

Questo € solo un esempio basilare. Puoi personalizzare la tua dashboard per evidenziare e confrontare i dati
sulle prestazioni che preferisci, in modo da individuare le migliori pratiche operative.

Passi

1.

Accedi a Insight come utente con autorizzazioni amministrative.

2. Dal menu Dashboard, seleziona [+Nuova dashboard].
Si apre la pagina Nuova dashboard.
3. Nella parte superiore della pagina, inserisci un nome univoco per la dashboard, ad esempio "Prestazioni
VM per applicazione".
4. Fare clic su Salva per salvare la dashboard con il nuovo nome.
5. Cominciamo ad aggiungere i nostri widget. Se necessario, fare clic sull'icona Modifica per abilitare la
modalita di modifica.
6. Fare clic sullicona Aggiungi widget e selezionare Tabella per aggiungere un nuovo widget tabella alla
dashboard.
Si apre la finestra di dialogo Modifica widget. | dati predefiniti visualizzati riguardano tutti gli archivi del tuo
tenant.
Table Widget < 10m
[E] Hypervisor Name T Virtual Machine Capacity - Total (GB) 10PS - Total (10/s) Latency - Total (ms)
H 10.197.143.53{9) - 1,680.58 1.80 12.04 =
H 10.197.143.54 (7) - 1,707.60 4.62 12.60
[H 10.197.143.57 (11} - 1,500.94 1.14 1.15
[ 10.197.143.58 {10} = 1,818.34 5.83 257
[H AzureComputeDefaultAvailabilitySet (363 - N/A N/A N/A
[ anandh9162020113020-rg-avset.anandhd16202( - N/A N/A N/A
[ anandh216202013287-rg-avset.anandh21620200 — N/A N/A N/A
[ anandh21720201288-rg-avset.anandh017202011 — N/A N/A N/A
[© anjalivingrun48-rg-avset.anjalivingrun48-rg.308: — N/A N/A N/A
[© anjalivingruns0-rg-avset.anjalivingruns0-rg.308:  — N/A N/A N/A
[ batutiscanaryHAS7a-rg-avset.batutiscanaryha®i  — N/A N/A N/A
i+ hatufiscanarvHAGTh-re-avset hatufiscanarvha®l  — N/A /A NIA =
1. Possiamo personalizzare questo widget. Nel campo Nome in alto, elimina "Widget 1" e inserisci "Tabella

delle prestazioni della macchina virtuale".

2. Fare clic sul menu a discesa del tipo di risorsa e modificare Archiviazione in Macchina virtuale.

| dati della tabella cambiano per mostrare tutte le macchine virtuali nel tuo tenant.

3. Aggiungiamo alcune colonne alla tabella. Fare clic sull’icona dell'ingranaggio a destra e selezionare Nome

44



hypervisor, IOPS - Totale e Latenza - Totale. Puoi anche provare a digitare il nome nella ricerca per
visualizzare rapidamente il campo desiderato.

Queste colonne vengono ora visualizzate nella tabella. E possibile ordinare la tabella in base a una
qualsiasi di queste colonne. Si noti che le colonne vengono visualizzate nell’'ordine in cui sono state

aggiunte al widget.

. Per questo esercizio escluderemo le VM che non sono attivamente in uso, quindi filtriamo tutto cio che ha
meno di 10 IOPS totali. Fare clic sul pulsante [+] accanto a Filtra per e selezionare IOPS - Totale. Fare
clic su Qualsiasi e immettere "10" nel campo da. Lasciare vuoto il campo a. Fare clic all’esterno del
campo filtro o premere Invio per impostare il filtro.

Nella tabella vengono ora visualizzate solo le VM con 10 o piu IOPS totali.

. Possiamo ulteriormente comprimere la tabella raggruppando i risultati. Fare clic sul pulsante [+] accanto a
Raggruppa per e selezionare un campo in base al quale raggruppare, ad esempio Applicazione o Nome
hypervisor. |l raggruppamento viene applicato automaticamente.

Le righe della tabella sono ora raggruppate in base alle impostazioni. E possibile espandere e comprimere
i gruppi in base alle proprie esigenze. Le righe raggruppate mostrano i dati raggruppati per ciascuna
colonna. Alcune colonne consentono di scegliere il metodo di rollup per quella colonna.

Virtual Machine Performance Table

Viriual Machine «

Filter by || 10PS - Total (10/5) | »=10

181 items found in 4 groups

[5] Hyperviser name | Name

us-sast-1d (62)
us-east-1c (20)
us-sast-1b (1) TBDemoEnv

us-east-1a (38)

Group by

Qwerride dashboard time

Hypervisor name «

Hypervisor name

us-sast-1d
us-east-1c
us-sast-1b

us-east-1a

iops-Toral  [£]

Roll Up by Avg =

{@.}

Latency - Total
(ms)

=1
[ea]
=1

=]}
~|
=]}

=1
[=]
=

Cance' m

. Dopo aver personalizzato il widget della tabella in base alle tue esigenze, clicca sul pulsante [Salva].

Il widget della tabella viene salvato nella dashboard.

E possibile ridimensionare il widget sulla dashboard trascinandone I'angolo inferiore destro. Allarga il widget
per mostrare chiaramente tutte le colonne. Fare clic su Salva per salvare la dashboard corrente.

Successivamente aggiungeremo alcuni grafici per mostrare le prestazioni della nostra VM. Creiamo un grafico
a linee che confronta la latenza della VM con la latenza del VMDK.

1. Se necessario, fare clic sull'icona Modifica nella dashboard per abilitare la modalita di modifica.

2. Fare clic sullicona [Aggiungi widget] e selezionare Grafico a linee per aggiungere un nuovo widget

grafico a linee alla dashboard.
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Si apre la finestra di dialogo Modifica widget. Assegna a questo widget il nome "VM/VMDK Massima
latenza"

4. Selezionare Macchina virtuale e scegliere Latenza - Max. Imposta i filtri che preferisci oppure lascia vuoto
il campo Filtra per. Per Arrotonda, seleziona Somma per Tutti. Visualizza questi dati come un grafico a
linee e lascia asse Y come primario.

5. Fare clic sul pulsante [+Query] per aggiungere una seconda riga di dati. Per questa riga, selezionare
VMDK e Latenza - Max. Imposta i filtri che preferisci oppure lascia vuoto il campo Filtra per. Per
Arrotonda, seleziona Somma per Tutti. Visualizza questi dati come un grafico a linee e lascia asse Y
come primario.

6. Fare clic su [Salva] per aggiungere questo widget alla dashboard.

[ VM /VMDK Max Latency | Show legend X

A) Query Virtual Machine « Convert to Expression [ E
Latency - Max = Filcer by -
Rc}l!upu'= Sum v | by : All % Maore options

Display: | Line chart « Y-axis: Color W ~

B) Query VMDK * Convertto Expression [l E
Lateng‘— Max = | | Filer blf' :
Rolfup.; :Sun‘l v | by | Al v J More options

Dispiay: | Line chart « Y-axis: | Primary = Color H ~

~+ Query

Caﬂ cel E

Successivamente aggiungeremo un grafico che mostra la lettura, la scrittura e gli IOPS totali della VM in un
unico grafico.

1.
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Fare clic sull'icona [Aggiungi widget] e selezionare Grafico ad area per aggiungere un nuovo widget
grafico ad area alla dashboard.

Si apre la finestra di dialogo Modifica widget. Assegna a questo widget il nome "VM |IOPS"

Selezionare Macchina virtuale e scegliere IOPS - Totale. Imposta i filtri che desideri oppure lascia vuoto
Filtra per. Per Arrotonda, scegli Somma per Tutti. Visualizza questi dati come un Grafico ad area e lascia
Asse Y come Principale.

Fare clic sul pulsante [+Query] per aggiungere una seconda riga di dati. Per questa riga, seleziona
Macchina virtuale e scegli /OPS - Lettura.

Fare clic sul pulsante [+Query] per aggiungere una terza riga di dati. Per questa riga, seleziona Macchina
virtuale e scegli /IOPS - Scrittura.

Fare clic su Mostra legenda per visualizzare una legenda per questo widget sulla dashboard.



i VM IOPS i Show legend ¢ 24 v b4

C) Query ‘ ~ Virtual Machine = | Convert to Expression [ @

| 10PS - write = | | Filzer by |

i Roll up ii Avg v | by | Al v E More options

Display: | Areachart « Y-axis: | Primary « Color: | W v

D} Query | =~ Virtual Machine = | Convert to Expression [ E

| 10Ps -Read v | | Filrer by |

! Roll up !! Avg b | by | All - g More options
Dispiay: | Areachart v Y-axis: | Primary = Color: | | v
100
L k-1
i}
|all

= all

12:00 PM 3:00 PM 6:00 PM S:00PM 25_Jul 3200 AM 600 AM 5:00 AM

| [an CEI |

1. Fare clic su [Salva] per aggiungere questo widget alla dashboard.

Successivamente aggiungeremo un grafico che mostra la produttivita della VM per ciascuna applicazione
associata alla VM. Per questo utilizzeremo la funzione Roll Up.

1. Fare clic sull'icona [Aggiungi widget] e selezionare Grafico a linee per aggiungere un nuovo widget
grafico a linee alla dashboard.

2. Si apre la finestra di dialogo Modifica widget. Assegna a questo widget il nome "Rendimento VM per
applicazione"

3. Selezionare Macchina virtuale e scegliere Throughput - Totale. Imposta i filtri che preferisci oppure lascia
vuoto il campo Filtra per. Per Roll up, seleziona "Max" e seleziona "Applicazione" o "Nome". Mostra le 10

applicazioni piu popolari. Visualizza questi dati come grafico a linee e lascia 'asse Y come asse primario.

4. Fare clic su [Salva] per aggiungere questo widget alla dashboard.

E possibile spostare i widget sulla dashboard tenendo premuto il pulsante del mouse in un punto qualsiasi
della parte superiore del widget e trascinandolo in una nuova posizione.

E possibile ridimensionare i widget trascinando I'angolo inferiore destro.
Dopo aver apportato le modifiche, assicurati di [Salvare] la dashboard.

La dashboard finale delle prestazioni della VM avra un aspetto simile a questo:
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Observability / Analyze / VM Optimization / Summary

Filter By = Data Center All v X VirtualCenter IP  All v X Cluster Al v X 9

Summary Hypervisor Decommissioning VM Reclamation

Save 2,228 cores by decommissioning 58 hypervisors & 5‘3 Save 74.8 TiB by reclaiming 343 virtual machines <

©ooo Decommissioning these Hypervisors will reduce your consumption of cores by 27.9% Reclaiming these VMs will reduce your allocated capacity by 8.5%

Top 10 clusters by cores savings opportunities Underutilized capacity (TiB)

o _

DC06/DC06_660_M660._...

DC06/DC06_660_M660._....

DC14/DC14_1460_M146...

DC06/DC06_660_M660._....
DC61/DC61_M6170_HNX...
DC62/DC62_M6270_HCl...
DC62/DC62_M6270_HNX...
DC14/DC14_1460_M146...

Z
>

DC14/DC14_1460_M146...

o

100.00 200.00 300.00 400.00 500.00

i 0 9.77 19.53 29.30 39.06 48.83 5859  68.36
hosts.cpu.savings (cores) capacitytotal (TiB)
Memory Savings (TiB) VvCPU Savings Memory Savings (TiB)
38.9 2,825 8.7
26.8% savings 9.2% savings 8.0% savings
View All Hypervisor Decommissions View All VM Reclamations

Lavorare con le query

Interrogazione di asset e metriche

Interroga le risorse fisiche e virtuali della tua infrastruttura per monitorare le prestazioni,
risolvere i problemi ed eseguire ricerche granulari basate su criteri personalizzati come le
annotazioni. Data Infrastructure Insights consente di eseguire query su diverse tipologie
di risorse—dagli array di storage e host alle applicazioni e alle macchine virtuali—insieme
a metriche di integrazione da Kubernetes, Docker e ONTAP Advanced Data per una
visibilita completa.

Si noti che le regole di annotazione, che assegnano automaticamente annotazioni alle risorse, richiedono una
query che ¢ stata condivisa con tutti. Vedere di seguito per ulteriori informazioni sulla condivisione delle query.

E possibile interrogare le risorse di inventario fisiche o virtuali (e le relative metriche) sul tenant oppure le
metriche fornite con l'integrazione, ad esempio Kubernetes o ONTAP Advanced Data.

Attivita di inventario

Tutti i tipi di asset di inventario (chiamati anche infrastruttura) (storage, switch, VM, Application, ecc.) possono
essere utilizzati in query, widget della dashboard e pagine di destinazione degli asset personalizzate. | campi e
i contatori disponibili per filtri, espressioni e visualizzazione varieranno tra i tipi di asset.

Metriche di integrazione

Oltre a eseguire query sulle risorse di inventario e sulle relative metriche di prestazioni, & possibile eseguire
query anche sulle metriche dei dati di integrazione, come quelle generate da Kubernetes o Docker, o fornite
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con ONTAP Advanced Metrics.

on T -
on aggt

netapp ontap.ageregaie

netapp _oniap.resource_headroom_agpr

Condivisione delle query

Controlla 'accesso alle tue query scegliendo chi puo visualizzarle e modificarle. Per impostazione predefinita,
le nuove query sono private e visibili solo a te e puoi scegliere di condividerle con utenti specifici o con I'intera
organizzazione con livelli di autorizzazione flessibili (Sola lettura o Modifica).

Puoi scegliere di condividere la query con Everyone o con utenti selezionati, con autorizzazioni di modifica o di
sola lettura.

@ Gli utenti con autorizzazione Account Owner possono visualizzare tutte le query,
indipendentemente dall'impostazione della privacy.

Creazione di query

Le query consentono di cercare le risorse del tenant a livello granulare, consentendo di
filtrare i dati desiderati e ordinare i risultati a proprio piacimento.

Ad esempio, & possibile creare una query per volumi, aggiungere un filtro per trovare specifici archiviazioni
associati ai volumi selezionati, aggiungere un altro filtro per trovare una specifica annotazione come "Livello 1"
sulle archiviazioni selezionate e infine aggiungere un altro filtro per trovare tutte le archiviazioni con /OPS -
Lettura (I0/s) maggiore di 25. Una volta visualizzati i risultati, & possibile ordinare le colonne di informazioni
associate alla query in ordine crescente o decrescente.

Nota: quando viene aggiunto un nuovo raccoglitore di dati che acquisisce risorse o vengono effettuate
assegnazioni di annotazioni o applicazioni, & possibile eseguire query su tali nuove risorse, annotazioni o
applicazioni solo dopo che le query sono state indicizzate. L’indicizzazione avviene a intervalli regolari
programmati o durante determinati eventi, ad esempio I'esecuzione di regole di annotazione.
Creare una query € molto semplice:

1. Vai a Query > *+Nuova query.

2. Dall’elenco "Seleziona...", seleziona il tipo di oggetto per il quale desideri effettuare la query. Puoi scorrere
I'elenco oppure iniziare a digitare per trovare piu rapidamente cid che stai cercando.

Elenco di scorrimento:
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awesome site [ All Queries /| New Query

|select... v

agent.node
agent.node_diskio
agent.node_fs
agent.node_net
Application
DataStore

Dizk

Fabric

GenericDevice

Digita per cercare:

on aggr v
neiapp_ontap.ageregaie

netapp_ontap.resource_headroom_ager

Puoi aggiungere filtri per restringere ulteriormente la tua query cliccando sul pulsante + nel campo Filtra per.
Raggruppa le righe per oggetto o attributo. Quando si lavora con dati di integrazione (Kubernetes, ONTAP
Advanced Metrics, ecc.), & possibile raggruppare in base a piu attributi, se lo si desidera.
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netapp_ontap.aggregate

FilterBy - cluster_name

Group aggr_name X

5 items found

ci-

L

<3

aggr_name cp_read_blocks cluster_name |
oci02sat0 0.5% oci-phonehome
ocid2satl 0.15 oci-phonehome
oci02sat2 212.64 oci-phonehome
oci01sat0 0.39 oci-phonehome
oci0lsatl 48.85 oci-phonehome

L’elenco dei risultati della query mostra un numero di colonne predefinite, a seconda del tipo di oggetto
cercato. Per aggiungere, rimuovere o modificare le colonne, fare clic sull'icona dell’ingranaggio a destra della
tabella. Le colonne disponibili variano in base al tipo di risorsa/metrica.

netapp_ontap.aggregate v
Filter By
Group aggr_name X -
aggr_name cp_read_blocks agent_version T -
|_| show Selected Only
aggr0_optimus_02 172 Apache-HttpClien'
agent_version
agerl_optimus_02 408.84 Apache-HttpClient
|_| aggr_name
ocinaneqal_04_ager0 6.19 Apache-HupClient
] cluster_location
ocinanegal_03_agerl 8.48 Apache-HttpClien!
cluster_name
oci02satd 1.04 Apache-HttpClien'

[_] cluster_serial_number

|| cluster_version

Guardalo in azione

"Esplora e analizza con le query in Data Infrastructure Insights (video)"

Scelta di aggregazione, unita, formattazione condizionale

Aggregazione e unita

Per le colonne "valore", &€ possibile perfezionare ulteriormente i risultati della query scegliendo il modo in cui
vengono aggregati i valori visualizzati e selezionando le unita in cui tali valori vengono visualizzati. Per
accedere a queste opzioni, selezionare il menu "tre punti" nell’langolo superiore di una colonna.
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143 ftems found

agent.node_diskio T io_time (ms) n

nvmeldnl 20,604,960.00 "
gl v Aggregation

mvmelni 26,184,970.00 Group By Avg -
nvme0dni 4,642,684.00 Time Aggregate By Last v
mymednl 31,5918,988.00

* Unit Displa
nvmednl 29,258,256.00 s

Base Unit milli (
nvme0nl 18,022,164.00 millisecond {ms|

Displayed In millisecond (ms) v
nvmealdnl 28,483,300.00
Ll G0 f=5,016.00 ~ Conditional Formatting Reset
nvmednl 15,8932,780.00 Ifvalueis > [Greater than) hd
nvme0ni 44,169,696.00 A Warning Optiona ms
nvme0ni 12,138,928.00 © Critical Optiona ms
mymelnl 5,234,528.00

? Rename Column
nvmednl 34,260,552.00

Unita

E possibile selezionare le unita in cui visualizzare i valori. Ad esempio, se la colonna selezionata mostra la
capacita grezza e i valori sono mostrati in GiB, ma si preferisce visualizzarli in TiB, € sufficiente selezionare TiB
dal menu a discesa Visualizzazione unita.

Aggregazione

Allo stesso modo, se i valori mostrati sono aggregati dai dati sottostanti come "Media", ma si preferisce
mostrare la somma di tutti i valori, selezionare "Somma" dal menu a discesa Raggruppa per (se si desidera
che i valori raggruppati mostrino le somme) o dal menu a discesa Aggregazione temporale per (se si desidera
che i valori di riga mostrino le somme dei dati sottostanti).

E possibile scegliere di aggregare i punti dati raggruppati in base a Media, Max, Min o Somma.

E possibile aggregare i dati delle singole righe in base a Media, Ultimo punto dati acquisito, Massimo, Minimo
o Somma.

Formattazione condizionale

La formattazione condizionale consente di evidenziare le soglie di livello di avviso e di livello critico nell’elenco
dei risultati della query, offrendo visibilita immediata ai valori anomali e ai punti dati eccezionali.
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143 items found

Metrice & Altributes

agent.node_diskio T io_time (sec) E
nvmeldnl .
> Aggregation
nvmelnl
> Unit Display
nvrmednd 4,642.68
v Conditional Formatting Reset
Ifvalue is > (Greater than) v
nvmegdnl
A Warning 10000 sec
nvmelnl
@ critical 20000 sec

nvmelnl

nvmednl > Rename Column

nvmednl

La formattazione condizionale viene impostata separatamente per ogni colonna. Ad esempio, € possibile
scegliere un set di soglie per una colonna di capacita e un altro set per una colonna di produttivita.

Rinomina colonna

Rinominando una colonna si modifica il nome visualizzato nell’elenco dei risultati della query. Il nome della
nuova colonna viene visualizzato anche nel file risultante se si esporta I'elenco delle query in formato .CSV.

Salva
Dopo aver configurato la query in modo da visualizzare i risultati desiderati, puoi fare clic sul pulsante Salva
per salvare la query per un utilizzo futuro. Dategli un nome significativo e unico.

Ulteriori informazioni sul filtraggio

Caratteri jolly ed espressioni

Quando si filtrano valori di testo o di elenco in query o widget della dashboard, quando si inizia a digitare viene
presentata I'opzione per creare un filtro con caratteri jolly in base al testo corrente. Selezionando questa
opzione verranno restituiti tutti i risultati che corrispondono all’espressione jolly. E anche possibile creare
espressioni utilizzando NOT o OR, oppure selezionare I'opzione "Nessuno" per filtrare i valori nulli nel campo.

kubernetes.pod v
Filter By - pod_name | ingest v X Bd @
Group pod_name “l Create wildcard containing "ingest”

ci-service-datalake-ingestion-85b5bdfded-2gbwr

service-foundation-ingest-767dfd5bfc-vxd5p

71 items found
Mone
Table Row Grouping
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| filtri basati su caratteri jolly o espressioni (ad esempio NOT, OR, "Nessuno", ecc.) vengono visualizzati in blu
scuro nel campo filtro. Gli elementi selezionati direttamente dall’elenco vengono visualizzati in azzurro.

ci-service-audit-5F775dd975-bride X

X v X EdO

kubernetes.pod v
Filter By = pod_name
Group pod_name X

3 items found

pod_name

ci-service-audit-5f775dd975-brfdc

v

ci-service-datalake-ingestion-85b5bdfded-2gbwr

service-foundation-ingest-767dfd5bfc-vxd5p

Si noti che il filtro con caratteri jolly ed espressioni funziona con testo o elenchi, ma non con valori numerici,

date o valori booleani.

Filtri di affinamento

Per affinare il filtro puoi usare quanto segue:

Filtro

* (Asterisco)

? (punto interrogativo)

NON

Nessuno
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Cosa fa

Esempio

ti permette di cercare tutto vol*rhel

consente di cercare un
numero specifico di
caratteri

consente di specificare piu FAS2240 O CX600 O

entita

consente di escludere il
testo dai risultati della
ricerca

cerca valori NULL in tutti i
campi

BOS-PRD??-S12

FAS3270

NON EMC*

Nessuno

Risultato

restituisce tutte le risorse
che iniziano con "vol" e
finiscono con "rhel"

restituisce BOS-PRD172
-S12, BOS-PRD23-S12 e
cosi via

restituisce uno qualsiasi
tra FAS2440, CX600 o
FAS3270

restituisce tutto cid che
non inizia con "EMC"

restituisce risultati in cui il
campo di destinazione &
vuoto



Non * cerca valori NULL nei Non * restituisce risultati in cui il
campi solo testo campo di destinazione &
vuoto

Se si racchiude una stringa di filtro tra virgolette doppie, Insight considera tutto cio che si trova tra la prima e
I'ultima virgoletta come una corrispondenza esatta. Tutti i caratteri speciali o gli operatori all’interno delle
virgolette verranno trattati come valori letterali. Ad esempio, filtrando per "*" si otterranno risultati che sono un
asterisco letterale; in questo caso I'asterisco non verra trattato come un carattere jolly. Anche gli operatori OR
e NOT verranno trattati come stringhe letterali se racchiusi tra virgolette doppie.

Filtraggio per valori booleani

Quando si filtra un valore booleano, potrebbero essere presentate le seguenti opzioni di filtraggio:

* Qualsiasi: restituira tutti i risultati, compresi i risultati impostati su "Si", "No" o non impostati affatto.

« Si: Restituisce solo risultati "Si". Si noti che DIl mostra "Si" come segno di spunta nella maggior parte delle
tabelle. | valori possono essere impostati su "True", "On", ecc.; DIl li tratta tutti come "Si".

* No: restituisce solo risultati "No". Si noti che DIl mostra "No" come una "X" nella maggior parte delle
tabelle. | valori possono essere impostati su "Falso", "Off", ecc.; DIl li tratta tutti come "No".

* Nessuno: restituisce solo i risultati in cui il valore non & stato impostato. Chiamati anche valori "Null".

Cosa devo fare ora che ho i risultati della query?

Le query rappresentano un modo semplice per aggiungere annotazioni o assegnare applicazioni alle risorse.
Tieni presente che puoi assegnare applicazioni o annotazioni solo alle risorse del tuo inventario (disco,
archiviazione, ecc.). Le metriche di integrazione non possono accettare assegnazioni di annotazioni o
applicazioni.

Per assegnare un’annotazione o un’applicazione alle risorse risultanti dalla query, seleziona semplicemente
la/le risorsale utilizzando la colonna delle caselle di controllo a sinistra della tabella dei risultati, quindi fai clic
sul pulsante Azioni in blocco a destra. Scegli 'azione desiderata da applicare alle risorse selezionate.

Volume v
Filter By - Name Any x
Query Results (5) Bulk Actions ¥
Add Annotation
B Name T Storage Pools Capacity - Raw (GB) Mapped Ports

Remove Annotation
N/A

Add Application

NfA
Remove Application
N/A USIWINGOWS_ZUURS
N/A 0S:windows
L:sjimmylscsiifv... ocinaneqal-0l:spectraaggrl N/A OS:linux

Le regole di annotazione richiedono una query

Se stai configurando"Regole di annotazione" , ogni regola deve avere una query sottostante con cui lavorare.
Ma come hai visto sopra, le query possono essere ampie o ristrette, a seconda delle tue esigenze.
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task_create_annotation_rules.html

Visualizzazione delle query

Puoi visualizzare le tue query per monitorare le tue risorse e modificare il modo in cui le
query visualizzano i dati relativi alle tue risorse.

Passi
1. Accedi al tuo tenant Data Infrastructure Insights .

2. Fare clic su Query e selezionare Mostra tutte le query. E possibile modificare la modalita di
visualizzazione delle query eseguendo una delle seguenti operazioni:

3. E possibile immettere del testo nella casella filtro per cercare di visualizzare query specifiche.

4. E possibile modificare I'ordinamento delle colonne nella tabella delle query in crescente (freccia su) o
decrescente (freccia giu) facendo clic sulla freccia nell'intestazione della colonna.

5. Per ridimensionare una colonna, passa il mouse sull'intestazione della colonna finché non appare una
barra blu. Posiziona il mouse sulla barra e trascinalo verso destra o verso sinistra.

6. Per spostare una colonna, fare clic sull’intestazione della colonna e trascinarla verso destra o verso
sinistra.

Quando scorri i risultati della query, tieni presente che potrebbero cambiare poiché Data Infrastructure Insights
interroga automaticamente i tuoi raccoglitori di dati. Cid potrebbe comportare la mancanza di alcuni articoli o la
loro visualizzazione fuori ordine, a seconda di come sono ordinati.

Esportazione dei risultati della query in un file .CSV

E possibile esportare i risultati di qualsiasi query in un file .CSV, che consentira di
analizzare i dati o di importarli in un’altra applicazione.

Passi

1. Accedi a Data Infrastructure Insights.

2. Fare clic su Query e selezionare Mostra tutte le query.
Viene visualizzata la pagina Query.

3. Fare clic su una query.

4. Clici per esportare i risultati della query in un file .CSV.

@ L'esportazione in formato .CSV & disponibile anche nel menu "tre punti" nei widget delle tabelle
della dashboard e nella maggior parte delle tabelle delle landing page.

Esportazione asincrona

L'esportazione dei dati in formato .CSV puo richiedere da pochi secondi a diverse ore, a seconda della
quantita di dati da esportare. Data Infrastructure Insights esporta tali dati in modo asincrono, cosi puoi
continuare a lavorare mentre il file .CSV viene compilato.

Visualizza e scarica le tue esportazioni .CSV selezionando l'icona "Campana" nella barra degli strumenti in alto
a destra.
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Tenant Name .
Q Standard QA Main ﬁ ‘ (7] 9 Tony Lavoie ¥

4 CSVDownloads (1)

@ query_export_disk_1748360447802.csv is Ready to Download ~

Size: 13.29 KiB
Initiated: 05/27/2025 11:40:47 AM
Ready: 05/27/2025 11:40:48 AM

‘ Download

Just now

| dati esportati rifletteranno il filiro corrente, le colonne e i nomi delle colonne visualizzati.

Virgole nei nomi delle risorse

Nota: quando nel nome di una risorsa € presente una virgola, 'esportazione racchiude il nome tra virgolette,
preservando il nome della risorsa e il formato .csv corretto.

Formato dell’ora o non formato dell’ora?

Quando si apre un file .CSV esportato con Excel, se si ha un nome di oggetto o un altro campo nel formato
NN:NN (due cifre seguite da due punti seguiti da altre due cifre), Excel a volte interpretera quel nome come un
formato Ora, anziché come un formato Testo. Cid pud comportare la visualizzazione di valori errati in tali
colonne da parte di Excel. Ad esempio, un oggetto denominato "81:45" verrebbe visualizzato in Excel come
"81:45:00".

Per ovviare a questo problema, importa il file .CSV in Excel seguendo i passaggi seguenti:

1. Apri un nuovo foglio in Excel.

Nella scheda "Dati", seleziona "Da testo".

Individua il file .CSV desiderato e fai clic su "Importa".

Nella procedura guidata di importazione, seleziona "Delimitato” e fai clic su Avanti.
Selezionare "Virgola" come delimitatore e fare clic su Avanti.

Selezionare le colonne desiderate e scegliere "Testo" come formato dei dati della colonna.

S L T

Fare clic su Fine.

Gli oggetti dovrebbero essere visualizzati in Excel nel formato corretto.

Modifica o eliminazione di una query

E possibile modificare i criteri associati a una query quando si desidera modificare i criteri
di ricerca per le risorse su cui si sta eseguendo la query.
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Modifica di una query

Passi
1. Fare clic su Esplora e selezionare Tutte le query metriche.

Viene visualizzata la pagina Query.

2. Fare clic sul nome della query

3. Per aggiungere un criterio alla query, fare clic sull'icona Colonne e selezionare una metrica o un attributo
dall’elenco.

Dopo aver apportato tutte le modifiche necessarie, procedere in uno dei seguenti modi:

* Fare clic sul pulsante Salva per salvare la query con il nome utilizzato inizialmente.

 Fare clic sul menu a discesa accanto al pulsante Salva e selezionare Salva con nome per salvare la
query con un altro nome. Cid non sovrascrive la query originale.

* Fare clic sul menu a discesa accanto al pulsante Salva e selezionare Rinomina per modificare il nome
della query utilizzato inizialmente. Cio sovrascrive la query originale.

* Fare clic sul menu a discesa accanto al pulsante Salva e selezionare Ignora modifiche per ripristinare la
query alle ultime modifiche salvate.

Eliminazione di una query

Per eliminare una query, fare clic su Query e selezionare Mostra tutte le query, quindi eseguire una delle
seguenti operazioni:

1. Fare clic sul menu "tre punti" a destra della query e fare clic su Elimina.
2. Fare clic sul nome della query e selezionare Elimina dal menu a discesa Salva.
Assegnazione di piu applicazioni o rimozione di piu applicazioni dalle risorse

E possibile assegnare pil"applicazioni" aggiungere o rimuovere pit applicazioni dalle
risorse utilizzando una query anziché doverle assegnare o rimuovere manualmente.

@ Puoi usare questi passaggi per aggiungere o rimuovere"annotazioni" allo stesso modo.
Prima di iniziare
Devi aver gia creato una query che trovi tutte le risorse che vuoi modificare.

Passi
1. Fare clic su Esplora e selezionare Query metriche.

Viene visualizzata la pagina Query.
2. Fare clic sul nome della query che trova le risorse.
Viene visualizzato I'elenco delle risorse associate alla query.

3. Selezionare le risorse desiderate nell’elenco oppure fare clic sulla casella di controllo in alto per
selezionare Tutto.
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task_create_application.html
task_defining_annotations.html

Viene visualizzato il menu a discesa Azioni in blocco.

4. Per aggiungere un’applicazione alle risorse selezionate, fare clic su Azioni in blocco e selezionare
Aggiungi applicazione.

5. Selezionare una o piu applicazioni.
E possibile selezionare piu applicazioni per host, volumi interni, gtree e macchine virtuali; tuttavia, &
possibile selezionare una sola applicazione per un volume o una condivisione.

6. Fare clic su Salva.

7. Per rimuovere un’applicazione assegnata alle risorse, fare clic su Azioni in blocco e selezionare Rimuovi
applicazione.

8. Seleziona l'applicazione o le applicazioni che desideri rimuovere.
9. Fare clic su Elimina.
Tutte le nuove applicazioni assegnate sovrascrivono tutte le applicazioni sulla risorsa derivate da un’altra

risorsa. Ad esempio, i volumi ereditano le applicazioni dagli host e quando a un volume vengono assegnate
nuove applicazioni, la nuova applicazione ha la precedenza sull’applicazione derivata.

Dopo aver fatto clic su Salva per un’aggiunta in blocco o su Rimuovi per un’eliminazione in blocco, Data
Infrastructure Insights ti informa che I'azione richiedera del tempo. Puoi ignorare questo messaggio; I'azione
continuera in background.

Per ambienti con grandi quantita di risorse correlate, I'ereditarieta delle assegnazioni delle
applicazioni a tali risorse potrebbe richiedere diversi minuti. Se si hanno molti beni correlati, si
prega di attendere piu tempo affinché I'eredita avvenga.

Copia dei valori della tabella

E possibile copiare i valori delle tabelle negli appunti per utilizzarli nelle caselle di ricerca
o in altre applicazioni.

Informazioni su questo compito

Esistono due metodi per copiare i valori dalle tabelle o i risultati delle query negli appunti.

Passi

1. Metodo 1: evidenziare il testo desiderato con il mouse, copiarlo e incollarlo nei campi di ricerca o in altre
applicazioni.

2. Metodo 2: per i campi a valore singolo, passa il mouse sopra il campo e fai clic sull'icona degli appunti che
appare. |l valore viene copiato negli appunti per essere utilizzato nei campi di ricerca o in altre applicazioni.

Si noti che con questo metodo € possibile copiare solo i valori che sono collegamenti ad asset. Solo i
campi che includono valori singoli (ad esempio quelli non elencati) hanno l'icona di copia.

Esploratore di log

Data Infrastructure Insights Log Explorer € un potente strumento per interrogare i log di
sistema. Oltre ad agevolare le indagini, € anche possibile salvare una query di registro in
un Monitor per ricevere avvisi quando vengono attivati specifici trigger di registro.
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Per iniziare a esplorare i log, fare clic su Query log > +Nuova query log.

Selezionare un registro disponibile dall’elenco.

®

|select...

logs.kubernetes

logs.kubernetezevents

logs.netapp.ems

logs.ontapems

logs.syslog

| tipi di log disponibili per le query possono variare in base al’ambiente. Nel tempo potrebbero
essere aggiunti altri tipi di log.

E possibile impostare filtri per perfezionare ulteriormente i risultati della query. Ad esempio, per trovare tutti i
messaggi di registro che indicano un errore, impostare un filtro per i Messaggi contenenti la parola "errore".

Puoi iniziare a digitare il testo desiderato nel campo filtro; Data Infrastructure Insights ti chiedera
di creare una ricerca con caratteri jolly contenente la stringa mentre digiti.

| risultati vengono visualizzati in un grafico che mostra il numero di istanze di registro in ciascun periodo di
tempo mostrato. Sotto il grafico si trovano le voci di registro stesse. Il grafico e le voci si aggiornano
automaticamente in base all’intervallo di tempo selezionato.

logs.netapp.ems

Filter By - message

Log Entries
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timestamp

10/21/2021 10:55:39 AM

10/21/2021 10:55:39 AM

10/21/2021 10:54:40 AM

! All Log Queéries
/ All Log Queries /

-

source

agent:EmsCollector;cluster:add
561f7-7a66-112-9699-
123478563412;n0de:885d3681-
T9d0-11e2-85a3-811faf325091;

agent:EmsCollector;cluster:add
561f7-7a66-112-5695-
123478563412;node:880d3681-
79d0-11e2-85a3-811faf325001;

agent:EmsCollector;cluster:add
561f7-7a66-112-9699-
123478563412;node:9zc4fbd1-
79d0-11e2-b141-
417dR3ecf407:

@© Last3Hours - 0O m

v X @ Create a Log Monitor

Bucket: 5 minutes

Last updated 10/21/2021 11:04:56 AM {"}
message

monitor.chassisPowerSupply.degraded: Chassis power supply 1 1s degraded: PSU1 Power Output has failed
menitor.chassisPowerSupply.degraded: Chassis power supply 11s degraded: PSUL has failed

monitor.chassisPowerSupply.degraded: Chassis power supply 11s degraded: PSU1 Power Output has failed



Filtraggio
Includi / Escludi

Quando si filtrano i log, & possibile scegliere di includere (ad esempio "Filtra per") o escludere le stringhe
digitate. Le stringhe escluse vengono visualizzate nel filtro completato come "NOT <stringa>".

logs.netapp.ems v
Filter By - ems.ems_message_type | |All v X
- - (O Filterto @ Exclude e
query expre y MR L
app.log.info '
Chart: Group By - All app.log.notice
arw.vserver.state
4k

| filtri basati su caratteri jolly o espressioni (ad esempio NOT, OR, "Nessuno", ecc.) vengono visualizzati in blu

scuro nel campo filtro. Gli elementi selezionati direttamente dall’elenco vengono visualizzati in azzurro.

@ In qualsiasi momento puoi cliccare su Crea un Log Monitor per creare un nuovo Monitor basato
sul filtro corrente.

Filtraggio avanzato

Quando si filtrano valori di testo o di elenco in query o widget della dashboard, quando si inizia a digitare viene

presentata 'opzione per creare un filtro con caratteri jolly in base al testo corrente. Selezionando questa
opzione verranno restituiti tutti i risultati che corrispondono all’espressione jolly. E anche possibile creare
espressioni utilizzando NOT, AND o OR, oppure selezionare I'opzione "Nessuno" per filtrare i valori nulli.

Assicurati di salvare la tua query in anticipo e spesso mentre crei il tuo filtro. Le query avanzate
sono immissioni di stringhe "in formato libero" e potrebbero verificarsi errori di analisi durante la
compilazione.

Diamo un’occhiata a questa immagine dello schermo che mostra i risultati filtrati per una query avanzata del
registro logs.kubernetes.event. In questa pagina succedono molte cose, come spiegato sotto I'immagine:
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Customer-System / Observability / All Log Queries /| Advanced Query Example @© Aug ﬁf’zozs -Aug 26, 2023

10:15 AM

B Save |"

logs.kubernetes.event ¥ Create a Log Monitor

Filter By @ Need Help?

(reason:™failed™ AND MOT reason:FailedMount} AND [metadata.namespacermonitoring® AND NOT {metadata.namespace:"cm-monitoring” OR X X

metadata.namespace:"eg-monitoring”}) ;.

Chart; Group By source X v | | Show Top v 10 v Show Others
@ Reset Zoom | Bucket: 30 minutes
B
4 -
. N "I N I
| | | | |
| | | |
4:00 AM  5:00AM  3:00 AM T0:00 12:00PM 2:00PM  4:00PM &00PM  B:0GPM 10:00 PM  Aug 26 2:00 AM  4:00 AM 600 AM  B:00AM  T10:00
AM AM
Legend
Log Entries @ Last updated 08/20/2023 9:54:13 AM (&)
timestamp source message metadata.namespace T reason
08/26/2023 8:40:28 AM kubernetes_clusterieg- Error: context deadline k3s-cm-monitoring Failed =
stream;namespace:33594- excesded
monitoring;pod_name:event-
exporter-5db&7db9%5-bxmki;
08/26/2023 8:40:28 AM kubernetes_clusterieg- Error: context deadline k3s-cm-monitoring Failed
stream;namespace:ph- excesded
monitoring:pod_name:event-
exporter-c4446976c-jxrdc;
NAMARINIZ R-AN-20 AM kihernetes rlistereo- Frenes failad tn recene k3s-rm-mnnitnring Failer

1. Questa stringa di query avanzata filtra per quanto segue:

o Filtra le voci di registro con un motivo che include la parola "failed", ma non nulla con il motivo specifico
"FailedMount".

o Includere tutte le voci che includono anche un metadata.namespace contenente la parola "monitoring",
ma escludere gli spazi dei nomi specifici di "cm-monitoring" o "eg-monitoring".

Si noti che nel caso sopra, poiché sia "cm-monitoring" che "eg-monitoring" contengono un trattino ("-"),
le stringhe devono essere racchiuse tra virgolette doppie, altrimenti verra visualizzato un errore di
analisi. Le stringhe che non includono trattini, spazi, ecc. non devono essere racchiuse tra virgolette. In
caso di dubbi, prova a mettere la stringa tra virgolette.

2. I risultati del filtro corrente, inclusi tutti i valori "Filtra per" E il filtro Query avanzata, vengono visualizzati
nell’elenco dei risultati. L'elenco pud essere ordinato in base a qualsiasi colonna visualizzata. Per
visualizzare colonne aggiuntive, seleziona I'icona "ingranaggio”.

3. Il grafico & stato ingrandito per mostrare solo i risultati del log che si sono verificati in un intervallo di tempo
specifico. Lintervallo di tempo mostrato qui riflette il livello di zoom corrente. Selezionare il pulsante
Reimposta zoom per ripristinare il livello di zoom all’intervallo di tempo corrente Data Infrastructure Insights

4. | risultati del grafico sono stati raggruppati in base al campo source. |l grafico mostra i risultati in ogni
colonna raggruppati per colore. Passando il mouse su una colonna del grafico verranno visualizzati alcuni
dettagli sulle voci specifiche.
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900 10:00 1100  12:00 1:00 2:00 3:00 4:00 5
AM AM AM P PM P P P

Friday 08/25/2023 03:51:00 AM

. kubernetes_clustervanillaZza;namespaceidocker- 1 33.33%
monitoring;pod_name:event-exporter-
Td465bbf3b-8bzqt:

. kubernetes_clusterivanillaZs:namespace:es- 1 33.33%
monitoring;pod_name:event-exporter-
Tcdchaa6da-xdImb:
kubernetes_clustervanillaZs:namespaceioc-k3s- 1 33.33%
monitoring;pod_name:event-exporter-
99d5fcfds-lbgaa;
Total 3

Filtri di affinamento

Per affinare il filtro puoi usare quanto segue:

Filtro Cosa fa

* (Asterisco) ti permette di cercare tutto

? (punto interrogativo) consente di cercare un numero specifico di caratteri
O consente di specificare piu entita

NON consente di escludere il testo dai risultati della ricerca
Nessuno cerca valori NULL in tutti i campi

Non * cerca valori NULL nei campi solo testo

Se si racchiude una stringa di filtro tra virgolette doppie, Insight considera tutto cid che si trova tra la prima e
l'ultima virgoletta come una corrispondenza esatta. Tutti i caratteri speciali o gli operatori all'interno delle
virgolette verranno trattati come valori letterali. Ad esempio, filtrando per "*" si otterranno risultati che sono un
asterisco letterale; in questo caso I'asterisco non verra trattato come un carattere jolly. Anche gli operatori OR
e NOT verranno trattati come stringhe letterali se racchiusi tra virgolette doppie.

E possibile combinare un filtro semplice con un filtro di query avanzato; il filtro risultante & un "AND" dei due.

La legenda del grafico

Anche la Legend sotto il grafico riserva qualche sorpresa. Per ogni risultato (in base al filtro corrente) mostrato
nella Legenda, hai la possibilita di visualizzare solo i risultati per quella riga (Aggiungi filtro) oppure di
visualizzare tutti i risultati NON per quella riga (Aggiungi filtro di esclusione). Il grafico e I'elenco delle voci di
registro vengono aggiornati per mostrare i risultati in base alla selezione effettuata. Per rimuovere questo filtro,
aprire nuovamente la Legenda e selezionare la [X] per cancellare il filtro basato sulla Legenda.
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Legend

B Lubemnetes_clustervanil = .= 5 27.78% =
la25;namespace:docker-
monitoring;pod_name:e
vent-exporter-
Td468bbfsb-8bzqt; L

Add Filter

B kubemnetes_cluster:vanil = = 5 27.78%
laZ5;namespaceieg-
monitoring;pod_name:e
vent-exporter-
Tocdcbsgede-xd9mbs;

B kubernetes_cluster:vanil = = 3 16.67%
la25;namespaceroc-k3s-
monitoring;pod_name:e

Y Y el

Dettagli del registro

Facendo clic in un punto qualsiasi di una voce del registro nell’elenco, si aprira un riquadro dei dettagli per
quella voce. Qui puoi trovare maggiori informazioni sull’evento.

Fare clic su "Aggiungi filtro" per aggiungere il campo selezionato al filtro corrente. L'elenco delle voci del
registro verra aggiornato in base al nuovo filtro.

Si noti che alcuni campi non possono essere aggiunti come filtri; in questi casi, I'icona Aggiungi filtro non &
disponibile.
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Log Details

timestamp

09/20/2021 9:03:36 PM

message

2021-09-20T15:33:36Z E! [processors.execd] stderr: "Total time to process
mountstats file: /hostfs/proc/1/mountstats, was: 05"

it

node_name:

50urce:

Lype:

=] Kubernetes

227814532095936770

ci-auto-dsacqg-insights-1.cloudinsi ghum
dev.netapp.com E
telegraf-ds-dfce5

logs.kubernetes

kubernetes.anno  telegraf-hostaccess
tations.openshift
JO_SCC:

kubernetes.cont «ci-
ainer_hash: registry.nane.openenglab.netapp.com:

fM77 Iraloorafifichad RA-NNhABa Trr TR ¢

Risoluzione dei problemi

Qui troverete suggerimenti per la risoluzione dei problemi relativi alle query di registro.

Problema:

Non vedo messaggi di "debug" nella mia query di

registro

Prova questo:

Identificazione dei dispositivi inattivi

| messaggi del registro di debug non vengono raccolti.
Per acquisire i messaggi desiderati, modifica la
gravita del messaggio in livello informativo, errore,
avviso, emergenza O avviso.

Identificare le risorse di cui si dispone e chi le utilizza € fondamentale per "dimensionarle

correttamente” e liberare infrastrutture inutilizzate. E possibile riassegnare o dismettere
facilmente le risorse sottoutilizzate ed evitare acquisti non necessari.

Per identificare le risorse inattive, attenersi alla seguente procedura.

Passi

* Vai su Osservabilita > Esplora — +Nuova query metrica.

e Selezionare Archiviazione dal menu a discesa.
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* Fare clic sullingranaggio e aggiungere isActive come colonna.

Le righe che mostrano un segno di spunta sono attive. "X" indica i dispositivi inattivi.

Per rimuovere i dispositivi inattivi, seleziona semplicemente i dispositivi da rimuovere e nel menu a discesa
Azioni in blocco seleziona Elimina dispositivi inattivi.

Approfondimenti

Approfondimenti

Gli approfondimenti consentono di analizzare aspetti quali I'utilizzo delle risorse e il modo
in cui influisce su altre risorse, oppure di effettuare analisi del tempo di utilizzo completo.

Sono disponibili numerosi approfondimenti. Vai su Dashboard > Approfondimenti per iniziare a esplorare.
Puoi visualizzare gli Approfondimenti attivi (in corso di elaborazione) nella scheda principale, oppure gli
Approfondimenti inattivi nella scheda Approfondimenti inattivi. Gli Insight inattivi sono quelli che erano
precedentemente attivi ma che non si verificano piu.

Tipi di intuizione
Risorse condivise sotto stress

| carichi di lavoro ad alto impatto possono ridurre le prestazioni di altri carichi di lavoro in una risorsa condivisa.
Cio mette sotto stress la risorsa condivisa. Data Infrastructure Insights fornisce strumenti che ti aiutano a
esaminare la saturazione delle risorse e I'impatto sul tuo tenant."Saperne di piu"

Gli spazi dei nomi di Kubernetes stanno esaurendo lo spazio

Kubernetes Namespaces Running Out of Space Insight fornisce una panoramica dei carichi di lavoro sui
namespace Kubernetes che rischiano di esaurire lo spazio, con una stima del numero di giorni rimanenti prima
che ogni spazio si riempia."Saperne di piu"

Reclaim ONTAP Cold Storage

Reclaim ONTAP Cold Storage Insight fornisce dati sulla capacita di raffreddamento, sui potenziali risparmi in
termini di costi/energia e sulle azioni consigliate per i volumi sui sistemi ONTAP ."Saperne di piu"

Questa € una funzionalita di Anteprima e potrebbe cambiare nel tempo man mano che vengono
apportati miglioramenti. "Saperne di piu" Informazioni sulle funzionalita di Data Infrastructure
Insights Preview.

Approfondimenti: risorse condivise sotto stress

| carichi di lavoro ad alto impatto possono ridurre le prestazioni di altri carichi di lavoro in
una risorsa condivisa. Cio mette sotto stress la risorsa condivisa. Data Infrastructure
Insights fornisce strumenti che ti aiutano a esaminare la saturazione delle risorse e
'impatto sul tuo tenant.
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Terminologia

Quando si parla di carico di lavoro o di impatto sulle risorse, le seguenti definizioni sono utili.

Un carico di lavoro impegnativo € un carico di lavoro che attualmente € identificato come avente un impatto
su altre risorse nel pool di archiviazione condiviso. Questi carichi di lavoro determinano IOPS piu elevati (ad
esempio), riducendo gli IOPS nei carichi di lavoro interessati. | carichi di lavoro impegnativi sono talvolta
chiamati carichi di lavoro ad alto consumo.

Un carico di lavoro interessato € un carico di lavoro che € influenzato da un carico di lavoro ad alto consumo
nel pool di archiviazione condiviso. Questi carichi di lavoro presentano IOPS ridotti e/o latenza piu elevata,
causati dai carichi di lavoro impegnativi.

Si noti che se Data Infrastructure Insights non ha rilevato il carico di lavoro di elaborazione principale, il volume
o il volume interno stesso verra riconosciuto come carico di lavoro. Cio vale sia per i carichi di lavoro
impegnativi che per quelli con impatto.

Saturazione delle risorse condivise ¢ il rapporto tra IOPS impattanti e baseline.

Baseline & definito come il punto dati massimo riportato per ciascun carico di lavoro nell’ora immediatamente
precedente la saturazione rilevata.

Si verifica una contesa o una saturazione quando si determina che gli IOPS stanno influenzando altre risorse
o carichi di lavoro nel pool di archiviazione condiviso.

Carichi di lavoro impegnativi

Per iniziare a esaminare i carichi di lavoro impegnativi e interessati nelle risorse condivise, fare clic su
Dashboard > Approfondimenti e selezionare I'approfondimento Risorse condivise sotto stress.

Dashboards Dashboards
Queries + Mew Dashboard
Alert=

Insights
Reports o
Manage Kubernetes Explore

Data Infrastructure Insights visualizza un elenco di tutti i carichi di lavoro in cui € stata rilevata una saturazione.
Si noti che Data Infrastructure Insights mostrera i carichi di lavoro in cui € stata rilevata almeno una risorsa
impegnativa o una risorsa interessata.

Fare clic su un carico di lavoro per visualizzarne la pagina dei dettagli. Il grafico in alto mostra I'attivita sulla
risorsa condivisa (ad esempio, un pool di archiviazione) su cui si verifica la contesa/saturazione.
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'® Shared resource sp-444 was under stress

73 1
'. The 10PS of 1 workload had saturated the shared resource sp-444 and were impacting the performance of 1 other workicad, Z e
Shared Resource & sp-444 @
Utilization (%)
nsrgh Detectec @ | | End of Evant
0o PW ) .
—_—peddd

Di seguito sono riportati due grafici che mostrano i carichi di lavoro impegnativi e i carichi di lavoro che sono
influenzati da tali carichi di lavoro.

Demanding Workloads (1) @
Petentially impacted the shared resource snd other related warkleads

Contributing IOPS «

lops.total (107s)

insight Detected @ | -End of Event

Woikload Curvent Contributing I0PS (10/s) | Change Sinee Detection (10/3s)

B B intematvolume-331 500.00 +130.00

Impacted Workloads (1) @

Impacted by changed workloads on the shared resource

Latency =

latencytotal (ms)
10

| Endof Event

+T0FM 50070 800 FM o BO0FM
Waorkload Current Latency (ms) | Change Since Detection (ms]
W & intemalvolume-332 200,00 +110.00

Sotto ogni tabella & presente un elenco dei carichi di lavoro e/o delle risorse che incidono o sono interessati
dalla contesa. Facendo clic su una risorsa (ad esempio, una VM) si apre una pagina dei dettagli per quella
risorsa. Facendo clic su un carico di lavoro si apre una pagina di query che mostra i pod coinvolti. Tieni
presente che se il collegamento apre una query vuota, potrebbe essere perché il pod interessato non fa piu
parte della contesa attiva. E possibile modificare I'intervallo di tempo della query per visualizzare I'elenco dei
pod in un intervallo di tempo pit ampio o piu mirato.

Cosa posso fare per risolvere il problema della saturazione?

Esistono diversi accorgimenti che puoi adottare per ridurre o eliminare il rischio di saturazione del tuo inquilino.
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Per visualizzarli, espandere il link +Mostra suggerimenti nella pagina. Ecco alcune cose che puoi provare.
» Spostare i consumatori con IOPS elevati

Spostare i carichi di lavoro "avidi" in pool di archiviazione meno saturi. Si consiglia di valutare il livello e la
capacita di questi pool prima di spostare i carichi di lavoro, per evitare costi inutili o ulteriori conflitti.

* Implementare una politica di qualita del servizio (QoS)

L'implementazione di una policy QoS per ogni carico di lavoro per garantire la disponibilita di risorse libere
sufficienti alleviera la saturazione del pool di archiviazione. Questa & una soluzione a lungo termine.

» Aggiungi risorse aggiuntive
Se la risorsa condivisa (ad esempio, Storage Pool) ha raggiunto il punto di saturazione IOPS, I'aggiunta di

dischi pit numerosi o piu veloci al pool garantira la disponibilita di risorse libere sufficienti per alleviare la
saturazione.

Infine, puoi cliccare su Copia collegamento Insight per copiare 'URL della pagina negli appunti e
condividerlo piu facilmente con i colleghi.

Approfondimenti: gli spazi dei nomi di Kubernetes stanno esaurendo lo spazio

Rimanere senza spazio sul proprio inquilino non & mai una bella situazione. Data
Infrastructure Insights ti aiuta a prevedere quanto tempo hai a disposizione prima che i
volumi persistenti di Kubernetes si riempiano.

L'Insight Kubernetes Namespaces Running Out of Space fornisce una panoramica dei carichi di lavoro sui
namespace Kubernetes che rischiano di esaurire lo spazio, con una stima del numero di giorni rimanenti prima

che ogni volume persistente si riempia.

Puoi visualizzare questa Insight andando su Dashboard > Insight.

Kubernetes Namespaces Running Out of Space (3)

Description Estimated Days to Full Workloads at Risk Detected |
1 workload at risk ones 35 1 2 days age
1 workload at risk on manager 24 1 2 days ago
2 workloads at risk on 1 2 2 days ago

cloudinsights

Fare clic su un carico di lavoro per aprire una pagina dettagliata per Insight. In questa pagina vedrai un grafico
che mostra le tendenze della capacita del carico di lavoro e una tabella che mostra quanto segue:

* Nome del carico di lavoro

* Volume persistente interessato

« Tempo previsto per il completamento in giorni

» Capacita di volume persistente
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* Risorsa di archiviazione back-end interessata, con capacita corrente utilizzata rispetto alla capacita totale.
Facendo clic su questo collegamento si aprira la pagina di destinazione dettagliata per il volume backend.

Workloads at risk (2)
[=] Workloads Persistant Volume (pvClaim) Time to Full (Days) J  Persistant Volume Capacity (GiB)  Backend Storage Resource (Capacity Used)
FH multi (1) pvl (pvel) 1 4.00 internal-volume-601 60.00% (3.00/5.00 GiB)
[#] taskmanager (1) pvl (pvel) 1 4.00 internal-volume-601 60.00% (3.00/5.00 GiB)

Cosa posso fare se sto esaurendo lo spazio?

Nella pagina Insight, fare clic su +Mostra suggerimenti per visualizzare le possibili soluzioni. L'opzione piu
semplice quando lo spazio si esaurisce € sempre quella di aggiungere piu capacita. Data Infrastructure
Insights mostra la capacita ottimale da aggiungere per aumentare il tempo di riempimento fino a una
previsione target di 60 giorni. Vengono mostrate anche altre raccomandazioni.

[E] show Recommendations

° Get time to full back up to 60 days by adding more capacity to backend resources
Add to the following resources to bring time-to-full up to ideal capacity.

Backend Resource L Current Capacity (time to Recommended Capacity to Ideal Capacity (time to full)
full) Add
internal-volume-601 2.00 GiB I Days + 518,79 GiB =  520.79 GiB 60 Days

e Use NetApp Astra Trident with your K8s to automatically grow capacity
Astra Trident can keep your capacity lean without risk of running out of space.

| Learn more about @ Astra Trident

3 Copy Insight Link

Qui puoi anche copiare un comodo collegamento a questa Insight, per aggiungere la pagina ai preferiti o per
condividerla facilmente con il tuo team.

Approfondimenti: Reclaim ONTAP Cold Storage

Reclaim ONTAP Cold Storage Insight fornisce dati sulla capacita di raffreddamento, sui
potenziali risparmi in termini di costi/energia e sulle azioni consigliate per i volumi sui
sistemi ONTAP .

Per visualizzare queste informazioni, vai su Dashboard > Informazioni e dai un’occhiata all’'Insight Reclaim
ONTAP Cold Storage. Tieni presente che questa Insight elenchera gli archivi interessati solo se Data
Infrastructure Insights ha rilevato un archivio cold, altrimenti verra visualizzato un messaggio di "tutto a posto".

Tieni presente che i dati inattivi risalenti a meno di 30 giorni fa non vengono visualizzati.
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Reclaim ONTAP Cold Storage (3)

Description Cold data storage(TiB) Workloads with cold data Detected |
0.30 TiB of cold data on storage rtp-sa-cl04 0.30 45 an hour ago
1.22 TiB of cold data on storage umeng- 1.22 84 16 days ago
aff200-01-02

11.62 TiB of cold data on storage rtp-sa-cl01  11.62 171 16 days ago

La descrizione di Insight fornisce una rapida indicazione della quantita di dati rilevati come "freddi" e su quale
storage risiedono tali dati. La tabella fornisce anche un conteggio dei carichi di lavoro con dati inattivi.

Selezionando un’Insight dall’elenco si apre una pagina che mostra maggiori dettagli, tra cui consigli per
spostare i dati sul cloud o disattivare i dischi unificati, nonché una stima dei costi e dei risparmi energetici che
potresti potenzialmente ottenere implementando tali consigli. La pagina fornisce anche un comodo
collegamento a"Calcolatore TCO di NetApp" cosi puoi sperimentare con i numeri.

150 Workloads on storage rtp-sa-cl01 contains a total of 9.5 TiB of Detected: 2 m°"thsag°ijgﬁ§g;
[\ cold data. May 19, 2023 10:054M

Rasd You could lower costs 9.3% a year and reduce your carbon footprint by moving cold storage to the cloud.

Move 9.5 TiB of data to the cloud

@ Current Storage (TiB) @

Hold or cycle down available storage

20 KWh
Estimated Yearly kwh Reduction
Cost 5avings” Yearly Savings™ 10 TiB of HDDs = 368.73 kWh per year **
$9,728.00 . 368.73 kWh
0
Used Opfimized
186 (Estimate)
9.1
“Visit the NetApp TCO Calculator [ for your actual cost savings. ** Based on average disk power consumption

Goto Annotation Page [ to edit the cloud tier cost in the tier annotation.

Raccomandazioni

Nella pagina Insight, espandi Raccomandazioni per esplorare le seguenti opzioni:
» Spostare i carichi di lavoro inutilizzati (zombie) su un livello di archiviazione (HDD) a costo inferiore
Utilizzando il flag zombie, I'archiviazione a freddo e il numero di giorni, trova la quantita di dati piu grande e
piu fredda e sposta il carico di lavoro su un livello di archiviazione a costo inferiore (ad esempio un pool di
archiviazione che utilizza I'archiviazione su disco rigido). Un carico di lavoro € considerato "zombie"
quando non riceve richieste di I/O significative per 30 giorni o piu.

e Elimina i carichi di lavoro non utilizzati

Verificare quali carichi di lavoro non sono in uso e valutare la possibilita di archiviarli o rimuoverli dal
sistema di archiviazione.

* Prendi in considerazione la soluzione Fabric Pool di NetApp
NetApp"Soluzione per piscina in tessuto" suddivide automaticamente i dati inutilizzati in un archivio cloud a

basso costo, aumentando cosi I'efficienza del livello di prestazioni e garantendo la protezione dei dati in
remoto.
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Visualizza ed esplora

| grafici e la tabella forniscono ulteriori informazioni sulle tendenze e consentono di analizzare nel dettaglio i
singoli carichi di lavoro.

Cluster Cold Storage Trend show Details

Cold Data (TiB)
15

13. May 14. May 15. May 16. May 17. May

W HOD | sSD | Virtual Disk

Cold 5torage by Days Cold (TIB)
10

Cold = 120 days Cold = 90 days Cold = 60 days Cold = 30 days
0TIB 0TiB oTB 9.5TB
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Workloads with cold data (150) € viewallworkloads = Filter.,

Workloads # Days T Total Size Cold Data Percent Is Zombie ﬂ Disk Type
cold (GiB) Size (GiB) Cold (%)
SelectPool 31 8,1%2.00 1,714.21 20.93 NA SAS -
nj_UCS_VMw_Infrastruct 31 5,120.00 934.74 18.26 NA SAS
ure
Oracle_SAP_DS_220 31 2,048.00 B61.97 42.09 NA 55D
rtp_sa_workspace 31 13,000.00 741.32 5.70 A SAS
vc220_migrate 31 4,311.58 685.30 15.89 NA SAS
HO1_shared 31 998.25 646.55 64.77 NA S50
ProdSelectPool 31 8,1%2.00 555.30 6.78 NA SAS
vcenter_migrate 31 6,144.00 475,55 7.75 A SAS
rip_sa_mgmt_apps 31 4,096.00 440,26 10.97 NA SAS
SOFTWARE 31 600.00 365.34 60.92 NA SAS
DP_Migrate 31 7,168.00 347.20 4,84 NA SAS
4 3 .

Monitor e avvisi

Avvisi con monitor

Configura i monitor per monitorare le soglie di prestazione, registrare eventi e anomalie
nelle risorse della tua infrastruttura. Crea avvisi personalizzati per parametri quali latenza
di scrittura del nodo, capacita di archiviazione o prestazioni dell’applicazione e ricevi
notifiche quando queste condizioni vengono soddisfatte.

I monitor consentono di impostare soglie sulle metriche generate da oggetti "infrastrutturali" quali storage, VM,
EC2 e porte, nonché per dati di "integrazione" come quelli raccolti per Kubernetes, metriche avanzate ONTAP
e plugin Telegraf. Questi monitor metrici ti avvisano quando vengono superate le soglie di livello di attenzione o
di livello critico.

E anche possibile creare monitor per attivare avvisi di livello di avvertenza, critici o informativi quando vengono
rilevati specifici eventi di registro.

Data Infrastructure Insights fornisce una serie di"Monitor definiti dal sistema" anche in base all’ambiente.

Migliori pratiche di sicurezza

Gli avvisi di Data Infrastructure Insights sono progettati per evidenziare punti dati e tendenze sul tenant e Data
Infrastructure Insights consente di immettere qualsiasi indirizzo e-mail valido come destinatario dell’avviso. Se
lavori in un ambiente sicuro, fai particolare attenzione a chi riceve la notifica o ha accesso all’avviso.
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Monitoraggio metrico o log?

1. Dal menu Data Infrastructure Insights , fare clic su Avvisi > Gestisci monitoraggi
Viene visualizzata la pagina Elenco monitor, che mostra i monitor attualmente configurati.

2. Per modificare un monitor esistente, fare clic sul nome del monitor nell’elenco.

3. Per aggiungere un monitor, fare clic su + Monitor.

Metric Monitor A

Set the high and low R —————— / -0 Use when you know
-
-\-‘-‘_‘—|_

v, parameters that will Pt v LY the upper and lower
Py % J L™ ™
trigger an alert if i S’ operating range
' exceeded
! J h
i Use when you want
Log Monitor o B you w
v, Monitor logs and to trigger alertsin
. L8 | E_, i ﬁ. &

response to log

configure alerts
' O activity

Quando si aggiunge un nuovo monitor, viene richiesto di creare un monitor delle metriche o un monitor dei
registri.

o Metric monitora gli avvisi sui trigger correlati all'infrastruttura o alle prestazioni
o Log monitora gli avvisi sulle attivita correlate al registro

Dopo aver scelto il tipo di monitor, viene visualizzata la finestra di dialogo Configurazione monitor. La
configurazione varia a seconda del tipo di monitor che si desidera creare.

Monitor metrico

1. Nel menu a discesa, cerca e scegli un tipo di oggetto e una metrica da monitorare.

E possibile impostare filtri per restringere il campo degli attributi o delle metriche degli oggetti da monitorare.
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o Select a metric to monitor

netapp_ontap.aggregate.cp_reads

FilterBy B
Group k_

Metrics -
Unit Disple

cp_read_blocks
cp_reads
data_compaction_space_saved

data_compaction_space_saved_percent

size_total !

T
Quando si lavora con dati di integrazione (Kubernetes, ONTAP Advanced Data, ecc.), il filtraggio delle
metriche rimuove i punti dati individuali/non corrispondenti dalla serie di dati tracciati, a differenza dei dati
dell'infrastruttura (archiviazione, VM, porte, ecc.) in cui i filtri agiscono sul valore aggregato della serie di dati e
potenzialmente rimuovono I'intero oggetto dal grafico.

I monitor delle metriche si applicano agli oggetti di inventario quali storage, switch, host, VM, ecc., nonché alle
metriche di integrazione quali dati ONTAP Advanced o Kubernetes. Quando si monitorano gli oggetti
dell'inventario, tenere presente che non & possibile selezionare il metodo "Raggruppa per". Tuttavia, il
raggruppamento & consentito durante il monitoraggio dei dati di integrazione.

Monitor multi-condizione

Puoi scegliere di perfezionare ulteriormente il monitoraggio delle metriche aggiungendo una seconda
condizione. Basta espandere il prompt "+Aggiungi condizione metrica secondaria”" e configurare la condizione
aggiuntiva.

£\ Warning @ critical
Alertifthe iops.read is = (greaterthan) « 1000 10/5 andfor Warning ar Critical requirec I0/s occurring Once ¥
AND  iops.total w | | > |(greaterthan) Value requirad 1ofs il

Il monitor emettera un avviso se entrambe le condizioni sono soddisfatte.

Tieni presente che puoi usare solo I'opzione "AND" per una seconda condizione; non puoi scegliere di ricevere
un avviso per una condizione OPPURE per I'altra.
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Definire le condizioni del monitor.

1. Dopo aver scelto I'oggetto e la metrica da monitorare, impostare le soglie di livello di avviso e/o di livello
critico.

2. Per il livello Avviso, immettere 200 per il nostro esempio. La linea tratteggiata che indica questo livello di
avviso viene visualizzata nel grafico di esempio.

3. Per il livello Critico, immettere 400. La linea tratteggiata che indica questo livello critico viene visualizzata
nel grafico di esempio.

Il grafico mostra i dati storici. Le linee di livello di avviso e critico sul grafico sono una rappresentazione
visiva del Monitor, in modo da poter vedere facilmente quando il Monitor potrebbe attivare un avviso in
ciascun caso.

4. Per I'intervallo di occorrenza, selezionare Continuamente per un periodo di 15 minuti.

E possibile scegliere di attivare un avviso nel momento in cui viene superata una soglia oppure attendere
che la soglia venga superata in modo continuativo per un determinato periodo di tempo. Nel nostro
esempio, non vogliamo essere avvisati ogni volta che il valore IOPS totale supera il livello di avviso o
critico, ma solo quando un oggetto monitorato supera continuamente uno di questi livelli per almeno 15
minuti.

£ Warning © Critical
Alertifthe jopstotalis > (greaterthan) ¥ 2500 [0/s and/or 3500 10fs

Occuring Continuously ¥ |forsperiodof 15 minutes ¥

fops.total (10/¢)
&%

BV S e ,A‘_i__/"‘-.\,/ \,_yz-\f\/--—-«/'u-’ i e e e e womee s of s NG Poas "-\,_/‘ - 2

e — ——— e e N =

4:00 FM 6:00 PM 8:00 FM 10:00 PV 11. Oct 2:00 AM 4:00 AM 6:00 &AM B:00 AM 10:00 AM 12:00 PM 2:00PM

Chart Displaying Top ~ 0 - Overthe | Last24 Hours +

Definire il comportamento di risoluzione degli avvisi

E possibile scegliere come risolvere un avviso di monitoraggio delle metriche. Ti vengono presentate due
scelte:

* Risolvere quando la metrica torna nell’intervallo accettabile.

» Risolve quando la metrica rientra nell’intervallo accettabile per un periodo di tempo specificato, da 1 minuto
a 7 giorni.

Monitoraggio dei registri

Quando si crea un monitor dei log, scegliere innanzitutto quale log monitorare dall’elenco dei log disponibili.
E quindi possibile filtrare in base agli attributi disponibili come sopra. E anche possibile scegliere uno o pit
attributi "Raggruppa per".

@ Il filtro Log Monitor non puo essere vuoto.
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o Select the log to monitor

Log Source | logs.netapp.ems

Filter By - ems.ems_message_type |  NbladevscanConnBackPressure X ¥ X ems.cluster_vendor | | Netipp X v X
ems.cluster_model AFF* % | Asa x | Fovm x v X Q
Group By ems.cluster_uuid X ems.cluster vendor X ems.cluster_model X ems.cluster_name X

ems.svm_uuid X  ems.svm_name X

Definisci il comportamento dell’avviso

E possibile creare il monitor in modo che emetta un avviso con un livello di gravita Critico, Avviso o Informativo
quando le condizioni definite sopra si verificano una volta (ovvero immediatamente) oppure attendere che
'avviso venga emesso finché le condizioni non si verificano 2 o piu volte.

Definire il comportamento di risoluzione degli avvisi
E possibile scegliere come risolvere un avviso del monitoraggio dei log. Ti vengono presentate tre scelte:

 Risolvi istantaneamente: I'avviso viene risolto immediatamente senza bisogno di ulteriori azioni
* Risolvi in base al tempo: 'avviso viene risolto dopo che € trascorso il tempo specificato

* Risolvi in base alla voce di registro: 'avviso viene risolto quando si verifica un’attivita di registro
successiva. Ad esempio, quando un oggetto viene registrato come "disponibile".

(O Resolve instantly
(O Resolve based on time

(® Resolve based on log entry

Log Source

Filter By =~ ems.ems_message_type [REIEERGICNLTGTIESS v X

Monitoraggio del rilevamento delle anomalie

1. Nel menu a discesa, cerca e scegli un tipo di oggetto e una metrica da monitorare.

E possibile impostare filtri per restringere il campo degli attributi o delle metriche degli oggetti da monitorare.
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o Select a metric anomaly to monitor

Object | Storage ¥ Metric | iops.total v

Filter by Attribute (7]
Filter by Metric (7]

Group by  Storage v

Unit Displayed In | Whole Number +

Definire le condizioni del monitor.

1.
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Dopo aver scelto 'oggetto e la metrica da monitorare, & necessario impostare le condizioni in cui viene
rilevata un’anomalia.

o Scegli se rilevare un’anomalia quando la metrica scelta supera di un picco i limiti previsti, scende di
un picco rispetto a tali limiti oppure supera di un picco o scende di un picco rispetto ai limiti.

> Imposta la sensibilita del rilevamento. Basso (vengono rilevate meno anomalie), Medio o Alto
(vengono rilevate piu anomalie).

o Imposta gli avvisi come Avviso o Critico.

> Se lo si desidera, € possibile scegliere di ridurre il rumore, ignorando le anomalie quando la metrica
scelta € al di sotto di una soglia impostata.



o Define the monitor's conditions

Trigger alert when performance.iops.total = Spikesabove ¥ | the predicted bounds.
Set sensitivity: | Low [detect fewer anomalies) ¥

Alert severityr | Critical =

To reduce noise, ignore anomalies when performance.iops.total is below

Optiona 0/s

iopstotal (10/s}
100k

50k
25k
0
6:00 PM .00 PM 9. Aug 3.00 AM 6:00 AN 9.00 &AM 12:00 PM 3.00 PM
Chart Displaying Top * 0 - Overthe  Last24 Hours ¥

Seleziona il tipo di notifica e i destinatari

Nella sezione Imposta notifiche al team puoi scegliere se avvisare il tuo team tramite e-mail o Webhook.

e Set up team notification(s) (alert your team via email, or Webhook)

Add Delivery Method +
Email

Webhook
Avviso via e-mail:

Specificare i destinatari e-mail per le notifiche di avviso. Se lo desideri, puoi scegliere destinatari diversi per gli
avvisi di avviso o gli avvisi critici.
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o Set up team notification(s)

Email Notify team on Add Recipients (Required)
Critical, Resolved v user_l@email.com X user_2@email.com X
Critical -
Resolved 13
Email Notify team on Add Recipients (Required)
Warning v user_3@email.com X

Avviso tramite Webhook:

Specificare i webhook per le notifiche di avviso. Se lo desideri, puoi scegliere webhook diversi per avvisi di
avviso o critici.

o Set up team notification(s) (alert your team via email, or Webhook
Slack

By Webhook Notify team on Use Webhook(s)
Critical - Slack ®  Teams x v

Notify team on Use Webhook(s)
Resolved - Slack x Teams x A

Notify team on Use Webhook(s)
Waming v Slack = Teams X v

Le notifiche di ONTAP Data Collector hanno la precedenza su qualsiasi notifica specifica di

@ Monitor pertinente al cluster/data collector. L'elenco dei destinatari impostato per il Data
Collector ricevera gli avvisi del Data Collector. Se non sono presenti avvisi attivi del raccoglitore
dati, gli avvisi generati dal monitor verranno inviati a destinatari specifici del monitor.

Impostazione di azioni correttive o informazioni aggiuntive

E possibile aggiungere una descrizione facoltativa, nonché ulteriori approfondimenti e/o azioni correttive
compilando la sezione Aggiungi una descrizione dell’avviso. La descrizione pud contenere fino a 1024
caratteri e verra inviata insieme all’avviso. Il campo approfondimenti/azioni correttive pud contenere fino a
67.000 caratteri e verra visualizzato nella sezione di riepilogo della landing page dell’avviso.

In questi campi € possibile fornire note, link o passaggi da seguire per correggere o altrimenti gestire I'avviso.
E possibile aggiungere qualsiasi attributo dell'oggetto (ad esempio, il nome dell’archivio) come parametro alla

descrizione di un avviso. Ad esempio, & possibile impostare i parametri per il nome del volume e il nome
dell'archiviazione in una descrizione come: "Latenza elevata per volume: % %relatedObject.volume.name %%,

Archiviazione: %%relatedObject.storage.name %%".
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o Add an alert description (optional)

Add a description e

Add insights and
corrective actions

Salva il tuo monitor

1. Se lo si desidera, € possibile aggiungere una descrizione del monitor.

2. Assegna al monitor un nome significativo e fai clic su Salva.

Il nuovo monitor viene aggiunto all’elenco dei monitor attivi.

Elenco monitor

La pagina Monitor elenca i monitor attualmente configurati, mostrando quanto segue:
* Nome del monitor
+ Stato

* Oggetto/metrica monitorata

* Condizioni del monitor

E possibile scegliere di sospendere temporaneamente il monitoraggio di un tipo di oggetto facendo clic sul
menu a destra del monitor e selezionando Pausa. Quando sei pronto a riprendere il monitoraggio, fai clic su
Riprendi.

E possibile copiare un monitor selezionando Duplica dal menu. E quindi possibile modificare il nuovo monitor
e cambiare I'oggetto/la metrica, il filtro, le condizioni, i destinatari delle e-mail, ecc.

Se un monitor non € piu necessario, € possibile eliminarlo selezionando Elimina dal menu.
Gruppi di monitoraggio
Il raggruppamento consente di visualizzare e gestire i monitor correlati. Ad esempio, € possibile avere un

gruppo di monitoraggio dedicato all’archiviazione sul tenant oppure monitor rilevanti per un determinato elenco
di destinatari.
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Monitor Groups (5) 4

Q

All Monitors (5

Vengono mostrati i seguenti gruppi di monitor. Il numero di monitor contenuti in un gruppo € visualizzato
accanto al nome del gruppo.

* Tutti i monitor elenca tutti i monitor.
* Monitor personalizzati elenca tutti i monitor creati dall’'utente.

* Monitor sospesi elenchera tutti i monitor di sistema sospesi da Data Infrastructure Insights.

 Data Infrastructure Insights mostrera anche un numero di Gruppi di monitoraggio del sistema, che
elencheranno uno o piu gruppi di"monitor definiti dal sistema" , inclusi i monitor di infrastruttura e carico di
lavoro ONTAP .

I monitor personalizzati possono essere messi in pausa, ripresi, eliminati o spostati in un altro
gruppo. | monitor definiti dal sistema possono essere messi in pausa e ripresi, ma non possono
essere eliminati o spostati.

Monitor sospesi

Questo gruppo verra visualizzato solo se Data Infrastructure Insights ha sospeso uno o pit monitor. Un
monitor pud essere sospeso se genera avvisi eccessivi o continui. Se il monitor &€ personalizzato, modificare le
condizioni per impedire I'avviso continuo, quindi riprendere il monitor. Il monitor verra rimosso dal gruppo
Monitor sospesi quando il problema che causa la sospensione sara risolto.

Monitor definiti dal sistema

Questi gruppi mostreranno i monitor forniti da Data Infrastructure Insights, a condizione che 'ambiente
contenga i dispositivi e/o la disponibilita dei registri richiesti dai monitor.

I monitor definiti dal sistema non possono essere modificati, spostati in un altro gruppo o eliminati. Tuttavia, &
possibile duplicare un monitor di sistema e modificare o spostare il duplicato.

I monitor di sistema possono includere monitor per I'infrastruttura ONTAP (archiviazione, volume, ecc.) o
carichi di lavoro (ad esempio monitor di log) o altri gruppi. NetApp valuta costantemente le esigenze dei clienti
e le funzionalita dei prodotti e, se necessario, aggiorna o aggiunge funzionalita ai monitor e ai gruppi di
sistema.
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Gruppi di monitor personalizzati

E possibile creare gruppi personalizzati in cui inserire i monitor in base alle proprie esigenze. Ad esempio,
potresti voler creare un gruppo per tutti i monitor correlati all’archiviazione.

Per creare un nuovo gruppo di monitor personalizzato, fare clic sul pulsante "+" Crea nuovo gruppo di
monitor. Inserisci un nome per il gruppo e clicca su Crea gruppo. Viene creato un gruppo vuoto con quel
nome.

Per aggiungere monitor al gruppo, vai al gruppo Tutti i monitor (consigliato) ed esegui una delle seguenti
operazioni:

* Per aggiungere un singolo monitor, fare clic sul menu a destra del monitor e selezionare Aggiungi al
gruppo. Selezionare il gruppo a cui aggiungere il monitor.

* Fare clic sul nome del monitor per aprire la vista di modifica del monitor e selezionare un gruppo nella
sezione Associa a un gruppo di monitor.

o Associate to a monitor group (optional

ONTAP Monitors -

Per rimuovere i monitor, fare clic su un gruppo e selezionare Rimuovi dal gruppo dal menu. Non & possibile
rimuovere i monitor dal gruppo Tutti i monitor o Monitor personalizzati. Per eliminare un monitor da questi
gruppi, € necessario eliminare il monitor stesso.

La rimozione di un monitor da un gruppo non elimina il monitor da Data Infrastructure Insights.

@ Per rimuovere completamente un monitor, selezionarlo e fare clic su Elimina. In questo modo
I'utente verra rimosso anche dal gruppo a cui apparteneva e non sara piu disponibile per nessun
altro utente.

E anche possibile spostare un monitor in un gruppo diverso nello stesso modo, selezionando Sposta nel
gruppo.

Per mettere in pausa o riprendere contemporaneamente tutti i monitor di un gruppo, selezionare il menu del
gruppo e fare clic su Pausa o Riprendi.

Utilizzare lo stesso menu per rinominare o eliminare un gruppo. L’eliminazione di un gruppo non elimina i
monitor da Data Infrastructure Insights; sono comunque disponibili in Tutti i monitor.
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Monitor Groups (3) <

Q Agent Monitors &)

All Monitors (4)

custom Monitors (4)

Agant Monitors (3) H

Pause
Resume
Rename

Delete

Monitor definiti dal sistema

Data Infrastructure Insights include una serie di monitor definiti dal sistema sia per le metriche che perilog. |
monitor di sistema disponibili dipendono dai collettori di dati presenti sul tenant. Per questo motivo, i monitor
disponibili in Data Infrastructure Insights potrebbero cambiare man mano che vengono aggiunti raccoglitori di
dati o ne vengono modificate le configurazioni.

Visualizza il"Monitor definiti dal sistema" pagina per le descrizioni dei monitor inclusi in Data Infrastructure
Insights.

Ulteriori informazioni

* "Visualizzazione e chiusura degli avvisi"

Visualizzazione e gestione degli avvisi dai monitor

Data Infrastructure Insights visualizza avvisi quando"soglie monitorate” vengono superati.

Monitor e avvisi sono disponibili in Data Infrastructure Insights Standard Edition e versioni
successive.

Visualizzazione e gestione degli avvisi

Per visualizzare e gestire gli avvisi, procedere come segue.

1. Vai alla pagina Avvisi > Tutti gli avvisi.

2. Viene visualizzato un elenco contenente fino ai 1.000 avvisi piti recenti. E possibile ordinare questo elenco
in base a qualsiasi campo facendo clic sull’intestazione della colonna corrispondente. L’elenco visualizza le
seguenti informazioni. Si noti che non tutte queste colonne vengono visualizzate per impostazione
predefinita. E possibile selezionare le colonne da visualizzare cliccando sull’icona "ingranaggio":

o ID avviso: ID avviso univoco generato dal sistema
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o Ora di attivazione: I'ora in cui il monitor pertinente ha attivato I'avviso

o Gravita attuale (scheda Avvisi attivi): la gravita attuale dell’avviso attivo

o Gravita massima (scheda Avvisi risolti); la gravita massima dell’avviso prima che venisse risolto
o Monitor: Il monitor configurato per attivare I'avviso

o Attivato su: 'oggetto su cui € stata superata la soglia monitorata

o Stato: Stato attuale dell’avviso, Nuovo o In elaborazione

o Stato attivo: Aftivo o Risolto

o Condizione: la condizione di soglia che ha attivato I'avviso

o Metrica: la metrica dell’'oggetto su cui & stata superata la soglia monitorata

o Stato del monitor: Stato attuale del monitor che ha attivato I'avviso

o Ha un’azione correttiva: 'avviso ha suggerito azioni correttive. Per visualizzarli, apri la pagina degli
avvisi.

E possibile gestire un avviso cliccando sul menu a destra dell’avviso e scegliendo una delle seguenti opzioni:

* In corso per indicare che I'avviso € sotto inchiesta o che deve comunque essere mantenuto aperto

* Ignora per rimuovere I'avviso dall’elenco degli avvisi attivi.

E possibile gestire pit avvisi selezionando la casella di controllo a sinistra di ciascun avviso e facendo clic su
Modifica stato avvisi selezionati.

Facendo clic su un ID avviso si apre la pagina dei dettagli dell’avviso.

Pannello dettagli avviso

Selezionare una riga di avviso per aprire il pannello dei dettagli dell’avviso. Il pannello dei dettagli dell’avviso
fornisce ulteriori dettagli sull’avviso, tra cui un Riepilogo, una sezione Prestazioni che mostra grafici relativi ai
dati dell’'oggetto, eventuali Risorse correlate e Commenti inseriti dagli investigatori dell’avviso.
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Metric Alert e X

© Critical Alert AL-14930837 (AcTvE: [ Collapse Details

Triggered On Details
Storage: Top Severity: Critical
CI-GDL1-Ontap-fasg080 Condition: Average iops.total is > (greater than) 1,700 10/s and/or 2,000 10/s all the time in 15-minute window.
Monitor Attributes
altimeout Filters Applied: N/A
Description Resoluton conditions
No Description Provided Resolve when metric is within acceptable range for 10 mins
Status Time
New Triggered time: Jun 3, 2025 10:44 AM  Duration: 17m (Active)

Alert Summary Alert Attributes

Jun 03,2025 09:29 AM - 10:47 AM & Settings -

iops.total (10/s)

9:30 AM 9:40 AM 9:50 AM 10:00 AM 10:10 AM 10:20 AM 10:30 AM 10:40 AM

Avvisi quando mancano dati

In un sistema in tempo reale come Data Infrastructure Insights, per avviare I'analisi di un Monitor e decidere se
generare un Alert, ci affidiamo a uno di questi due fattori:

* il prossimo punto dati ad arrivare

 un timer da attivare quando non c’e¢ alcun punto dati e hai atteso abbastanza a lungo
Come nel caso di un arrivo lento dei dati, o di nessun arrivo dei dati, il meccanismo del timer deve subentrare
poiché la velocita di arrivo dei dati non ¢ sufficiente per attivare gli avvisi in "tempo reale". Quindi la domanda

in genere diventa: "Quanto tempo devo aspettare prima di chiudere la finestra di analisi e guardare cosa ho?"
Se aspetti troppo a lungo, gli avvisi non verranno generati abbastanza velocemente da risultare utili.

Se si dispone di un Monitor con una finestra di 30 minuti che rileva che una condizione ¢ stata violata
dall’'ultimo punto dati prima di una perdita di dati a lungo termine, verra generato un avviso perché il Monitor
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non ha ricevuto altre informazioni da utilizzare per confermare il ripristino della metrica o per rilevare che la
condizione persiste.

Avvisi "Permanentemente attivi"

E possibile configurare un monitor in modo che la condizione sia sempre presente sulloggetto monitorato, ad
esempio IOPS > 1 o latenza > 0. Spesso vengono creati come monitor "di prova" e poi dimenticati. Tali monitor
creano avvisi che rimangono costantemente aperti sugli oggetti costituenti, il che pud causare stress al
sistema e problemi di stabilita nel tempo.

Per evitare cio, Data Infrastructure Insights chiudera automaticamente tutti gli avvisi "permanentemente attivi"
dopo 7 giorni. Si noti che le condizioni di monitoraggio sottostanti potrebbero (probabilmente) continuare a
sussistere, causando I'emissione quasi immediata di un nuovo avviso, ma questa chiusura degli avvisi
"sempre attivi" allevia parte dello stress del sistema che potrebbe altrimenti verificarsi.

Configurazione delle notifiche e-mail

E possibile configurare un elenco di posta elettronica per le notifiche relative agli
abbonamenti, nonché un elenco di posta elettronica globale di destinatari per la notifica
delle violazioni delle soglie dei criteri di prestazione.

Per configurare le impostazioni del destinatario delle notifiche via e-mail, vai alla pagina Amministrazione >
Notifiche e seleziona la scheda E-mail.

Subscription Notification Recipients

Send subscription related netifications to the following:
All Account Qwners

All Monitor & Optimize Administrators

Additional Email Addresses

name@email.com X

Global Monitor Notification Recipients

Default email recipients for monitor related notifications:
[ All Account Owners

All Monitor & Optimize Administrators

[ ] Additional Email Addresses

Save

Destinatari della notifica di abbonamento

Per configurare i destinatari delle notifiche degli eventi relativi al’abbonamento, vai alla sezione "Destinatari
delle notifiche di abbonamento”. Puoi scegliere di inviare notifiche e-mail per gli eventi relativi al’abbonamento
a uno o a tutti i seguenti destinatari:

e Tutti i titolari di account

* Tutti gli amministratori di Monitor & Optimize
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* Indirizzi email aggiuntivi che specifichi

Di seguito sono riportati alcuni esempi dei tipi di notifiche che potrebbero essere inviate e delle azioni che
I'utente puo intraprendere.

Notifica: Azione dell’utente:
La versione di prova o 'abbonamento sono stati Rivedi i dettagli dell’abbonamento su"Sottoscrizione"
aggiornati pagina

L’abbonamento scadra tra 90 giorni L'abbonamento ~ Nessuna azione necessaria se € abilitato il "Rinnovo
scadra tra 30 giorni automatico". Contattare il reparto vendite NetApp per
rinnovare I'abbonamento.

[l processo termina tra 2 giorni Rinnova la prova dal"Sottoscrizione" pagina. E
possibile rinnovare la prova una sola volta. Contatta il
reparto vendite NetApp per acquistare un
abbonamento

La prova o 'abbonamento sono scaduti. L’account Contatta il reparto vendite NetApp per acquistare un
smettera di raccogliere dati tra 48 ore. L'account verra abbonamento
eliminato dopo 48 ore.

Per assicurarti che i tuoi destinatari ricevano notifiche da Data Infrastructure Insights, aggiungi i
seguenti indirizzi email a tutti gli elenchi "consentiti":

 accounts@service.cloudinsights.netapp.com

» DoNotReply@cloudinsights.netapp.com

Elenco globale dei destinatari per gli avvisi

Le notifiche e-mail degli avvisi vengono inviate all’elenco dei destinatari degli avvisi per ogni azione sull’avviso.
E possibile scegliere di inviare notifiche di avviso a un elenco di destinatari globale.

Per configurare i destinatari degli avvisi globali, selezionare i destinatari desiderati nella sezione Destinatari
delle notifiche di Global Monitor.

E sempre possibile sovrascrivere I'elenco dei destinatari globali per un singolo monitor durante la creazione o
la modifica del monitor.

Le notifiche di ONTAP Data Collector hanno la precedenza su qualsiasi notifica specifica di

@ Monitor pertinente al cluster/data collector. L'elenco dei destinatari impostato per il Data
Collector ricevera gli avvisi del Data Collector. Se non sono presenti avvisi attivi del raccoglitore
dati, gli avvisi generati dal monitor verranno inviati a destinatari specifici del monitor.

Modifica delle notifiche per ONTAP

E possibile modificare le notifiche per i cluster ONTAP selezionando Modifica notifiche dal menu a discesa in
alto a destra nella landing page di Storage.
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Z Edit ¥
Poll Again
Postpone 3 Days
Postpone 7 Days
Postpone 30 Days
Edit Motifications
Delete

Da qui puoi impostare le notifiche per avvisi critici, di avviso, informativi e/o risolti. Ogni scenario pud inviare
notifiche all’elenco dei destinatari globali o ad altri destinatari scelti da te.

Edit Notifications X
By Email
Notify team on Send to i

| O clobal Monitor Recipient List
Critical, Warmm... =

(®) other Email Recipients

email@email.one

emailz@email2.two X

E ]

Notify team on Send to

ved (®) Global Monitor Recipient List
Resolve v

(O other Email Recipients

[ ] Bywebhook

Enable webhook notification to add recipients
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Monitor di rilevamento delle anomalie

Il rilevamento delle anomalie fornisce informazioni su cambiamenti imprevisti nei modelli
di dati del tenant. Un’anomalia si verifica quando cambia il modello di comportamento di
un oggetto, ad esempio se un oggetto presenta un certo livello di latenza a un certo
orario di mercoledi, ma la latenza supera quel livello a quell’orario del mercoledi
successivo, tale picco verra considerato un’anomalia. Data Infrastructure Insights
consente di creare monitor per avvisare quando si verificano anomalie di questo tipo.

Il rilevamento delle anomalie € adatto per metriche di oggetti che presentano uno schema ricorrente e
prevedibile. Quando queste metriche degli oggetti superano o scendono al di sotto dei livelli previsti, Data
Infrastructure Insights pud generare un avviso per sollecitare un’indagine.

Expert View ResetZoom  Display Metrics ¥

Mean latency.read (ms) @ [_| Show Full Anomaly Bounds Show Weekly Trend

9:00 PM 9:30 PM 10:00 PM 10:30 PM 11:00 PM 11:30 PM 29, Jul 2:30 AM 1:00 AM 180 AM 2:00 AM 2:30 AM 300 AM 3:30 AM

M current B 1weekago MM 2Weeksago

Che cos’é il rilevamento delle anomalie?

Si verifica un’anomalia quando il valore medio di una metrica si discosta di un certo numero di deviazioni
standard dalla media ponderata di tale metrica per le settimane precedenti, con le settimane recenti che hanno
un peso maggiore rispetto alle settimane precedenti. Data Infrastructure Insights offre la possibilita di
monitorare i dati e di inviare avvisi quando vengono rilevate anomalie. E possibile impostare i livelli di
"sensibilita" del rilevamento. Ad esempio, una sensibilita maggiore si avrebbe quando il valore medio si
discosta dalla media con meno deviazioni standard, determinando cosi la generazione di piu avvisi. Al
contrario, minore sensibilita = piu deviazioni standard dalla media = meno avvisi.

Il monitoraggio del rilevamento delle anomalie é diverso dal monitoraggio delle soglie.

* Il monitoraggio basato su soglie funziona quando si hanno soglie predefinite per metriche specifiche. In
altre parole, quando si ha una chiara comprensione di cosa ci si aspetta (ovvero entro un intervallo
normale).

Metric Monitor

Set the high and low (] Use when you know
parameters that will A the upper and lower
trigger an alert if - operating range
exceeded

* |l monitoraggio tramite rilevamento delle anomalie utilizza algoritmi di apprendimento automatico per
identificare i valori anomali che si discostano dalla norma, quando la definizione di "normale" non & chiara.
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Anomaly

Detection Monitor
Detect and be alerted

to abnormal
performance changes

Use when you want to
/\ trigger alerts against
/I performance spikes

and drops

Quando avrei bisogno del rilevamento delle anomalie?

Il monitoraggio del rilevamento delle anomalie puo fornire avvisi utili in molte situazioni, tra cui:

* Quando la definizione di normale non & chiara. Ad esempio, & possibile che i tassi di errore SAN varino a
seconda della porta. Segnalare un errore & rumoroso e superfluo, ma un aumento improvviso o
significativo potrebbe indicare un problema diffuso.

* Dove si verificano cambiamenti nel tempo. Carichi di lavoro che presentano stagionalita (ad esempio, sono
intensi o silenziosi in determinati periodi). Cio potrebbe includere periodi di silenzio inaspettati che
potrebbero indicare un blocco del lotto.

 Lavorare con grandi quantita di dati in cui definire e regolare manualmente le soglie risulta poco pratico. Ad
esempio, un tenant con un numero elevato di host e/o volumi con carichi di lavoro variabili. Ognuno di essi
puod avere SLA diversi, quindi € importante capire quali sono quelli che superano la norma.

Creazione di un monitor di rilevamento delle anomalie

Per ricevere avvisi sulle anomalie, creare un monitor andando su Osservabilita > Avvisi > +Monitor.
Selezionare Anomaly Detection Monitor come tipo di monitor.
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Metric Monitor
Set the high and low
parameters that will
trigger an alert if
exceeded

Log Monitor
Monitor logs and

configure alerts

Anomaly
Detection Monitor
Detect and be alerted

to abnormal
performance changes

N

Use when you know
the upper and lower
operating range

Use when you want to
trigger alerts in
response to log
activity

Use when you want to
trigger alerts against
performance spikes
and drops

Scegli 'oggetto e la metrica che vuoi monitorare. E possibile impostare filtri e raggruppamenti come con altri
tipi di monitor.

Successivamente, impostare le condizioni per il monitor.

« Attiva un avviso quando la metrica selezionata Raggiunge un picco oltre i limiti previsti, Scende al di sotto

di tali limiti o entrambe le cose.

* Impostare la sensibilita su Media, Bassa (vengono rilevate meno anomalie) o Alta (vengono rilevate piu

* Determina se il livello di allerta & Critico o Avviso.

anomalie).

* Facoltativamente, imposta un valore al di sotto del quale le anomalie vengono ignorate. Cid pud contribuire
a ridurre il rumore. Questo valore & mostrato come una linea tratteggiata nel grafico di esempio.
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o Define the monitor's conditions

Trigger alert when performance.iops.total  Spikes above ¥ the predicted bounds.
Setsensitivity: | Low (detect fewer anomalies] =
Alert severity: | Critical =

To reduce noise, ignore anomalies when performance.iops.total is below = 3000 13/s

iops.total (10/s)
25k

20k
15k
10k

ok

e

U ___—d__hhh“_'__ﬂ_ﬁ.h_'_,__'—\—_____—___hh—_____—‘_—_—hv—_'ﬁ
600 PM 8:00 PM 2. Feb 300 AM 600 AM 9:00 AM 12:00 PM 300 FM

Chart Displaying Top * 0 - Overthe Last24 Hours

Infine, & possibile configurare un metodo di recapito per gli avvisi (e-mail, webhook o entrambi), fornire al

monitor una descrizione facoltativa o azioni correttive e aggiungere il monitor a un gruppo personalizzato, se lo
si desidera.

Salva il monitor con un nome significativo e il gioco é fatto.

Dopo la creazione, il monitor analizza i dati della settimana precedente per stabilire una base di riferimento

iniziale. Il rilevamento delle anomalie diventa piu accurato con il passare del tempo e con 'aumentare della
cronologia.

Quando viene creato un monitor, DIl esamina tutti i dati esistenti della settimana precedente per
individuare picchi o cali significativi; questi sono considerati anomalie. Durante la prima
settimana successiva alla creazione del monitor (fase di "apprendimento”), € possibile che si
@ verifichi un aumento del "rumore" negli avvisi. Per attenuare questo rumore, solo i picchi o i cali
che durano piu di 30 minuti vengono considerati anomalie e generano avvisi. Nella settimana
successiva, man mano che vengono analizzati piu dati, il rumore solitamente si riduce e un
picco o un calo significativo che duri un certo periodo di tempo viene considerato un’anomalia.

Visualizzazione delle anomalie
Nella landing page di un avviso, gli avvisi attivati quando vengono rilevate anomalie mostreranno una banda

evidenziata nel grafico, dal momento in cui la metrica ha raggiunto un picco al di fuori dei limiti previsti fino a
qguando ¢ tornata all'interno di tali limiti.
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Expert View ResetZoom  Display Metrics

Mean latency.read (ms) @ [ | Show Full Anomaly Bounds Show Weekly Trend

9:00 PM 9:30 PM 10:00 PM 10:30 PM 11:00 PM 11:30 PM 29.Ju 12:30 AM 1:00 AM 1:30 AM 2:00 AM 2:30 AM 300 AM 3:30 AM

W curent [l 1Weekago [l 2Weeksago

Durante la visualizzazione di un grafico delle anomalie nella landing page di un avviso, & possibile scegliere le
seguenti opzioni:

+ Andamento settimanale: confronta i valori con la stessa ora, lo stesso giorno delle settimane precedenti,
per un massimo di 5 settimane.

« Limiti di anomalia completi: per impostazione predefinita, il grafico si concentra sul valore della metrica, in
modo da poterne analizzare meglio il comportamento. Selezionare per visualizzare i limiti completi delle
anomalie (valore massimo, ecc.)

E anche possibile visualizzare gli oggetti che hanno contribuito all’'anomalia selezionandoli nella sezione
prestazioni della landing page. Il grafico mostrera il comportamento degli oggetti selezionati.

Objects Contributing to the Anomaly

latency.total {ms)
50

Detaction Window &' w

4:35PK 240 PW 445 PM 450 PM PELEY 5:00PM 5:05 P 5:10 Pt 515 PM 520 P 5:25Pp 530 M 535 PM

Internal Volumes Value at Time of Detection (ms) + Change Over Detection Window (ms)
B vol_mysql_logs 1 176.92 499.82
W vol_mysqgl_logs_2 159.32 -3.24
B vol_mysql_logs_3 158.21 243
B vol_mysql_logs 4 12793 +0.25
vol_mysql_logs_5 126.40 +0.17
vol_mysql_logs_6 126.11 +0.20

Monitor di sistema

Data Infrastructure Insights include una serie di monitor definiti dal sistema sia per le
metriche che per i log. | monitor di sistema disponibili dipendono dai collettori di dati
presenti sul tenant. Per questo motivo, i monitor disponibili in Data Infrastructure Insights
potrebbero cambiare man mano che vengono aggiunti raccoglitori di dati o ne vengono
modificate le configurazioni.

Per impostazione predefinita, molti monitor di sistema sono in stato In pausa. E possibile

abilitare un monitor di sistema selezionando I'opzione Riprendi per il monitor. Assicurarsi che le

opzioni Raccolta dati contatore avanzata e Abilita raccolta log ONTAP EMS siano abilitate nel
@ Data Collector. Queste opzioni sono disponibili in ONTAP Data Collector in Configurazione

Enable ONTAP EMS log collection

avanzata: Opt in for Advanced Counter Data Collection rollout.
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indice:[]
Descrizioni del monitor

I monitor definiti dal sistema sono composti da metriche e condizioni predefinite, nonché da descrizioni
predefinite e azioni correttive, che non possono essere modificate. E possibile modificare I'elenco dei
destinatari delle notifiche per i monitor definiti dal sistema. Per visualizzare le metriche, le condizioni, la
descrizione e le azioni correttive, oppure per modificare I'elenco dei destinatari, aprire un gruppo di monitor
definito dal sistema e fare clic sul nome del monitor nell’elenco.

| gruppi di monitor definiti dal sistema non possono essere modificati o rimossi.

Sono disponibili i seguenti monitor definiti dal sistema, nei gruppi indicati.

* * ONTAP Infrastructure® include monitor per problemi relativi all'infrastruttura nei cluster ONTAP .
» * Esempi di carico di lavoro ONTAP * include monitor per problemi correlati al carico di lavoro.

» Per impostazione predefinita, i monitor di entrambi i gruppi sono impostati sullo stato Paused.
Di seguito sono elencati i monitor di sistema attualmente inclusi in Data Infrastructure Insights:
Monitor metrici

Nome del monitor Gravita Descrizione del monitor Azione correttiva
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Elevato utilizzo delle porte CRITICO
Fibre Channel

96

Le porte Fibre Channel
Protocol vengono
utilizzate per ricevere e
trasferire il traffico SAN tra
il sistema host del cliente
e le LUN ONTAP . Se
I'utilizzo delle porte &
elevato, questo diventera
un collo di bottiglia e
influira in ultima analisi
sulle prestazioni dei
carichi di lavoro sensibili
del protocollo Fibre
Channel. Un avviso di
avvertimento indica che é
necessario adottare
misure pianificate per
bilanciare il traffico di rete.
Un avviso critico indica
che l'interruzione del
servizio € imminente e
che & necessario adottare
misure di emergenza per
bilanciare il traffico di rete
e garantire la continuita
del servizio.

Se viene superata la
soglia critica, prendere in
considerazione misure
immediate per ridurre al
minimo l'interruzione del
servizio: 1. Spostare i
carichi di lavoro su
un’altra porta FCP meno
utilizzata. 2. Limitare il
traffico di determinate
LUN solo al lavoro
essenziale, tramite policy
QoS in ONTAP o
configurazione lato host
per alleggerire I'utilizzo
delle porte FCP. Se la
soglia di allerta viene
superata, pianificare le
seguenti azioni: 1.
Configurare piu porte FCP
per gestire il traffico dati in
modo che I'utilizzo delle
porte venga distribuito tra
piu porte. 2. Spostare i
carichi di lavoro su
un’altra porta FCP meno
utilizzata. 3. Limitare il
traffico di determinate
LUN solo al lavoro
essenziale, tramite policy
QoS in ONTAP o
configurazione lato host
per alleggerire I'utilizzo
delle porte FCP.



Latenza LUN elevata

CRITICO

Le LUN sono oggetti che
gestiscono il traffico 1/0,
spesso gestito da
applicazioni sensibili alle
prestazioni, come i
database. Le latenze LUN
elevate comportano che le
applicazioni stesse
potrebbero risentirne e
non essere in grado di
svolgere le proprie attivita.
Un avviso di avvertimento
indica che & necessario
intraprendere un’azione
pianificata per spostare la
LUN sul nodo o
sull’aggregato
appropriato. Un avviso
critico indica che
Pinterruzione del servizio &
imminente e che &
necessario adottare
misure di emergenza per
garantire la continuita del
servizio. Di seguito sono
riportate le latenze
previste in base al tipo di
supporto: SSD fino a 1-2
millisecondi; SAS fino a 8-
10 millisecondi e HDD
SATA 17-20 millisecondi

Se viene superata la
soglia critica, prendere in
considerazione le
seguenti azioni per ridurre
al minimo l'interruzione
del servizio: se alla LUN o
al suo volume & associata
una policy QoS, valutare i
limiti di soglia e verificare
se stanno causando la
limitazione del carico di
lavoro della LUN. Se la
soglia di allerta viene
superata, pianificare le
seguenti azioni: 1. Se
anche I'aggregato e
sottoposto a un utilizzo
elevato, spostare la LUN
su un altro aggregato. 2.
Se anche il nodo &
sottoposto a un utilizzo
elevato, spostare il
volume su un altro nodo o
ridurre il carico di lavoro
totale del nodo. 3. Se alla
LUN o al suo volume &
associata una policy QoS,
valutare i limiti di soglia e
verificare se stanno
causando la limitazione
del carico di lavoro della
LUN.
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Utilizzo elevato delle porte CRITICO
di rete

98

Le porte di rete vengono
utilizzate per ricevere e
trasferire il traffico dei
protocolli NFS, CIFS e
iSCSI tra i sistemi host del
cliente e i volumi ONTAP .
Se I'utilizzo delle porte €
elevato, si crea un collo di
bottiglia e in ultima analisi
influira sulle prestazioni
dei carichi di lavoro NFS,
CIFS e iSCSI. Un avviso
di avviso indica che &
necessario adottare
misure pianificate per
bilanciare il traffico di rete.
Un avviso critico indica
che l'interruzione del
servizio € imminente e
che & necessario adottare
misure di emergenza per
bilanciare il traffico di rete
e garantire la continuita
del servizio.

Se viene superata la
soglia critica, valutare le
seguenti azioni immediate
per ridurre al minimo
linterruzione del servizio:
1. Limitare il traffico di
determinati volumi solo al
lavoro essenziale, tramite
policy QoS in ONTAP o
analisi lato host per ridurre
I'utilizzo delle porte di rete.
2. Configurare uno o piu
volumi per utilizzare
un’altra porta di rete meno
utilizzata. Se la soglia di
allerta viene superata,
prendere in
considerazione le
seguenti azioni
immediate: 1. Configurare
piu porte di rete per
gestire il traffico dati in
modo che I'utilizzo delle
porte venga distribuito tra
piu porte. 2. Configurare
uno o piu volumi per
utilizzare un’altra porta di
rete meno utilizzata.



Latenza elevata dello
spazio dei nomi NVMe

CRITICO

Gli spazi dei nomi NVMe
sono oggetti che
gestiscono il traffico 1/10
gestito da applicazioni
sensibili alle prestazioni,
come i database.
Un’elevata latenza degli
spazi dei nomi NVMe
significa che le
applicazioni stesse
potrebbero risentirne e
non essere in grado di
svolgere le proprie attivita.
Un avviso di avviso indica
che & necessario
intraprendere un’azione
pianificata per spostare la
LUN sul nodo o
sull’aggregato
appropriato. Un avviso
critico indica che
l'interruzione del servizio &
imminente e che &
necessario adottare
misure di emergenza per
garantire la continuita del
servizio.

Se viene superata la
soglia critica, prendere in
considerazione azioni
immediate per ridurre al
minimo l'interruzione del
servizio: se allo spazio dei
nomi NVMe o al suo
volume €& assegnata una
policy QoS, valutare le
relative soglie limite nel
caso in cui stiano
causando la limitazione
del carico di lavoro dello
spazio dei nomi NVMe. Se
la soglia di avviso viene
superata, valutare di
adottare le seguenti
misure: 1. Se anche
I'aggregato & sottoposto a
un utilizzo elevato,
spostare la LUN su un
altro aggregato. 2. Se
anche il nodo é sottoposto
a un utilizzo elevato,
spostare il volume su un
altro nodo o ridurre il
carico di lavoro totale del
nodo. 3. Se allo spazio dei
nomi NVMe o al suo
volume & assegnata una
policy QoS, valutare le
relative soglie limite nel
caso in cui causino la
limitazione del carico di
lavoro dello spazio dei
nomi NVMe.
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Capacita QTree piena

Limite massimo di
capacita QTree

100

CRITICO

CRITICO

Un gtree & un file system
definito logicamente che
puo esistere come una
sottodirectory speciale
della directory radice
all'interno di un volume.
Ogni gtree ha una quota
di spazio predefinita o una
quota definita da una
politica di quota per
limitare la quantita di dati
archiviati nell’albero entro
la capacita del volume. Un
avviso di avviso indica che
€ necessario
intraprendere un’azione
pianificata per aumentare
lo spazio. Un avviso critico
indica che l'interruzione
del servizio &€ imminente e
che € necessario adottare
misure di emergenza per
liberare spazio e garantire
la continuita del servizio.

Un gtree € un file system
definito logicamente che
puo esistere come una
sottodirectory speciale
della directory radice
all'interno di un volume.
Ogni gtree ha una quota
di spazio misurata in
KByte che viene utilizzata
per archiviare i dati in
modo da controllare la
crescita del volume dei
dati dell’'utente e non
superare la sua capacita
totale. Un gtree mantiene
una quota di capacita di
archiviazione flessibile
che avvisa l'utente in
modo proattivo prima che
raggiunga il limite della
quota di capacita totale
nel gtree e non sia piu in
grado di archiviare i dati. Il
monitoraggio della
quantita di dati archiviati in
un gtree garantisce che
I'utente riceva un servizio
dati ininterrotto.

Se viene superata la
soglia critica, prendere in
considerazione misure
immediate per ridurre al
minimo l'interruzione del
servizio: 1. Aumentare lo
spazio del gtree per
assecondare la crescita.
2. Elimina i dati
indesiderati per liberare
spazio. Se la soglia di
allerta viene superata,
pianificare di adottare
immediatamente le
seguenti misure: 1.
Aumentare lo spazio del
gtree per assecondare la
crescita. 2. Elimina i dati
indesiderati per liberare
spazio.

Se viene superata la
soglia critica, valutare le
seguenti azioni immediate
per ridurre al minimo
I'interruzione del servizio:
1. Aumentare la quota di
spazio dell’albero per far
fronte alla crescita 2.
Chiedere all’'utente di
eliminare i dati
indesiderati nell’albero per
liberare spazio



Limite flessibile della AVVERTIMENTO Un gtree € un file system Se la soglia di allerta

capacita di QTree definito logicamente che  viene superata, prendere
puo esistere come una in considerazione le
sottodirectory speciale seguenti azioni
della directory radice immediate: 1. Aumentare
allinterno di un volume. la quota di spazio per gli
Ogni gtree ha una quota  alberi per far fronte alla
di spazio misurata in crescita. 2. Chiedere
KByte che puo utilizzare  all’'utente di eliminare i dati
per archiviare i dati, in indesiderati nell’albero per
modo da controllare la liberare spazio.

crescita del volume dei
dati dell’'utente e non
superare la sua capacita
totale. Un gtree mantiene
una quota di capacita di
archiviazione flessibile
che avvisa l'utente in
modo proattivo prima che
raggiunga il limite della
quota di capacita totale
nel gtree e non sia piu in
grado di archiviare i dati. Il
monitoraggio della
quantita di dati archiviati in
un gtree garantisce che
I'utente riceva un servizio
dati ininterrotto.

Limite massimo dei file CRITICO Un gtree € un file system Se viene superata la

QTree definito logicamente che  soglia critica, prendere in
puo esistere come una considerazione misure
sottodirectory speciale immediate per ridurre al
della directory radice minimo l'interruzione del

all'interno di un volume. servizio: 1. Aumentare la
Ogni gtree ha una quota  quota del numero di file
del numero di file che pud per gtree. 2. Eliminare i
contenere per mantenere file indesiderati dal file
una dimensione gestibile  system gtree.

del file system all'interno

del volume. Un qgtree

mantiene una quota fissa

del numero di file oltre la

quale i nuovi file

nell’albero vengono

negati. Il monitoraggio del

numero di file all'interno di

un gtree garantisce che

I'utente riceva un servizio

dati ininterrotto.
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Limite flessibile dei file
QTree

102

AVVERTIMENTO

Un gtree & un file system
definito logicamente che
puo esistere come una
sottodirectory speciale
della directory radice
all'interno di un volume.
Ogni gtree ha una quota
del numero di file che pud
contenere per mantenere
una dimensione gestibile
del file system all'interno
del volume. Un qgtree
mantiene una quota
flessibile del numero di file
per avvisare l'utente in
modo proattivo prima che
raggiunga il limite di file
nel gtree e non sia piu
possibile archiviare file
aggiuntivi. [l monitoraggio
del numero di file
all'interno di un gtree
garantisce che l'utente
riceva un servizio dati
ininterrotto.

Se la soglia di allerta
viene superata, pianificare
di adottare
immediatamente le
seguenti misure: 1.
Aumentare la quota del
numero di file per gtree. 2.
Eliminare i file indesiderati
dal file system qtree.



Istantanea Riserva Spazio CRITICO
Pieno

La capacita di
archiviazione di un volume
€ necessaria per
archiviare i dati delle
applicazioni e dei clienti.
Una parte di questo
spazio, denominato
spazio riservato agli
snapshot, viene utilizzata
per archiviare gli snapshot
che consentono di
proteggere i dati a livello
locale. Maggiore ¢ la
quantita di dati nuovi e
aggiornati archiviati nel
volume ONTAP ,
maggiore € la capacita di
snapshot utilizzata e
minore € la capacita di
archiviazione snapshot
disponibile per futuri dati
nuovi o aggiornati. Se la
capacita dei dati snapshot
all'interno di un volume
raggiunge lo spazio di
riserva totale per gli
snhapshot, il cliente
potrebbe non essere in
grado di archiviare nuovi
dati snapshot e il livello di
protezione dei dati nel
volume potrebbe ridursi. Il
monitoraggio della
capacita snapshot del
volume utilizzato
garantisce la continuita
dei servizi dati.

Se viene superata la
soglia critica, prendere in
considerazione misure
immediate per ridurre al
minimo l'interruzione del
servizio: 1. Configurare gli
snapshot per utilizzare lo
spazio dati nel volume
quando la riserva di
snapshot & piena. 2.
Elimina alcuni vecchi
snapshot indesiderati per
liberare spazio. Se la
soglia di allerta viene
superata, pianificare di
adottare immediatamente
le seguenti misure: 1.
Aumentare lo spazio di
riserva degli snapshot
all'interno del volume per
adattarsi alla crescita. 2.
Configurare gli snapshot
per utilizzare lo spazio dati
nel volume quando la
riserva di snapshot &
piena.
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Limite di capacita di
archiviazione

104

CRITICO

Quando un pool di
archiviazione (aggregato)
si riempie, le operazioni di
I/O rallentano e infine si
interrompono, causando
un’interruzione
dell’archiviazione. Un
avviso di avviso indica che
€ necessario
intraprendere al piu presto
un’azione pianificata per
ripristinare lo spazio libero
minimo. Un avviso critico
indica che l'interruzione
del servizio &€ imminente e
che é necessario adottare
misure di emergenza per
liberare spazio e garantire
la continuita del servizio.

Se viene superata la
soglia critica, prendere
immediatamente in
considerazione le
seguenti azioni per ridurre
al minimo linterruzione
del servizio: 1. Eliminare
gli snapshot sui volumi
non critici. 2. Eliminare
volumi o LUN che
rappresentano carichi di
lavoro non essenziali e
che possono essere
ripristinati da copie
esterne all’archiviazione.
Se la soglia di avviso
viene superata, pianificare
le seguenti azioni
immediate: 1. Spostare
uno o piu volumi in una
posizione di archiviazione
diversa. 2. Aggiungere piu
capacita di archiviazione.
3. Modifica le impostazioni
di efficienza
dell’archiviazione o sposta
i dati inattivi
nell’archiviazione cloud.



Limite delle prestazioni di
archiviazione

CRITICO

Quando un sistema di
storage raggiunge il limite
delle prestazioni, le
operazioni rallentano, la
latenza aumenta e i
carichi di lavoro e le
applicazioni potrebbero
iniziare a non funzionare.
ONTAP valuta I'utilizzo del
pool di archiviazione per i
carichi di lavoro e stima la
percentuale di prestazioni
consumata. Un avviso di
avviso indica che é
necessario intraprendere
un’azione pianificata per
ridurre il carico del pool di
archiviazione e garantire
che siano rimaste
prestazioni sufficienti per
gestire i picchi di carico di
lavoro. Un avviso critico
indica che & imminente un
calo delle prestazioni e
che & necessario adottare
misure di emergenza per
ridurre il carico del pool di
archiviazione e garantire
la continuita del servizio.

Se viene superata la
soglia critica, valutare le
seguenti azioni immediate
per ridurre al minimo
linterruzione del servizio:
1. Sospendere le attivita
pianificate come gl
snapshot o la replica
SnapMirror . 2. Carichi di
lavoro inattivi non
essenziali.... Se la soglia
di allerta viene superata,
adottare immediatamente
le seguenti misure: 1.
Spostare uno o piu carichi
di lavoro in una posizione
di archiviazione diversa. 2.
Aggiungere piu nodi di
archiviazione (AFF) o
ripiani di dischi (FAS) e
ridistribuire i carichi di
lavoro 3. Modificare le
caratteristiche del carico
di lavoro (dimensione del
blocco, memorizzazione
nella cache
dell'applicazione).
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Limite massimo della CRITICO ONTAP riconosce gli Se viene superata la

capacita della quota utenti dei sistemi Unix o soglia critica, valutare le
utente Windows che hanno i seguenti azioni immediate
diritti di accesso ai volumi, per ridurre al minimo
ai file o alle directory linterruzione del servizio:
all'interno di un volume. Di 1. Aumentare lo spazio
conseguenza, ONTAP della quota utente o del
consente ai clienti di gruppo per far fronte alla

configurare la capacita di  crescita. 2. Chiedere
archiviazione per i propri  all’utente o al gruppo di
utenti o gruppi di utenti dei eliminare i dati
propri sistemi Linux o indesiderati per liberare
Windows. La quota dei spazio.

criteri utente o di gruppo

limita la quantita di spazio

che l'utente puo utilizzare

per i propri dati. Un limite

rigido di questa quota

consente di notificare

all’'utente quando la

quantita di capacita

utilizzata all’interno del

volume & appena prima di

raggiungere la quota di

capacita totale. Il

monitoraggio della

quantita di dati archiviati

all'interno di una quota

utente o di un gruppo

garantisce che l'utente

riceva un servizio dati

ininterrotto.
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Limite flessibile della
capacita della quota
utente

AVVERTIMENTO

ONTAP riconosce gli
utenti dei sistemi Unix o
Windows che hanno i
diritti di accesso ai volumi,
ai file o alle directory
all’interno di un volume. Di
conseguenza, ONTAP
consente ai clienti di
configurare la capacita di
archiviazione per i propri

propri sistemi Linux o
Windows. La quota dei
criteri utente o di gruppo
limita la quantita di spazio
che l'utente puo utilizzare
per i propri dati. Un limite
flessibile di questa quota
consente di inviare
notifiche proattive
all’'utente quando la
quantita di capacita
utilizzata all’interno del
volume raggiunge la quota
di capacita totale. Il
monitoraggio della
quantita di dati archiviati
all'interno di una quota
utente o di un gruppo
garantisce che l'utente
riceva un servizio dati
ininterrotto.

Se la soglia di allerta
viene superata, pianificare
di adottare
immediatamente le
seguenti misure: 1.
Aumentare lo spazio della
quota utente o del gruppo
per far fronte alla crescita.
2. Elimina i dati
indesiderati per liberare
utenti o gruppi di utenti dei spazio.
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Capacita del volume
completa
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CRITICO

La capacita di
archiviazione di un volume
€ necessaria per
archiviare i dati delle
applicazioni e dei clienti.
Maggiore ¢ la quantita di
dati memorizzati nel
volume ONTAP , minore
sara la disponibilita di
spazio di archiviazione per
i dati futuri. Se la capacita
di archiviazione dati
all'interno di un volume
raggiunge la capacita di
archiviazione totale, il
cliente potrebbe non
essere in grado di
archiviare i dati a causa
della mancanza di
capacita di archiviazione.
[l monitoraggio del volume
di capacita di
archiviazione utilizzato
garantisce la continuita
dei servizi dati.

Se viene superata la
soglia critica, valutare le
seguenti azioni immediate
per ridurre al minimo
linterruzione del servizio:
1. Aumentare lo spazio
del volume per
assecondare la crescita.
2. Elimina i dati
indesiderati per liberare
spazio. 3. Se le copie
snapshot occupano piu
spazio della riserva
snapshot, eliminare i
vecchi snapshot o abilitare
I'eliminazione automatica
degli snapshot del
volume. Se la soglia di
avviso viene superata,
pianificare di
intraprendere le seguenti
azioni immediate: 1.
Aumentare lo spazio del
volume per accogliere la
crescita 2. Se le copie
degli snapshot occupano
piu spazio della riserva di
snapshot, eliminare i
vecchi snapshot o abilitare
I'eliminazione automatica
degli snapshot del
volume.



Limite di volume inode

CRITICO

| volumi che archiviano i
file utilizzano nodi di
indice (inode) per
archiviare i metadati dei
file. Quando un volume
esaurisce la sua
allocazione di inode, non
€ possibile aggiungervi
altri file. Un avviso di
avvertenza indica che &
necessario intraprendere
un’azione pianificata per
aumentare il numero di
inode disponibili. Un
avviso critico indica che
I'esaurimento del limite di
file & imminente e che &
necessario adottare
misure di emergenza per
liberare inode e garantire
la continuita del servizio.

Se viene superata la
soglia critica, valutare le
seguenti azioni immediate
per ridurre al minimo
l'interruzione del servizio:
1. Aumentare il valore
degli inode per il volume.
Se il valore degli inode &
gia al valore massimo,
allora bisogna dividere il
volume in due o piu
volumi perché il file
system ha superato la
dimensione massima. 2.
Utilizzare FlexGroup
perché aiuta a gestire file
system di grandi
dimensioni. Se la soglia di
allerta viene superata,
pianificare di adottare
immediatamente le
seguenti misure: 1.
Aumentare il valore degli
inode per il volume. Se |l
valore degli inode & gia al
massimo, allora bisogna
dividere il volume in due o
piu volumi perché il file
system ha superato la
dimensione massima. 2.
Utilizzare FlexGroup
poiché aiuta ad ospitare
file system di grandi
dimensioni
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Latenza del volume
elevata

Nome del monitor
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CRITICO

Gravita

| volumi sono oggetti che
gestiscono il traffico 1/10
spesso gestito da
applicazioni sensibili alle
prestazioni, tra cui
applicazioni DevOps,
directory home e
database. Le latenze
elevate possono
comportare problemi alle
applicazioni stesse, che
potrebbero non essere in
grado di svolgere i propri
compiti. Il monitoraggio
delle latenze del volume &
fondamentale per
mantenere prestazioni
costanti delle applicazioni.
Di seguito sono riportate
le latenze previste in base
al tipo di supporto: SSD
fino a 1-2 millisecondi;
SAS fino a 8-10
millisecondi e HDD SATA
17-20 millisecondi.

Descrizione del monitor

Se viene superata la
soglia critica, valutare le
seguenti azioni immediate
per ridurre al minimo
linterruzione del servizio:
se al volume & assegnata
una policy QoS, valutare
le soglie limite nel caso in
cui stiano causando la
limitazione del carico di
lavoro del volume. Se la
soglia di allerta viene
superata, prendere in
considerazione le
seguenti azioni
immediate: 1. Se anche
'aggregato & molto
utilizzato, spostare il
volume su un altro
aggregato. 2. Se al
volume é assegnata una
policy QoS, valutarne le
soglie limite nel caso in
cui causino la limitazione
del carico di lavoro del
volume. 3. Se anche |l
nodo & sottoposto a un
utilizzo elevato, spostare |l
volume su un altro nodo o
ridurre il carico di lavoro
totale del nodo.

Azione correttiva



Nodo ad alta latenza

ATTENZIONE / CRITICO La latenza del nodo ha

raggiunto livelli tali da
poter influire sulle
prestazioni delle
applicazioni sul nodo. Una
latenza dei nodi inferiore
garantisce prestazioni
costanti delle applicazioni.
Le latenze previste in
base al tipo di supporto
sono: SSD finoa 1-2
millisecondi; SAS fino a 8-
10 millisecondi e HDD
SATA 17-20 millisecondi.

Se viene superata la
soglia critica, € necessario
adottare misure
immediate per ridurre al
minimo l'interruzione del
servizio: 1. Sospendere le
attivita pianificate, gl
snapshot o la replica
SnapMirror 2. Ridurre la
richiesta di carichi di
lavoro a priorita inferiore
tramite limiti QoS 3.
Disattivare i carichi di
lavoro non essenziali.
Prendere in
considerazione azioni
immediate quando viene
superata la soglia di
avviso: 1. Spostare uno o
piu carichi di lavoro in una
posizione di archiviazione
diversa 2. Ridurre la
richiesta di carichi di
lavoro a priorita inferiore
tramite limiti QoS 3.
Aggiungere piu nodi di
archiviazione (AFF) o
ripiani di dischi (FAS) e
ridistribuire i carichi di
lavoro 4. Modificare le
caratteristiche del carico
di lavoro (dimensione del
blocco, memorizzazione
nella cache
dell’applicazione, ecc.)
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Limite delle prestazioni del ATTENZIONE / CRITICO L'utilizzo delle prestazioni

nodo

112

del nodo ha raggiunto
livelli tali da poter influire
sulle prestazioni degli I/O
e delle applicazioni
supportate dal nodo. Un
basso utilizzo delle
prestazioni dei nodi
garantisce prestazioni
costanti delle applicazioni.

E necessario adottare
misure immediate per
ridurre al minimo
linterruzione del servizio
in caso di superamento
della soglia critica: 1.
Sospendere le attivita
pianificate, gli snapshot o
la replica SnapMirror 2.
Ridurre la richiesta di
carichi di lavoro a priorita
inferiore tramite limiti QoS
3. Disattivare i carichi di
lavoro non essenziali.
Prendere in
considerazione le
seguenti azioni se viene
superata la soglia di
avviso: 1. Spostare uno o
piu carichi di lavoro in una
posizione di archiviazione
diversa 2. Ridurre la
richiesta di carichi di
lavoro a priorita inferiore
tramite limiti QoS 3.
Aggiungere piu nodi di
archiviazione (AFF) o
ripiani di dischi (FAS) e
ridistribuire i carichi di
lavoro 4. Modificare le
caratteristiche del carico
di lavoro (dimensione del
blocco, memorizzazione
nella cache
dell’applicazione, ecc.)



Storage VM ad alta
latenza

Limite massimo dei file
delle quote utente

ATTENZIONE / CRITICO

CRITICO

La latenza della VM di
archiviazione (SVM) ha
raggiunto livelli tali da
poter influire sulle
prestazioni delle
applicazioni sulla VM di
archiviazione. La latenza
ridotta delle VM di
archiviazione garantisce
prestazioni costanti delle
applicazioni. Le latenze
previste in base al tipo di
supporto sono: SSD fino a
1-2 millisecondi; SAS fino
a 8-10 millisecondi e HDD
SATA 17-20 millisecondi.

[l numero di file creati nel
volume ha raggiunto il
limite critico e non &
possibile creare file
aggiuntivi. [l monitoraggio
del numero di file
archiviati garantisce
all’'utente un servizio dati
ininterrotto.

Se viene superata la
soglia critica, valutare
immediatamente i limiti di
soglia per i volumi della
VM di archiviazione con
una policy QoS
assegnata, per verificare
se stanno causando la
limitazione dei carichi di
lavoro del volume.
Prendere in
considerazione le
seguenti azioni immediate
quando viene superata la
soglia di avviso: 1. Se
anche I'aggregato e
sottoposto a un utilizzo
elevato, spostare alcuni
volumi della VM di
archiviazione su un altro
aggregato. 2. Per i volumi
della VM di archiviazione
con una policy QoS
assegnata, valutare i limiti
di soglia se causano la
limitazione dei carichi di
lavoro del volume 3. Se il
nodo € soggetto a un
utilizzo elevato, spostare
alcuni volumi della VM di
archiviazione su un altro
nodo o ridurre il carico di
lavoro totale del nodo

Sono necessarie azioni
immediate per ridurre al
minimo l'interruzione del
servizio in caso di
superamento della soglia
critica. Si consideri
I'adozione delle seguenti
misure: 1. Aumentare la
quota del numero di file
per l'utente specifico 2.
Elimina i file indesiderati
per ridurre la pressione
sulla quota di file per
I'utente specifico
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Limite flessibile dei file
delle quote utente

114

AVVERTIMENTO

[l numero di file creati
all'interno del volume ha
raggiunto il limite di soglia
della quota ed & prossimo
al limite critico. Non &
possibile creare file
aggiuntivi se la quota
raggiunge il limite critico.
Monitorando il numero di
file archiviati da un utente
si garantisce che l'utente
riceva un servizio dati
ininterrotto.

Prendere in
considerazione azioni
immediate se viene
superata la soglia di
allerta: 1. Aumentare la
quota del numero di file
per la quota utente
specifica 2. Elimina i file
indesiderati per ridurre la
pressione sulla quota di
file per l'utente specifico



Rapporto di mancata
corrispondenza della
cache del volume

ATTENZIONE / CRITICO

Il rapporto di mancata
lettura nella cache del
volume ¢ la percentuale di
richieste di lettura
provenienti dalle
applicazioni client che
vengono restituite dal
disco anziché dalla cache.
Cio significa che il volume
ha raggiunto la soglia
impostata.

Se viene superata la
soglia critica, € necessario
adottare misure
immediate per ridurre al
minimo l'interruzione del
servizio: 1. Spostare
alcuni carichi di lavoro dal
nodo del volume per
ridurre il carico di I/0O 2.
Se non é gia presente sul
nodo del volume,
aumentare la cache WAFL
acquistando e
aggiungendo una Flash
Cache 3. Ridurre la
richiesta di carichi di
lavoro a priorita inferiore
sullo stesso nodo tramite
limiti QoS. Prendere in
considerazione azioni
immediate quando viene
superata la soglia di
avviso: 1. Spostare alcuni
carichi di lavoro dal nodo
del volume per ridurre il
carico di I/0O 2. Se non &
gia presente sul nodo del
volume, aumentare la
cache WAFL acquistando
e aggiungendo una Flash
Cache 3. Ridurre la
richiesta di carichi di
lavoro con priorita
inferiore sullo stesso nodo
tramite limiti QoS 4.
Modificare le
caratteristiche del carico
di lavoro (dimensione del
blocco, memorizzazione
nella cache
dell'applicazione, ecc.)
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Sovracommit della quota
Qtree del volume

Torna all’inizio

Monitor di registro

Nome del monitor

Credenziali AWS non
inizializzate
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ATTENZIONE / CRITICO

Gravita

INFORMAZIONI

Volume Qtree Quota
Overcommit specifica la
percentuale in cui un
volume & considerato in
eccesso rispetto alle
quote gtree. E stata
raggiunta la soglia
impostata per la quota
gtree per il volume. |l
monitoraggio del
superamento della quota
gtree del volume
garantisce che l'utente
riceva un servizio dati
ininterrotto.

Descrizione

Questo evento si verifica
quando un modulo tenta
di accedere alle

Se viene superata la
soglia critica, € necessario
adottare misure
immediate per ridurre al
minimo l'interruzione del
servizio: 1. Aumentare lo
spazio del volume 2.
Eliminare i dati
indesiderati Quando viene
superata la soglia di
avviso, valutare 'aumento
dello spazio del volume.

Azione correttiva

Attendi che il thread delle
credenziali cloud e il
sistema completino

credenziali basate sui ruoli I'inizializzazione.

di Amazon Web Services
(AWS) Identity and
Access Management
(IAM) dal thread delle
credenziali cloud prima
che vengano inizializzate.



Livello cloud non
raggiungibile

Disco fuori servizio

CRITICO

INFORMAZIONI

Un nodo di archiviazione
non riesce a connettersi
all’API dell’archivio oggetti
Cloud Tier. Alcuni dati
saranno inaccessibili.

Questo evento si verifica
quando un disco viene
rimosso dal servizio
perché é stato
contrassegnato come
guasto, € in fase di
sanificazione o € entrato
nel Centro di
manutenzione.

Se si utilizzano prodotti
on-premise, eseguire le
seguenti azioni correttive:
...Verificare che il LIF
intercluster sia online e
funzionante utilizzando il
comando "network
interface
show"....Verificare la
connettivita di rete al
server dell’archivio oggetti
utilizzando il comando
"ping" sul LIF intercluster
del nodo di
destinazione....Assicurarsi
di quanto segue:...La
configurazione
dell'archivio oggetti non &
cambiata....Le
informazioni di accesso e
connettivita sono ancora
valide....Contattare
I’assistenza tecnica
NetApp se il problema
persiste. Se si utilizza
Cloud Volumes ONTAP,
eseguire le seguenti
azioni correttive:
...Assicurarsi che la
configurazione
dell’archivio oggetti non
sia cambiata....
Assicurarsi che le
informazioni di accesso e
connettivita siano ancora
valide. Se il problema
persiste, contattare
I’assistenza tecnica
NetApp .

Nessuno.
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Costituente FlexGroup
completo

Costituente Flexgroup
quasi pieno

Il componente FlexGroup
ha quasi esaurito gli inode
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CRITICO

AVVERTIMENTO

AVVERTIMENTO

Un componente all'interno
di un volume FlexGroup &
pieno, il che potrebbe
causare una potenziale
interruzione del servizio. E
ancora possibile creare o
espandere file sul volume
FlexGroup . Tuttavia,
nessuno dei file
memorizzati sul
costituente pud essere
modificato. Di
conseguenza, potrebbero
verificarsi errori casuali di
spazio insufficiente
quando si tenta di
eseguire operazioni di
scrittura sul volume
FlexGroup .

Un componente all'interno
di un volume FlexGroup
ha quasi esaurito lo
spazio, il che potrebbe
causare una potenziale
interruzione del servizio. |
file possono essere creati
ed espansi. Tuttavia, se lo
spazio disponibile sul
costituente esaurisce,
potresti non essere in
grado di aggiungere o
modificare i file sul
costituente.

Un componente all'interno
di un volume FlexGroup &
quasi senza inode, il che
potrebbe causare una
potenziale interruzione del
servizio. Il costituente
riceve meno richieste di
creazione rispetto alla
media. Cio potrebbe avere
un impatto sulle
prestazioni complessive
del volume FlexGroup ,
poiché le richieste
vengono indirizzate ai
componenti con piu inode.

Si consiglia di aggiungere
capacita al volume
FlexGroup utilizzando il
comando "volume modify
-files +X". In alternativa,
eliminare i file dal volume
FlexGroup . Tuttavia, &
difficile stabilire quali
fascicoli siano stati
inoltrati al costituente.

Si consiglia di aggiungere
capacita al volume
FlexGroup utilizzando il
comando "volume modify
-files +X". In alternativa,
eliminare i file dal volume
FlexGroup . Tuttavia, &
difficile stabilire quali
fascicoli siano stati
inoltrati al costituente.

Si consiglia di aggiungere
capacita al volume
FlexGroup utilizzando il
comando "volume modify
-files +X". In alternativa,
eliminare i file dal volume
FlexGroup . Tuttavia, &
difficile stabilire quali
fascicoli siano stati
inoltrati al costituente.



Costituente FlexGroup
fuori dagli inode

LUN offline

Ventola dell’'unita
principale guasta

Ventola dell’'unita
principale in stato di
avviso

CRITICO

INFORMAZIONI

AVVERTIMENTO

INFORMAZIONI

Un componente di un
volume FlexGroup ha
esaurito gli inode, il che
potrebbe causare una
potenziale interruzione del
servizio. Non & possibile
creare nuovi file su questo
costituente. Cid potrebbe
portare a una
distribuzione
complessivamente
sbilanciata dei contenuti
nel volume FlexGroup .

Questo evento si verifica
quando una LUN viene
portata offline
manualmente.

Una o piu ventole
dell’'unita principale sono
guaste. Il sistema rimane
operativo. Tuttavia, se la
condizione persiste troppo
alungo, la
sovratemperatura
potrebbe innescare uno
spegnimento automatico.

Questo evento si verifica
quando una o piu ventole
dell’'unita principale sono
in stato di avviso.

Si consiglia di aggiungere
capacita al volume
FlexGroup utilizzando il
comando "volume modify
-files +X". In alternativa,
eliminare i file dal volume
FlexGroup . Tuttavia, &
difficile stabilire quali
fascicoli siano stati
inoltrati al costituente.

Riportare online la LUN.

Riposizionare le ventole
guaste. Se l'errore
persiste, sostituirli.

Sostituire le ventole
indicate per evitare il
surriscaldamento.
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Batteria NVRAM scarica AVVERTIMENTO

Processore di servizio non AVVERTIMENTO
configurato
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La capacita della batteria
NVRAM & estremamente
bassa. Potrebbe verificarsi
una potenziale perdita di
dati se la batteria si
scarica. Il sistema genera
e trasmette un messaggio
AutoSupport o "call home"
al supporto tecnico
NetApp e alle destinazioni
configurate, se configurato
per farlo. La corretta
consegna di un
messaggio AutoSupport
migliora significativamente
la determinazione e la
risoluzione dei problemi.

Questo evento si verifica
settimanalmente per
ricordarti di configurare il
Service Processor (SP). L'
SP € un dispositivo fisico
incorporato nel sistema
per fornire funzionalita di
accesso e gestione
remota. E necessario
configurare I' SP per
sfruttarne tutte le
funzionalita.

Eseguire le seguenti
azioni
correttive:...Visualizzare
lo stato attuale della
batteria, la capacita e lo
stato di carica utilizzando
il comando "system node
environment sensors
show"....Se la batteria &
stata sostituita di recente
o il sistema non é stato
operativo per un periodo
di tempo prolungato,
monitorare la batteria per
verificare che si stia
caricando
correttamente....Contattar
e 'assistenza tecnica
NetApp se l'autonomia
della batteria continua a
scendere al di sotto dei
livelli critici e il sistema di
storage si spegne
automaticamente.

Eseguire le seguenti
azioni
correttive:...Configurare I
SP utilizzando il comando
"system service-processor
network
modify"....Facoltativament
e, ottenere I'indirizzo MAC
SP utilizzando il comando
"system service-processor
network
show"....Verificare la
configurazione di rete SP
utilizzando il comando
"system service-processor
network
show"....Verificare che I'
SP possa inviare un’e-
mail di AutoSupport
utilizzando il comando
"system service-processor
autosupport invoke".
NOTA: gli host e i
destinatari della posta
elettronica AutoSupport
devono essere configurati
in ONTAP prima di
emettere questo
comando.



Processore di servizi CRITICO

offline

| ventilatori dello scaffale CRITICO

sono guasti

[l sistema non pud CRITICO
funzionare a causa di un
guasto della ventola

dell’'unita principale

Dischi non assegnati INFORMAZIONI

ONTAP non riceve piu
heartbeat dal Service
Processor (SP), anche se
sono state eseguite tutte
le azioni di ripristino SP .
ONTAP non pud
monitorare lo stato
del’hardware senza SP.
...Il sistema si spegnera
per evitare danni
all’hardware e perdita di
dati. Imposta un avviso di
panico per essere
avvisato immediatamente
se I' SP va offline.

La ventola di
raffreddamento indicata o
il modulo ventola dello
scaffale sono guasti. |
dischi nello scaffale
potrebbero non ricevere
un flusso d’aria di
raffreddamento sufficiente,
il che potrebbe causare
guasti al disco.

Una o piu ventole
dell’'unita principale sono
guaste, interrompendo il
funzionamento del
sistema. Cio potrebbe
comportare una
potenziale perdita di dati.

Il sistema ha dischi non
assegnati: la capacita
viene sprecata e potrebbe
essere stata applicata una
configurazione errata o
una modifica parziale
della configurazione del
sistema.

Spegnere e riaccendere il
sistema eseguendo le
seguenti operazioni:...
Estrarre il controller dallo
chassis.... Reinserire il
controller.... Riaccendere
il controller.... Se il
problema persiste,
sostituire il modulo del
controller.

Eseguire le seguenti
azioni
correttive:...Verificare che
il modulo ventola sia
completamente inserito e
fissato. NOTA: la ventola
¢ integrata nel modulo di
alimentazione in alcuni
alloggiamenti per dischi.
Se il problema persiste,
sostituire il modulo
ventola. Se il problema
persiste, contattare
I'assistenza tecnica
NetApp per ricevere
assistenza.

Sostituire le ventole
guaste.

Eseguire le seguenti
azioni correttive:...
Determinare quali dischi
non sono assegnati
utilizzando il comando
"disk show -n"....
Assegnare i dischi a un
sistema utilizzando il
comando "disk assign".
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Server antivirus occupato AVVERTIMENTO

Credenziali AWS per il CRITICO
ruolo IAM scadute
Credenziali AWS per il CRITICO

ruolo IAM non trovate

122

Il server antivirus € troppo
occupato per accettare
nuove richieste di
scansione.

Cloud Volume ONTAP &
diventato inaccessibile. Le
credenziali basate sul
ruolo Identity and Access
Management (IAM) sono
scadute. Le credenziali
vengono acquisite dal
server di metadati di
Amazon Web Services
(AWS) tramite il ruolo IAM
e vengono utilizzate per
firmare le richieste API ad
Amazon Simple Storage
Service (Amazon S3).

[l thread delle credenziali
cloud non riesce ad
acquisire le credenziali
basate sul ruolo di
Amazon Web Services
(AWS) Identity and
Access Management
(IAM) dal server dei
metadati AWS. Le
credenziali vengono
utilizzate per firmare le
richieste APl ad Amazon
Simple Storage Service
(Amazon S3). Cloud
Volume ONTAP &
diventato inaccessibile.

Se questo messaggio si
verifica frequentemente,
assicurarsi che siano
presenti abbastanza
server antivirus per gestire
il carico di scansione
antivirus generato
dal’'SVM.

Eseguire le seguenti
operazioni:...Accedere
alla console di gestione
AWS EC2....Accedere alla
pagina Istanze....Trovare
l'istanza per la
distribuzione Cloud
Volumes ONTAP e
verificarne lo
stato....Verificare che il
ruolo AWS IAM associato
all’istanza sia valido e che
siano stati concessi i
privilegi appropriati
all’istanza.

Eseguire le seguenti
operazioni:...Accedere
alla console di gestione
AWS EC2....Accedere alla
pagina Istanze....Trovare
listanza per la
distribuzione Cloud
Volumes ONTAP e
verificarne lo
stato....Verificare che il
ruolo AWS |IAM associato
all’istanza sia valido e che
siano stati concessi i
privilegi appropriati
all’istanza.



Credenziali AWS per il

ruolo IAM non valide

Ruolo AWS IAM non
trovato

Ruolo AWS IAM non
valido

CRITICO

CRITICO

CRITICO

Le credenziali basate sul
ruolo Identity and Access
Management (IAM) non
sono valide. Le credenziali
vengono acquisite dal
server di metadati di
Amazon Web Services
(AWS) tramite il ruolo IAM
e vengono utilizzate per
firmare le richieste API ad
Amazon Simple Storage
Service (Amazon S3).
Cloud Volume ONTAP &
diventato inaccessibile.

Il thread dei ruoli Identity
and Access Management
(IAM) non riesce a trovare
un ruolo IAM di Amazon
Web Services (AWS) sul
server dei metadati AWS.
[l ruolo IAM & necessario
per acquisire le
credenziali basate sul
ruolo utilizzate per firmare
le richieste API ad
Amazon Simple Storage
Service (Amazon S3).
Cloud Volume ONTAP &
diventato inaccessibile.

[l ruolo Amazon Web
Services (AWS) Identity
and Access Management
(IAM) sul server metadati
AWS non ¢& valido. Cloud
Volume ONTAP e
diventato inaccessibile.

Eseguire le seguenti
operazioni:...Accedere
alla console di gestione
AWS EC2....Accedere alla
pagina Istanze.... Trovare
l'istanza per la
distribuzione Cloud
Volumes ONTAP e
verificarne lo
stato....Verificare che il
ruolo AWS IAM associato
all’istanza sia valido e che
siano stati concessi i
privilegi appropriati
all’istanza.

Eseguire le seguenti
operazioni:...Accedere
alla console di gestione
AWS EC2....Accedere alla
pagina Istanze....Trovare
l'istanza per la
distribuzione Cloud
Volumes ONTAP e
verificarne lo
stato....Verificare che il
ruolo AWS |AM associato
all'istanza sia valido.

Eseguire le seguenti
operazioni:...Accedere
alla console di gestione
AWS EC2....Accedere alla
pagina Istanze....Trovare
listanza per la
distribuzione Cloud
Volumes ONTAP e
verificarne lo
stato....Verificare che il
ruolo AWS IAM associato
all'istanza sia valido e che
siano stati concessi i
privilegi appropriati
all’istanza.
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Errore di connessione al
server metadati AWS

Limite di utilizzo dello
spazio FabricPool quasi
raggiunto

124

CRITICO

AVVERTIMENTO

[l thread dei ruoli Identity
and Access Management
(IAM) non riesce a
stabilire un collegamento
di comunicazione con il
server dei metadati di
Amazon Web Services
(AWS). E necessario
stabilire una
comunicazione per
acquisire le credenziali
AWS IAM basate sui ruoli
necessarie, utilizzate per
firmare le richieste API ad
Amazon Simple Storage
Service (Amazon S3).
Cloud Volume ONTAP &
diventato inaccessibile.

L'utilizzo totale dello
spazio FabricPool a livello
di cluster da parte degli
archivi di oggetti
provenienti da provider
con licenza di capacita ha
quasi raggiunto il limite di
licenza.

Eseguire le seguenti
operazioni:...Accedere
alla console di gestione
AWS EC2....Accedere alla
pagina Istanze.... Trovare
l'istanza per la
distribuzione Cloud
Volumes ONTAP e
verificarne lo stato....

Eseguire le seguenti
azioni
correttive:...Verificare la
percentuale di capacita
concessa in licenza
utilizzata da ciascun livello
di archiviazione
FabricPool utilizzando il
comando "storage
aggregate object-store
show-space”....Eliminare
le copie snapshot dai
volumi con il criterio di
suddivisione in livelli
"snapshot" o "backup"
utilizzando il comando
"volume snapshot delete"
per liberare
spazio....Installare una
nuova licenza sul cluster
per aumentare la capacita
concessa in licenza.



Limite di utilizzo dello
spazio FabricPool
raggiunto

CRITICO

L'utilizzo totale dello
spazio FabricPool a livello
di cluster degli archivi di
oggetti provenienti da
provider con licenza di
capacita ha raggiunto il
limite di licenza.

Eseguire le seguenti
azioni
correttive:...Verificare la
percentuale di capacita
concessa in licenza
utilizzata da ciascun livello
di archiviazione
FabricPool utilizzando il
comando "storage
aggregate object-store
show-space”....Eliminare
le copie snapshot dai
volumi con il criterio di
suddivisione in livelli
"snapshot" o "backup"
utilizzando il comando
"volume snapshot delete"
per liberare
spazio....Installare una
nuova licenza sul cluster
per aumentare la capacita
concessa in licenza.
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Restituzione
dell’aggregato fallita
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CRITICO

Questo evento si verifica
durante la migrazione di
un aggregato come parte
di un giveback di failover
di archiviazione (SFO),
quando il nodo di
destinazione non riesce a
raggiungere gli archivi di
oggetti.

Eseguire le seguenti
azioni
correttive:...Verificare che
il LIF intercluster sia
online e funzionante
utilizzando il comando
"network interface
show"....Verificare la
connettivita di rete al
server dell’archivio oggetti
utilizzando il comando
"ping" sul LIF intercluster
del nodo di destinazione.
...Verificare che la
configurazione
dell’archivio oggetti non
sia cambiata e che le
informazioni di accesso e
connettivita siano ancora
corrette utilizzando |l
comando "aggregate
object-store config
show"....In alternativa, &
possibile ignorare I'errore
specificando false per il
parametro "require-
partner-waiting" del
comando giveback....Per
ulteriori informazioni o
assistenza, contattare
I'assistenza tecnica
NetApp .



Interconnessione HA
inattiva

AVVERTIMENTO

L’interconnessione ad alta Le azioni correttive

disponibilita (HA) non
funziona. Rischio di
interruzione del servizio
quando il failover non &
disponibile.

dipendono dal numero e
dal tipo di collegamenti di
interconnessione HA
supportati dalla
piattaforma, nonché dal
motivo per cui
I'interconnessione non
funziona. ...Se i
collegamenti sono
inattivi:...Verificare che
entrambi i controller nella
coppia HA siano
operativi....Peri
collegamenti collegati
esternamente, assicurarsi
che i cavi di
interconnessione siano
collegati correttamente e
che i moduli SFP (Small
Form-Factor Pluggable),
se applicabili, siano
posizionati correttamente
su entrambi i
controller....Peri
collegamenti collegati
internamente, disattivare e
riattivare i collegamenti,
uno dopo l'altro,
utilizzando i comandi "ic
link off" e "ic link on". ...Se
i collegamenti sono
disabilitati, abilitarli
utilizzando il comando "ic
link on". ...Se un peer non
€ connesso, disabilitare e
riabilitare i collegamenti,
uno dopo l'altro,
utilizzando i comandi "ic
link off" e "ic link on"....Se
il problema persiste,
contattare I'assistenza
tecnica NetApp .
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Numero massimo di
sessioni per utente
superato
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AVVERTIMENTO

Hai superato il numero
massimo di sessioni
consentite per utente su
una connessione TCP.
Ogni richiesta di stabilire
una sessione verra
respinta finché alcune
sessioni non saranno
rilasciate. ...

Eseguire le seguenti
azioni correttive:
...Ispezionare tutte le
applicazioni in esecuzione
sul client e terminare
quelle che non funzionano
correttamente....Riavviare
il client....Verificare se il
problema & causato da
un’applicazione nuova o
esistente:...Se
I'applicazione € nuova,
impostare una soglia piu
alta per il client utilizzando
il comando "cifs option
modify -max-opens-same
-file-per-tree”. In alcuni
casi i clienti funzionano
come previsto, ma
richiedono una soglia piu
alta. Dovresti avere
privilegi avanzati per
impostare una soglia piu
alta per il client. ...Se il
problema & causato da
un’applicazione esistente,
potrebbe esserci un
problema con il client. Per
ulteriori informazioni o
assistenza, contattare
I'assistenza tecnica
NetApp .



Numero massimo di
aperture per file superato

AVVERTIMENTO

Hai superato il numero
massimo di volte in cui
puoi aprire il file tramite
una connessione TCP.
Ogni richiesta di apertura
di questo file verra rifiutata
finché non si chiudono
alcune istanze aperte del
file. Cio indica in genere
un comportamento
anomalo dell’applicazione.

Eseguire le seguenti
azioni
correttive:...Ispezionare le
applicazioni in esecuzione
sul client utilizzando
questa connessione TCP.
Il client potrebbe non
funzionare correttamente
a causa dell’applicazione
in esecuzione su di esso.
Riavviare il client.
Verificare se il problema &
causato da
un’applicazione nuova o
esistente: Se
I'applicazione & nuova,
impostare una soglia piu
alta per il client utilizzando
il comando "cifs option
modify -max-opens-same
-file-per-tree". In alcuni
casi i clienti funzionano
come previsto, ma
richiedono una soglia piu
alta. Dovresti avere
privilegi avanzati per
impostare una soglia piu
alta peril client. ...Se il
problema & causato da
un’applicazione esistente,
potrebbe esserci un
problema con il client. Per
ulteriori informazioni o
assistenza, contattare
I'assistenza tecnica
NetApp .
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Conflitto di nomi NetBIOS CRITICO

Pool di archiviazione
NFSv4 esaurito

130

CRITICO

Il servizio nomi NetBIOS
ha ricevuto una risposta
negativa a una richiesta di
registrazione del nome da
un computer remoto. In
genere cio € causato da
un conflitto nel nome
NetBIOS o in un alias. Di
conseguenza, i client
potrebbero non essere in
grado di accedere ai dati o
di connettersi al nodo di
distribuzione dei dati
corretto nel cluster.

Un pool di archiviazione
NFSv4 e esaurito.

Eseguire una delle
seguenti azioni
correttive:...Se si verifica
un conflitto nel nome
NetBIOS o in un alias,
eseguire una delle
seguenti
operazioni:...Eliminare
I'alias NetBIOS duplicato
utilizzando il comando
"vserver cifs delete
-aliases alias -vserver
vserver"....Rinominare un
alias NetBIOS eliminando
il nome duplicato e
aggiungendo un alias con
un nuovo nome
utilizzando il comando
"vserver cifs create
-aliases alias -vserver
vserver". ...Se non sono
configurati alias e si
verifica un conflitto nel
nome NetBIOS,
rinominare il server CIFS
utilizzando i comandi
"vserver cifs delete
-vserver vserver' e
"vserver cifs create -cifs
-server netbiosname".
NOTA: I'eliminazione di un
server CIFS puo rendere i
dati inaccessibili.
...Rimuovere il nome
NetBIOS o rinominare il
NetBIOS sul computer
remoto.

Se il server NFS non
risponde per piu di 10
minuti dopo questo
evento, contattare
I’assistenza tecnica
NetApp .



Nessun motore di
scansione registrato

Nessuna connessione
Vscan

Spazio volume radice
nodo basso

Condivisione
amministratore inesistente

CRITICO

CRITICO

CRITICO

CRITICO

[l connettore antivirus ha
notificato a ONTAP che
non dispone di un motore
di scansione registrato.
Cio potrebbe causare la
mancata disponibilita dei
dati se € abilitata I'opzione
"scan-mandatory".

ONTAP non ha alcuna
connessione Vscan per
gestire le richieste di
scansione antivirus. Cio
potrebbe causare la
mancata disponibilita dei
dati se € abilitata 'opzione
"scan-mandatory"”.

Il sistema ha rilevato che
lo spazio disponibile nel
volume root &
pericolosamente basso. I
nodo non &
completamente operativo.
E possibile che i LIF dei
dati siano falliti all'interno
del cluster, per cui
'accesso NFS e CIFS e
limitato sul nodo. La
capacita amministrativa &
limitata alle procedure di
ripristino locale del nodo
per liberare spazio sul
volume radice.

Problema Vscan: un client
ha tentato di connettersi a
una condivisione
ONTAP_ADMIN$
inesistente.

Eseguire le seguenti
azioni
correttive:...Assicurarsi
che il software del motore
di scansione installato sul
server antivirus sia
compatibile con
ONTAP....Assicurarsi che
il software del motore di
scansione sia in
esecuzione e configurato
per connettersi al
connettore antivirus
tramite loopback locale.

Assicurarsi che il pool di
scanner sia configurato
correttamente e che i
server antivirus siano attivi
e connessi a ONTAP.

Eseguire le seguenti
azioni
correttive:...Liberare
spazio sul volume root
eliminando le vecchie
copie Snapshot,
eliminando i file non piu
necessari dalla directory
/mroot o espandendo la
capacita del volume
root....Riavviare il
controller....Contattare
I'assistenza tecnica
NetApp per ulteriori
informazioni o assistenza.

Assicurarsi che Vscan sia
abilitato per I''D SVM
menzionato. L’abilitazione
di Vscan su una SVM
determina la creazione
automatica della
condivisione
ONTAP_ADMINS per la
SVM.
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Spazio dei nomi NVMe CRITICO

esaurito

Periodo di grazia NVMe-  AVVERTIMENTO

oF attivo

Periodo di grazia NVMe- AVVERTIMENTO

oF scaduto

Inizio del periodo di grazia AVVERTIMENTO
NVMe-oF

Host archivio oggettinon CRITICO

risolvibile
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Uno spazio dei nomi
NVMe é stato messo
offline a causa di un
errore di scrittura causato
dalla mancanza di spazio.

Questo evento si verifica
quotidianamente quando
€ in uso il protocollo
NVMe over Fabrics
(NVMe-oF) e il periodo di
grazia della licenza &
attivo. La funzionalita
NVMe-oF richiede una
licenza dopo la scadenza
del periodo di grazia della
licenza. La funzionalita
NVMe-oF viene
disabilitata al termine del
periodo di grazia della
licenza.

Il periodo di grazia della
licenza NVMe over
Fabrics (NVMe-oF) &
terminato e la funzionalita
NVMe-oF é disabilitata.

La configurazione NVMe
over Fabrics (NVMe-oF) &
stata rilevata durante
I'aggiornamento al
software ONTAP 9.5. La
funzionalita NVMe-oF
richiede una licenza dopo
la scadenza del periodo di
grazia della licenza.

[ nome host del server di
archiviazione degli oggetti
non puo essere risolto in
un indirizzo IP. Il client
dell’archivio oggetti non
pud comunicare con il
server dell’archivio oggetti
senza risolvere un
indirizzo IP. Di
conseguenza, i dati
potrebbero risultare
inaccessibili.

Aggiungere spazio al
volume e quindi portare
online lo spazio dei nomi
NVMe utilizzando il
comando "vserver nvme
namespace modify".

Contatta il tuo
rappresentante di vendita
per ottenere una licenza
NVMe-oF e aggiungerla al
cluster oppure rimuovi
tutte le istanze della
configurazione NVMe-oF
dal cluster.

Contatta il tuo
rappresentante
commerciale per ottenere
una licenza NVMe-oF e
aggiungerla al cluster.

Contatta il tuo
rappresentante
commerciale per ottenere
una licenza NVMe-oF e
aggiungerla al cluster.

Controllare la
configurazione DNS per
verificare che il nome host
sia configurato
correttamente con un
indirizzo IP.



Object Store Intercluster CRITICO
LIF inattivo

Mancata corrispondenza CRITICO
della firma dell’archivio
oggetti

Timeout READDIR CRITICO

Il client dell’archivio
oggetti non riesce a
trovare un LIF operativo
per comunicare con il
server dell’archivio
oggetti. Il nodo non
consentira il traffico client
dell’archivio oggetti finché
il LIF intercluster non sara
operativo. Di
conseguenza, i dati
potrebbero risultare
inaccessibili.

La firma della richiesta
inviata al server
dell’archivio oggetti non
corrisponde alla firma
calcolata dal client. Di
conseguenza, i dati
potrebbero risultare
inaccessibili.

Un’operazione sul file
READDIR ha superato il
timeout consentito per
'esecuzione in WAFL. Cio
puo essere dovuto a
directory molto grandi o
sparse. Si raccomanda
un’azione correttiva.

Eseguire le seguenti
azioni
correttive:...Verificare lo
stato del LIF intercluster
utilizzando il comando
"network interface show
-role
intercluster"....Verificare
che il LIF intercluster sia
configurato correttamente
e operativo....Se un LIF
intercluster non &
configurato, aggiungerlo
utilizzando il comando
"network interface create
-role intercluster”.

Verificare che la chiave di
accesso segreta sia
configurata correttamente.
Se la configurazione &
corretta, contattare il
supporto tecnico NetApp
per ricevere assistenza.

Eseguire le seguenti
azioni correttive:...Trovare
informazioni specifiche
sulle directory recenti le
cui operazioni sui file
READDIR sono scadute
utilizzando il seguente
comando CLI nodeshell
con privilegio 'diag": wafl
readdir notice
show....Controllare se le
directory sono indicate
come sparse o
meno:...Se una directory
€ indicata come sparse, si
consiglia di copiare |l
contenuto della directory
in una nuova directory per
rimuovere la scarsita del
file della directory. ...Se
una directory non &
indicata come sparse € la
directory & di grandi
dimensioni, si consiglia di
ridurre le dimensioni del
file della directory
riducendo il numero di
voci di file nella directory.
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Trasferimento
dell’aggregato non riuscito

CRITICO

Copia shadow non riuscita CRITICO
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Questo evento si verifica
durante lo spostamento di
un aggregato, quando il
nodo di destinazione non
riesce a raggiungere gli
archivi degli oggetti.

Si & verificato un errore
nel servizio Copia Shadow
del volume (VSS),
un’operazione di backup e
ripristino del servizio
Microsoft Server.

Eseguire le seguenti
azioni
correttive:...Verificare che
il LIF intercluster sia
online e funzionante
utilizzando il comando
"network interface
show"....Verificare la
connettivita di rete al
server dell’archivio oggetti
utilizzando il comando
"ping" sul LIF intercluster
del nodo di destinazione.
...Verificare che la
configurazione
dell’archivio oggetti non
sia cambiata e che le
informazioni di accesso e
connettivita siano ancora
corrette utilizzando |l
comando "aggregate
object-store config
show"....In alternativa, &
possibile ignorare I'errore
utilizzando il parametro
"override-destination-
checks" del comando di
rilocazione....Per ulteriori
informazioni o assistenza,
contattare I'assistenza
tecnica NetApp .

Verificare quanto segue
utilizzando le informazioni
fornite nel messaggio
dell’evento:...La
configurazione della copia
shadow &
abilitata?...Sono installate
le licenze appropriate?
...Su quali condivisioni
viene eseguita
I'operazione di copia
shadow?...ll nome della
condivisione &
corretto?...1l percorso
della condivisione
esiste?...Quali sono gli
stati del set di copie
shadow e delle relative
copie shadow?



Alimentatori
dell’interruttore di
archiviazione guasti

Troppe autenticazioni
CIFS

Accesso utente non
autorizzato alla
condivisione
amministratore

AVVERTIMENTO

AVVERTIMENTO

AVVERTIMENTO

Manca I'alimentatore
nell'interruttore del cluster.
La ridondanza é ridotta, il
rischio di interruzioni in
caso di ulteriori
interruzioni di corrente.

Si sono verificate
contemporaneamente
numerose negoziazioni di
autenticazione. Ci sono
256 richieste di nuove
sessioni incomplete da
questo client.

Un client ha tentato di
connettersi alla
condivisione privilegiata
ONTAP_ADMINS$ anche
se l'utente connesso non
€ un utente autorizzato.

Eseguire le seguenti
azioni
correttive:...Assicurarsi
che I'alimentatore
principale, che fornisce
energia allo switch del
cluster, sia
acceso....Assicurarsi che
il cavo di alimentazione
sia collegato
all’alimentatore....Contatta
re I'assistenza tecnica
NetApp se il problema
persiste.

Indagare sul motivo per
cui il client ha creato 256
O piu nuove richieste di
connessione. Potrebbe
essere necessario
contattare il fornitore del
client o dell’'applicazione
per determinare il motivo
per cui si & verificato
I'errore.

Eseguire le seguenti
azioni
correttive:...Assicurarsi
che il nome utente e
I'indirizzo IP menzionati
siano configurati in uno
dei pool di scanner Vscan
attivi....Controllare la
configurazione del pool di
scanner attualmente attivo
utilizzando il comando
"vserver vscan scanner
pool show-active".
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Virus rilevato

Volume offline

Volume limitato

Arresto della VM di
archiviazione riuscito

Nodo Panico

Torna all’inizio

AVVERTIMENTO

INFORMAZIONI

INFORMAZIONI

INFORMAZIONI

AVVERTIMENTO

Monitor di registro anti-ransomware

Nome del monitor

Monitoraggio anti-
ransomware VM di
archiviazione disabilitato

Monitoraggio anti-
ransomware della VM di
archiviazione abilitato
(modalita di
apprendimento)
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Gravita

AVVERTIMENTO

INFORMAZIONI

Un server Vscan ha
segnalato un errore al
sistema di archiviazione.
In genere questo indica
che ¢ stato trovato un
virus. Tuttavia, altri errori
sul server VVscan possono
causare questo
evento....’accesso del
client al file & negato. A
seconda delle
impostazioni e della
configurazione, il server
Vscan potrebbe pulire il
file, metterlo in
quarantena o eliminarlo.

Questo messaggio indica
che un volume é stato
reso offline.

Questo evento indica che
un volume flessibile &
stato reso limitato.

Questo messaggio viene
visualizzato quando
un’operazione di 'arresto
del vserver' riesce.

Questo evento viene
emesso quando si verifica
un panico

Descrizione

[l monitoraggio anti-
ransomware per la VM di
archiviazione &
disabilitato. Abilitare I'anti-
ransomware per
proteggere la VM di
archiviazione.

[l monitoraggio anti-
ransomware per la VM di
archiviazione ¢ abilitato in
modalita di
apprendimento.

Controllare il registro del
server Vscan riportato
nell’evento "syslog" per
verificare se € riuscito a
pulire, mettere in
quarantena o eliminare
correttamente il file infetto.
Se cid non fosse
possibile, un
amministratore di sistema
potrebbe dover eliminare
manualmente il file.

Ripristinare il volume
online.

Ripristinare il volume
online.

Utilizzare il comando
'vserver start' per avviare
I’accesso ai dati su una
VM di archiviazione.

Contattare I'assistenza
clienti NetApp .

Azione correttiva

Nessuno

Nessuno



Monitoraggio anti-
ransomware del volume
abilitato

Monitoraggio anti-
ransomware del volume
disabilitato

Monitoraggio anti-
ransomware del volume
abilitato (modalita di
apprendimento)

Monitoraggio anti-
ransomware del volume
sospeso (modalita di
apprendimento)

Monitoraggio anti-
ransomware del volume
sospeso

Disattivazione del
monitoraggio anti-
ransomware del volume

Attivita ransomware
rilevata

Torna all’inizio

INFORMAZIONI

AVVERTIMENTO

INFORMAZIONI

AVVERTIMENTO

AVVERTIMENTO

AVVERTIMENTO

CRITICO

FSx per monitor NetApp ONTAP

Nome del monitor

Soglie

[l monitoraggio anti-
ransomware per il volume
¢ abilitato.

[l monitoraggio anti-
ransomware per il volume
¢ disabilitato. Abilitare
'anti-ransomware per
proteggere il volume.

[l monitoraggio anti-
ransomware per il volume
€ abilitato in modalita di
apprendimento.

[l monitoraggio anti-
ransomware per il volume
€ in pausa in modalita di
apprendimento.

[l monitoraggio anti-
ransomware per il volume
€ sospeso.

[l monitoraggio anti-
ransomware per il volume
¢ disabilitato.

Per proteggere i dati dal
ransomware rilevato, &
stata creata una copia
Snapshot che pu0 essere
utilizzata per ripristinare i
dati originali. Il sistema
genera e trasmette un
messaggio AutoSupport o
"chiama casa" al supporto
tecnico NetApp e a tutte le
destinazioni configurate. II
messaggio AutoSupport
migliora la determinazione
e la risoluzione dei
problemi.

Descrizione del monitor

Nessuno

Nessuno

Nessuno

Nessuno

Nessuno

Nessuno

Fare riferimento a "FINAL-
DOCUMENT-NAME" per
adottare misure correttive
in caso di attivita
ransomware.

Azione correttiva
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La capacita del volume
FSx € piena

Volume FSx ad alta
latenza
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Attenzione @ > 85
%...Critico @ > 95 %

Attenzione @ > 1000
ps...Critico @ > 2000 us

La capacita di
archiviazione di un volume
€ necessaria per
archiviare i dati delle
applicazioni e dei clienti.
Maggiore ¢ la quantita di
dati memorizzati nel
volume ONTAP , minore
sara la disponibilita di
spazio di archiviazione per
i dati futuri. Se la capacita
di archiviazione dati
all'interno di un volume
raggiunge la capacita di
archiviazione totale, il
cliente potrebbe non
essere in grado di
archiviare i dati a causa
della mancanza di
capacita di archiviazione.
[l monitoraggio del volume
di capacita di
archiviazione utilizzato
garantisce la continuita
dei servizi dati.

| volumi sono oggetti che
servono il traffico di I1/0
spesso gestito da
applicazioni sensibili alle
prestazioni, tra cui
applicazioni DevOps,
directory home e
database. Le latenze
elevate possono
comportare problemi alle
applicazioni stesse, che
potrebbero non essere in
grado di svolgere i propri
compiti. Il monitoraggio
delle latenze del volume &
fondamentale per
mantenere prestazioni
costanti dell’applicazione.

Sono necessarie azioni
immediate per ridurre al
minimo l'interruzione del
servizio in caso di
superamento della soglia
critica:...1. Valuta
I’eliminazione dei dati che
non ti servono piu per
liberare spazio

Sono necessarie azioni
immediate per ridurre al
minimo l'interruzione del
servizio in caso di
superamento della soglia
critica:...1. Se al volume &
assegnata una policy
QoS, valutare le soglie
limite nel caso in cui
stiano causando la
limitazione del carico di
lavoro del volume...
Pianificare di
intraprendere quanto
segue al piu presto se la
soglia di avviso viene
superata:...1. Se al
volume & assegnata una
policy QoS, valutare le
soglie limite nel caso in
cui causino la limitazione
del carico di lavoro del
volume....2. Se anche il
nodo e sottoposto a un
utilizzo elevato, spostare il
volume su un altro nodo o
ridurre il carico di lavoro
totale del nodo.



Limite di inode del volume Attenzione @ > 85

FSx

Sovracommit della quota
Qtree del volume FSx

%...Critico @ > 95 %

Attenzione @ > 95
%...Critico @ > 100 %

| volumi che archiviano i
file utilizzano nodi di
indice (inode) per
archiviare i metadati dei
file. Quando un volume
esaurisce la sua
allocazione di inode, non
€ possibile aggiungervi
altri file. Un avviso di
avviso indica che &
necessario intraprendere
un’azione pianificata per
aumentare il numero di
inode disponibili. Un
avviso critico indica che
I'esaurimento del limite dei
file & imminente e che &
necessario adottare
misure di emergenza per
liberare gli inode e
garantire la continuita del
servizio.

Volume Qtree Quota
Overcommit specifica la
percentuale in cui un
volume & considerato in
eccesso rispetto alle
quote gtree. E stata
raggiunta la soglia
impostata per la quota
gtree per il volume. Il
monitoraggio del
superamento della quota
gtree del volume
garantisce che 'utente
riceva un servizio dati
ininterrotto.

Sono necessarie azioni
immediate per ridurre al
minimo I'interruzione del
servizio in caso di
superamento della soglia
critica:...1. Si consiglia di
aumentare il valore degli
inode per il volume. Se |l
valore degli inode € gia al
massimo, allora prendi in
considerazione la
possibilita di dividere il
volume in due o piu
volumi perché il file
system ha superato la
dimensione massima...
Pianifica di intraprendere
presto le seguenti azioni
se viene superata la
soglia di avviso:...1. Si
consiglia di aumentare il
valore degli inode per il
volume. Se il valore degli
inode & gia al massimo,
allora prendi in
considerazione la
suddivisione del volume in
due o piu volumi perché il
file system & cresciuto
oltre la dimensione
massima

Se viene superata la
soglia critica, & necessario
adottare misure
immediate per ridurre al
minimo l'interruzione del
servizio: 1. Eliminare i dati
indesiderati... Quando
viene superata la soglia di
avviso, valutare 'aumento
dello spazio del volume.
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Lo spazio di riserva dello
snapshot FSx & pieno
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Attenzione @ > 90
%...Critico @ > 95 %

La capacita di
archiviazione di un volume
€ necessaria per
archiviare i dati delle
applicazioni e dei clienti.
Una parte di questo
spazio, denominato
spazio riservato agli
snapshot, viene utilizzata
per archiviare gli snapshot
che consentono di
proteggere i dati a livello
locale. Maggiore ¢ la
quantita di dati nuovi e
aggiornati memorizzati nel
volume ONTAP ,
maggiore € la capacita di
snapshot utilizzata e
minore sara la capacita di
archiviazione snapshot
disponibile per futuri dati
nuovi o aggiornati. Se la
capacita dei dati snapshot
all'interno di un volume
raggiunge lo spazio di
riserva totale per gli
snhapshot, il cliente
potrebbe non essere in
grado di archiviare nuovi
dati snapshot e il livello di
protezione dei dati nel
volume potrebbe ridursi. Il
monitoraggio della
capacita snapshot del
volume utilizzato
garantisce la continuita
dei servizi dati.

Sono necessarie azioni
immediate per ridurre al
minimo I'interruzione del
servizio in caso di
superamento della soglia
critica:...1. Si consiglia di
configurare gli snapshot in
modo da utilizzare lo
spazio dati nel volume
quando la riserva di
snapshot € piena...2. Si
consiglia di eliminare
alcuni snapshot piu vecchi
che potrebbero non
essere piu necessari per
liberare spazio... Si
consiglia di intraprendere
quanto segue al piu presto
se la soglia di avviso
viene superata:...1.
Valutare 'aumento dello
spazio di riserva degli
snapshot all’interno del
volume per adattarsi alla
crescita...2. Valutare la
possibilita di configurare
gli snapshot per utilizzare
lo spazio dati nel volume
quando la riserva di
snapshot & piena



Rapporto di mancata
ricezione della cache del
volume FSx

Torna all’inizio

Monitor K8s

Nome del monitor

Attenzione @ > 95
%...Critico @ > 100 %

Descrizione

Il rapporto di mancata
lettura nella cache del
volume ¢ la percentuale di
richieste di lettura
provenienti dalle
applicazioni client che
vengono restituite dal
disco anziché dalla cache.
Cio significa che il volume
ha raggiunto la soglia
impostata.

Azioni correttive

Se viene superata la
soglia critica, € necessario
adottare misure
immediate per ridurre al
minimo l'interruzione del
servizio: 1. Spostare
alcuni carichi di lavoro dal
nodo del volume per
ridurre il carico di I/0O 2.
Ridurre la richiesta di
carichi di lavoro a priorita
inferiore sullo stesso nodo
tramite limiti QoS...
Prendere in
considerazione azioni
immediate quando viene
superata la soglia di
avviso: 1. Spostare alcuni
carichi di lavoro dal nodo
del volume per ridurre il
carico di I/0 2. Ridurre la
richiesta di carichi di
lavoro a priorita inferiore
sullo stesso nodo tramite
limiti QoS 3. Modificare le
caratteristiche del carico
di lavoro (dimensione del
blocco, memorizzazione
nella cache
dell’'applicazione, ecc.)

Gravita/Soglia
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Latenza del volume
persistente elevata

Saturazione della
memoria del cluster
elevata

Collegamento POD non
riuscito
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Le latenze elevate e Azioni immediate Se Attenzione @ > 6.000 ps
persistenti possono viene superata la soglia  Critico @ > 12.000 us
compromettere il critica, prendere in

funzionamento delle considerazione azioni

applicazioni stesse e immediate per ridurre al

impedirne lo svolgimento  minimo l'interruzione del

delle attivita. Il servizio: se al volume &

monitoraggio delle latenze assegnata una policy
persistenti dei volumi & QoS, valutare le soglie
fondamentale per limite nel caso in cui
mantenere prestazioni causino la limitazione del
costanti delle applicazioni. carico di lavoro del

Di seguito sono riportate  volume. Azioni da

le latenze previste in base intraprendere al piu

al tipo di supporto: SSD presto Se la soglia di

fino a 1-2 millisecondi; allerta viene superata,
SAS fino a 8-10 pianificare le seguenti
millisecondi e HDD SATA azioni immediate: 1. Se
17-20 millisecondi. anche il pool di

archiviazione & sottoposto
a un utilizzo elevato,
spostare il volume in un
altro pool di archiviazione.
2. Se al volume &
assegnata una policy
QoS, valutarne le soglie
limite nel caso in cui
causino la limitazione del
carico di lavoro del
volume. 3. Se anche |l
controller & sottoposto a
un utilizzo elevato,
spostare il volume su un
altro controller o ridurre il
carico di lavoro totale del

controller.
La saturazione della Aggiungi nodi. Correggere Attenzione @ > 80 %
memoria allocabile del eventuali nodi non Critico @ > 90 %
cluster é elevata. La programmati. Pod di
saturazione della CPU del dimensioni adeguate per
cluster viene calcolata liberare memoria sui nodi.
come la somma
dell'utilizzo della memoria
divisa per la somma della
memoria allocabile su tutti
i nodi K8.
Questo avviso si verifica Avvertimento

quando un collegamento
di volume con POD non
riesce.



Alta velocita di
ritrasmissione

Capacita elevata del file
system del nodo

Jitter di rete del carico di
lavoro elevato

Elevata velocita di
ritrasmissione TCP

Capacita elevata del file
system del nodo

Verifica la congestione Attenzione @ > 10 %
della rete: identifica i Critico @ > 25 %
carichi di lavoro che

consumano molta

larghezza di banda della

rete. Verificare I'elevato

utilizzo della CPU del Pod.

Controllare le prestazioni

della rete hardware.

- Aumentare le dimensioni Attenzione @ > 80 %
dei dischi dei nodi per Critico @ > 90 %
garantire che vi sia spazio

sufficiente per i file

dell’applicazione. - Ridurre

I'utilizzo dei file

dell’applicazione.

Elevato jitter TCP (elevate Verificare la congestione  Attenzione @ > 30 ms

variazioni di
latenza/tempo di risposta)

della rete. Identificare i Critico @ > 50 ms
carichi di lavoro che

consumano molta

larghezza di banda della

rete. Verificare I'elevato

utilizzo della CPU del Pod.

Controllare le prestazioni

della rete hardware
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Throughput del volume
persistente

Contenitore a rischio di
OOM ucciso

Carico di lavoro ridotto

Vincolo di richiesta di
volume persistente non
riuscito

| limiti di ResourceQuota
Mem stanno per essere
superati

Richieste di memoria
ResourceQuota in
procinto di superare
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Le soglie MBPS sui
volumi persistenti possono
essere utilizzate per
avvisare un
amministratore quando i
volumi persistenti
superano le aspettative di
prestazioni predefinite,
con un potenziale impatto
su altri volumi persistenti.
L'attivazione di questo
monitor generera avvisi
appropriati per il tipico
profilo di throughput dei
volumi persistenti sugli
SSD. Questo monitor
coprira tutti i volumi
persistenti sul tuo tenant. |
valori di soglia critici e di
avviso possono essere
regolati in base agli
obiettivi di monitoraggio
duplicando questo monitor
e impostando soglie
appropriate per la classe
di archiviazione. Un
monitor duplicato puo
essere ulteriormente
indirizzato a un
sottoinsieme dei volumi
persistenti sul tenant.

[ limiti di memoria del
contenitore sono impostati
troppo bassi. Il contenitore
rischia di essere espulso
(Out of Memory Kill).

Il carico di lavoro non ha
pod sani.

Questo avviso si verifica
quando un collegamento
su un PVC non riesce.

I limiti di memoria per
Namespace stanno per
superare ResourceQuota

Le richieste di memoria
per Namespace stanno
per superare
ResourceQuota

Azioni immediate Se
viene superata la soglia
critica, pianificare azioni
immediate per ridurre al
minimo l'interruzione del
servizio: 1. Introdurre limiti
QoS MBPS per il volume.
2. Esaminare
I'applicazione che
gestisce il carico di lavoro
sul volume per individuare
eventuali anomalie.
Azioni da intraprendere
a breve Se la soglia di
allerta viene superata,
pianificare di adottare
immediatamente le
seguenti azioni: 1.
Introdurre limiti QoS
MBPS per il volume. 2.
Esaminare I'applicazione
che gestisce il carico di
lavoro sul volume per
individuare eventuali
anomalie.

Attenzione @ > 10.000
MB/s Critico @ > 15.000
MB/s

Aumentare i limiti di
memoria del contenitore.

Attenzione @ > 95 %

Critico@ < 1

Avvertimento

Attenzione @ > 80 %
Critico @ > 90 %

Attenzione @ > 80 %
Critico @ > 90 %



Creazione del nodo non
riuscita

Recupero del volume
persistente non riuscito

Limitazione della CPU del
contenitore

Impossibile eliminare il
servizio Load Balancer

IOPS del volume
persistente

Impossibile aggiornare il
servizio Load Balancer

Montaggio POD non
riuscito

Non & stato possibile
pianificare il nodo a causa
di un errore di
configurazione.

[l volume non ha superato
il recupero automatico.

[ limiti della CPU del
contenitore sono impostati
su un valore troppo basso.
| processi dei contenitori
vengono rallentati.

Le soglie IOPS sui volumi
persistenti possono
essere utilizzate per
avvisare un
amministratore quando i
volumi persistenti
superano le aspettative di
prestazioni predefinite.
L’attivazione di questo
monitor generera avvisi
appropriati per il tipico
profilo IOPS dei volumi di
persistenza. Questo
monitor coprira tutti i
volumi persistenti sul tuo
tenant. | valori di soglia di
avviso e critici possono
essere regolati in base
agli obiettivi di
monitoraggio duplicando
questo monitor e
impostando soglie
appropriate per il carico di
lavoro.

Questo avviso si verifica
quando un montaggio su
un POD non riesce.

Controllare il registro
eventi di Kubernetes per
individuare la causa
dell’errore di
configurazione.

Aumentare i limiti della
CPU del contenitore.

Azioni immediate Se
viene superata la soglia
critica, pianificare azioni
immediate per ridurre al
minimo I'interruzione del
servizio: 1. Introdurre limiti
QoS IOPS per il volume.
2. Esaminare
I'applicazione che
gestisce il carico di lavoro
sul volume per individuare
eventuali anomalie.
Azioni da intraprendere
al piu presto Se la soglia
di allerta viene superata,
pianificare le seguenti
azioni immediate: 1.
Introdurre limiti QoS IOPS
per il volume. 2.
Esaminare I'applicazione
che gestisce il carico di
lavoro sul volume per
individuare eventuali
anomalie.

Critico

Attenzione @ >0 B

Attenzione @ > 95 %
Critico @ > 98 %

Avvertimento

Attenzione @ > 20.000
IO/s Critico @ > 25.000
O/s

Avvertimento

Avvertimento
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Pressione PID del nodo

Errore di estrazione
dell'immagine del pod

Lavoro in esecuzione da
troppo tempo

Memoria del nodo elevata

| limiti della CPU di
ResourceQuota stanno
per essere superati

Pod Crash Loop Backoff

Nodo CPU alto

Latenza di rete del carico
di lavoro RTT elevata
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Gli identificatori di
processo disponibili sul
nodo (Linux) sono scesi al
di sotto di una soglia di
espulsione.

Kubernetes non ¢ riuscito
a estrarre 'immagine del
contenitore pod.

Il lavoro & in esecuzione
da troppo tempo

L'utilizzo della memoria
del nodo & elevato

[ limiti della CPU per
Namespace stanno per
superare ResourceQuota

Pod si & bloccato e ha
tentato di riavviarsi piu
volte.

L’utilizzo della CPU del
nodo é elevato.

Elevata latenza TCP RTT
(tempo di andata e ritorno)

Trova e correggi i pod che Critico@ >0
generano molti processi e

privano il nodo degli ID di

processo disponibili.

Imposta PodPidsLimit per

proteggere il tuo nodo da

pod o container che

generano troppi processi.

- Assicurarsi che Avvertimento
immagine del pod sia
scritta correttamente nella
configurazione del pod. -
Controlla che il tag
immagine esista nel tuo
registro. - Verificare le
credenziali per il registro
delle immagini. - Verificare
la presenza di problemi di
connettivita del registro. -
Verificare di non superare
i limiti di velocita imposti
dai fornitori del registro
pubblico.

Attenzione @ > 1 ora
Critico @ > 5 ore

Attenzione @ > 85 %
Critico @ > 90 %

Aggiungi nodi. Correggere
eventuali nodi non
programmati. Pod di
dimensioni adeguate per
liberare memoria sui nodi.

Attenzione @ > 80 %
Critico @ > 90 %

Critico@ >3

Aggiungi nodi. Correggere
eventuali nodi non
programmati. Pod di
dimensioni adeguate per
liberare CPU sui nodi.

Attenzione @ > 80 %
Critico @ > 90 %

Verifica la congestione
della rete i Identifica i
carichi di lavoro che
consumano molta
larghezza di banda della
rete. Verificare I'elevato
utilizzo della CPU del Pod.
Controllare le prestazioni
della rete hardware.

Attenzione @ > 150 ms
Critico @ > 300 ms




Lavoro fallito

Volume persistente pieno
in pochi giorni

Pressione della memoria
del nodo

Nodo non pronto

Capacita di volume
persistente elevata

Impossibile creare |l
servizio di bilanciamento
del carico

Mancata corrispondenza
della replica del carico di
lavoro

Richieste CPU
ResourceQuota in
procinto di superare

[l processo non ¢ stato
completato correttamente
a causa di un arresto
anomalo o riavvio del
nodo, esaurimento delle
risorse, timeout del
processo o errore di
pianificazione del pod.

Il volume persistente
esaurira lo spazio tra
qualche giorno

Il nodo sta esaurendo la
memoria. La memoria

disponibile ha raggiunto la

soglia di espulsione.

[l nodo non & pronto da 5
minuti

La capacita utilizzata dal
backend del volume
persistente € elevata.

Creazione del servizio di
bilanciamento del carico
non riuscita

Alcuni pod non sono

attualmente disponibili per

un Deployment o un
DaemonSet.

Le richieste di CPU per
Namespace stanno per
superare ResourceQuota

Controllare i registri eventi Attenzione @ > 1
di Kubernetes per

individuare le cause degli

errori.

-Aumentare le dimensioni
del volume per garantire
che ci sia spazio
sufficiente per i file
dell’'applicazione. -Ridurre
la quantita di dati
memorizzati nelle
applicazioni.

Critico @ < 3 giorni

Aggiungi nodi. Correggere Critico @ >0
eventuali nodi non

programmati. Pod di

dimensioni adeguate per

liberare memoria sui nodi.

Verificare che il nodo
disponga di risorse
sufficienti di CPU,
memoria e disco.
Controllare la connettivita
della rete del nodo.
Controllare i registri eventi
di Kubernetes per
individuare le cause degli
errori.

Critico @ < 1

- Aumentare le dimensioni Attenzione @ > 80 %
del volume per garantire  Critico @ > 90 %
che vi sia spazio

sufficiente per i file

dell'applicazione. - Ridurre

la quantita di dati

memorizzati nelle

applicazioni.

Critico

Attenzione @ > 1

Attenzione @ > 80 %
Critico @ > 90 %

Attenzione @ < 8 giorni
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Alta velocita di
ritrasmissione

Pressione del disco del
nodo

Saturazione CPU cluster
elevata

Torna all’inizio

Elevata velocita di
ritrasmissione TCP

Lo spazio su disco
disponibile e gli inode sul
file system radice o sul file
system immagine del
nodo hanno soddisfatto
una soglia di espulsione.

La saturazione della CPU
allocabile nel cluster &
elevata. La saturazione
della CPU del cluster
viene calcolata come la
somma dell’utilizzo della
CPU divisa per la somma
delle CPU allocabili su
tutti i nodi K8.

Monitor del registro delle modifiche

Nome del monitor

Volume interno scoperto

Volume interno modificato

Nodo di archiviazione scoperto

Nodo di archiviazione rimosso

Pool di archiviazione scoperto

148

Gravita

Informativo

Informativo

Informativo

Informativo

Informativo

Verifica la congestione
della rete: identifica i
carichi di lavoro che
consumano molta
larghezza di banda della
rete. Verificare I'elevato
utilizzo della CPU del Pod.
Controllare le prestazioni
della rete hardware.

Attenzione @ > 10 %
Critico @ > 25 %

- Aumentare le dimensioni Critico @ > 0

dei dischi dei nodi per

garantire che vi sia spazio

sufficiente per i file

dell’applicazione. - Ridurre

I'utilizzo dei file

dell’applicazione.

Aggiungi nodi. Correggere Attenzione @ > 80 %
eventuali nodi non Critico @ > 90 %
programmati. Pod di

dimensioni adeguate per
liberare CPU sui nodi.

Descrizione del monitor

Questo messaggio viene

visualizzato quando viene rilevato

un volume interno.

Questo messaggio viene
visualizzato quando viene
modificato un volume interno.

Questo messaggio viene

visualizzato quando viene rilevato

un nodo di archiviazione.

Questo messaggio viene

visualizzato quando viene rimosso

un nodo di archiviazione.

Questo messaggio viene

visualizzato quando viene rilevato

un pool di archiviazione.



Macchina virtuale di archiviazione
scoperta

Macchina virtuale di archiviazione
modificata

Torna all’inizio

Monitor di raccolta dati

Nome del monitor

Arresto dell’unita di acquisizione

Collettore fallito

Avviso al collezionista

Informativo

Informativo

Descrizione

Le unita di acquisizione Data
Infrastructure Insights vengono
riavviate periodicamente come
parte degli aggiornamenti per
introdurre nuove funzionalita. In un
ambiente tipico, questo accade una
volta al mese o meno. Un avviso di
avviso che segnala I'arresto di
un’unita di acquisizione dovrebbe
essere seguito subito dopo da una
risoluzione che segnala che l'unita
di acquisizione appena riavviata ha
completato una registrazione con
Data Infrastructure Insights. In
genere, il ciclo di spegnimento-
registrazione dura dai 5 ai 15
minuti.

Il sondaggio di un raccoglitore di
dati ha riscontrato una situazione di
errore imprevista.

Questo avviso pud in genere
verificarsi a causa di una
configurazione errata del
raccoglitore dati o del sistema di
destinazione. Rivedere le
configurazioni per evitare futuri
avvisi. Pud anche essere dovuto al
recupero di dati incompleti, mentre

Questo messaggio viene
visualizzato quando viene rilevata
una macchina virtuale di
archiviazione.

Questo messaggio viene
visualizzato quando viene
modificata una macchina virtuale di
archiviazione.

Azione correttiva

Se l'avviso si verifica
frequentemente o dura piu di 15
minuti, verificare il funzionamento
del sistema che ospita I'Unita di
acquisizione, della rete e di
qualsiasi proxy che collega 'AU a
Internet.

Per saperne di piu sulla situazione,
visita la pagina del raccoglitore dati
in Data Infrastructure Insights .

Controllare la configurazione del
raccoglitore dati o del sistema di
destinazione. Si noti che il monitor
per Collector Warning pud inviare
piu avvisi rispetto ad altri tipi di
monitor, pertanto si consiglia di non
impostare alcun destinatario di
avviso, a meno che non si stia

il raccoglitore di dati ha raccolto tutti risolvendo un problema.

i dati che poteva. Cio pud accadere
quando le situazioni cambiano
durante la raccolta dei dati (ad
esempio, una macchina virtuale
presente all'inizio della raccolta dei
dati viene eliminata durante la
raccolta dei dati e prima che i dati
vengano acquisiti).
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Torna all’inizio

Monitor di sicurezza

Nome del monitor Soglia

AutoSupport HTTPS
AutoSupport disabilitato

Attenzione @ < 1

Cifrari non sicuri del
cluster per SSH

Attenzione @ < 1

Banner di accesso al
cluster disabilitato

Attenzione @ < 1
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Descrizione del monitor

AutoSupport supporta
HTTPS, HTTP e SMTP
per i protocolli di trasporto.
Data la natura sensibile
dei messaggi AutoSupport
, NetApp consiglia
vivamente di utilizzare
HTTPS come protocollo di
trasporto predefinito per
l'invio dei messaggi
AutoSupport al supporto
NetApp .

Indica che SSH utilizza
cifrari non sicuri, ad
esempio cifrari che
iniziano con *cbc.

Indica che il banner di
accesso ¢ disabilitato per
gli utenti che accedono al
sistema ONTAP . La
visualizzazione di un
banner di accesso é utile
per stabilire le aspettative
relative allaccesso e
all’utilizzo del sistema.

Azione correttiva

Per impostare HTTPS
come protocollo di
trasporto per i messaggi
AutoSupport , eseguire il
seguente comando
ONTAP :...system node
autosupport modify
-transport https

Per rimuovere i cifrari
CBC, eseguire il seguente
comando ONTAP
....security ssh remove
-vserver <admin vserver>
-ciphers aes256-
cbc,aes192-cbc,aes128-
cbc,3des-cbc

Per configurare il banner
di accesso per un cluster,
eseguire il seguente
comando ONTAP
:...security login banner
modify -vserver <admin
svm> -message "Accesso
limitato agli utenti
autorizzati"



Comunicazione peer del
cluster non crittografata

Utente amministratore
locale predefinito abilitato

Modalita FIPS disabilitata

Attenzione @ < 1

Attenzione @ > 0

Attenzione @ < 1

Quando si replicano dati
per il ripristino di
emergenza, la
memorizzazione nella
cache o il backup, &
necessario proteggere tali
dati durante il trasporto via
cavo da un cluster ONTAP
a un altro. La crittografia
deve essere configurata
sia sul cluster di origine
che su quello di
destinazione.

NetApp consiglia di
bloccare (disabilitare) tutti
gli account utente
amministratore predefiniti
(integrati) non necessari
con il comando lock. Si
tratta principalmente di
account predefiniti le cui
password non sono mai
state aggiornate o
modificate.

Quando ¢ abilitata la
conformita FIPS 140-2,
TLSv1 e SSLv3 sono
disabilitati e rimangono
abilitati solo TLSv1.1 e
TLSv1.2. ONTAP
impedisce di abilitare
TLSv1 e SSLv3 quando &
abilitata la conformita
FIPS 140-2.

Per abilitare la crittografia
sulle relazioni tra peer del
cluster create prima di
ONTAP 9.6, il cluster di
origine e quello di
destinazione devono
essere aggiornati alla
versione 9.6. Quindi
utilizzare il comando
"cluster peer modify" per
modificare sia i peer del
cluster di origine che quelli
di destinazione in modo
che utilizzino la crittografia
del peering del cluster.
Per i dettagli, consultare la
Guida al rafforzamento
della sicurezza NetApp
per ONTAP 9.

Per bloccare I'account
"admin" predefinito,
eseguire il seguente
comando ONTAP
....security login lock
-username admin

Per abilitare la conformita
FIPS 140-2 su un cluster,
eseguire il seguente
comando ONTAP in
modalita privilegio
avanzata:...security config
modify -interface SSL -is
-fips-enabled true
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Inoltro del registro non
crittografato

Attenzione @ < 1

Password con hash MD5  Attenzione @ >0

Nessun server NTP &
configurato

Attenzione @ < 1

[l numero di server NTP &€ Attenzione @ < 3
basso
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Lo scaricamento delle
informazioni syslog &
necessario per limitare la
portata o I'impatto di una
violazione su un singolo
sistema o soluzione.
Pertanto, NetApp
consiglia di scaricare in
modo sicuro le
informazioni syslog in un
luogo di archiviazione o
conservazione sicuro.

NetApp consiglia
vivamente di utilizzare la
funzione hash SHA-512
piu sicura per le password
degli account utente
ONTAP . Gli account che
utilizzano la funzione hash
MDS5 meno sicura
dovrebbero migrare alla
funzione hash SHA-512.

Indica che il cluster non
ha server NTP configurati.
Per garantire ridondanza
e un servizio ottimale,
NetApp consiglia di
associare almeno tre
server NTP al cluster.

Indica che il cluster ha
meno di 3 server NTP
configurati. Per garantire
ridondanza e un servizio
ottimale, NetApp consiglia
di associare almeno tre
server NTP al cluster.

Una volta creata una
destinazione di inoltro dei
log, il suo protocollo non
puo essere modificato.
Per passare a un
protocollo crittografato,
eliminare e ricreare la
destinazione di inoltro del
registro utilizzando il
seguente comando
ONTAP :...cluster log-
forwarding create
-destination <destination
ip> -protocol tcp-
encrypted

NetApp consiglia
vivamente agli account
utente di migrare alla
soluzione SHA-512 piu
sicura, chiedendo agli
utenti di modificare le
proprie password. Per
bloccare gli account con
password che utilizzano la
funzione hash MD5,
eseguire il seguente
comando ONTAP :
security login lock -vserver
* -username * -hash
-function md5

Per associare un server
NTP al cluster, eseguire il
seguente comando
ONTAP : cluster time-
service ntp server create
-server <nome host o
indirizzo IP del server
ntp>

Per associare un server
NTP al cluster, eseguire il
seguente comando
ONTAP :...cluster time-
service ntp server create
-server <nome host o
indirizzo IP del server
ntp>



Shell remota abilitata

Registro di controllo della
VM di archiviazione
disabilitato

Cifrature non sicure per
SSH nella VM di
archiviazione

Banner di accesso alla
VM di archiviazione
disabilitato

Protocollo Telnet abilitato

Torna all’inizio

Attenzione @ > 0

Attenzione @ < 1

Attenzione @ < 1

Attenzione @ < 1

Attenzione @ > 0

Remote Shell non & un
metodo sicuro per stabilire
I'accesso tramite riga di
comando alla soluzione
ONTAP . Per un accesso
remoto sicuro, Remote
Shell deve essere
disabilitato.

Indica che la registrazione
di controllo é disabilitata
per SVM.

Indica che SSH utilizza
cifrari non sicuri, ad
esempio cifrari che
iniziano con *cbc.

Indica che il banner di
accesso ¢ disabilitato per
gli utenti che accedono
alle SVM sul sistema. La
visualizzazione di un
banner di accesso ¢é utile
per stabilire le aspettative
relative all’accesso e
all'utilizzo del sistema.

Telnet non &€ un metodo
sicuro per stabilire
I'accesso tramite riga di
comando alla soluzione
ONTAP . Per un accesso
remoto sicuro, Telnet
dovrebbe essere
disabilitato.

NetApp consiglia Secure
Shell (SSH) per I'accesso
remoto sicuro. Per
disabilitare la shell remota
su un cluster, eseguire il
seguente comando
ONTAP in modalita
privilegio avanzato:
security protocol modify
-application rsh- enabled
false

Per configurare il registro
di controllo per un vserver,
eseguire il seguente
comando ONTAP
....vserver audit enable
-vserver <svm>

Per rimuovere i cifrari
CBC, eseguire il seguente
comando ONTAP
:...security ssh remove
-vserver <vserver>
-ciphers aes256-
cbc,aes192-cbc,aes128-
cbc,3des-cbc

Per configurare il banner
di accesso per un cluster,
eseguire il seguente
comando ONTAP
....security login banner
modify -vserver <svm>
-message "Accesso
limitato agli utenti
autorizzati"

NetApp consiglia Secure
Shell (SSH) per un
accesso remoto sicuro.
Per disabilitare Telnet su
un cluster, eseguire il
seguente comando
ONTAP in modalita
privilegio
avanzato:...security
protocol modify
-application telnet
-enabled false
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Monitor della protezione dei dati

Nome del monitor

Spazio insufficiente per la
copia snapshot LUN
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Soglie

(Filtro contains_luns = Si)
Awviso @ > 95 %...Critico
@ > 100 %

Descrizione del monitor

La capacita di
archiviazione di un volume
€ necessaria per
archiviare i dati delle
applicazioni e dei clienti.
Una parte di questo
spazio, denominato
spazio riservato agli
snapshot, viene utilizzata
per archiviare gli snapshot
che consentono di
proteggere i dati a livello
locale. Maggiore ¢ la
quantita di dati nuovi e
aggiornati memorizzati nel
volume ONTAP ,
maggiore € la capacita di
snapshot utilizzata e
minore sara la capacita di
archiviazione snapshot
disponibile per futuri dati
nuovi o aggiornati. Se la
capacita dei dati snapshot
all'interno di un volume
raggiunge lo spazio di
riserva totale degli
snapshot, il cliente
potrebbe non essere in
grado di archiviare nuovi
dati snapshot e potrebbe
verificarsi una riduzione
del livello di protezione dei
dati nelle LUN del volume.
[l monitoraggio della
capacita snapshot del
volume utilizzato
garantisce la continuita
dei servizi dati.

Azione correttiva

Azioni immediate Se
viene superata la soglia
critica, prendere in
considerazione azioni
immediate per ridurre al
minimo l'interruzione del
servizio: 1. Configurare gli
snapshot per utilizzare lo
spazio dati nel volume
quando la riserva di
snapshot & piena. 2.
Elimina alcuni vecchi
snapshot indesiderati per
liberare spazio. Azioni da
intraprendere a breve Se
la soglia di allerta viene
superata, pianificare di
adottare immediatamente
le seguenti azioni: 1.
Aumentare lo spazio di
riserva degli snapshot
all'interno del volume per
adattarsi alla crescita. 2.
Configurare gli snapshot
per utilizzare lo spazio dati
nel volume quando la
riserva di snapshot &
piena.



Ritardo nella relazione Attenzione @ > Il ritardo nella relazione Monitorare lo stato

SnapMirror 150%...Critico @ > 300% SnapMirror & la differenza SnapMirror utilizzando il
tra il timestamp dello comando "snapmirror
snapshot e 'ora sul show". Controlla la
sistema di destinazione.  cronologia dei
lag_time_percent ¢ il trasferimenti SnapMirror
rapporto tra il tempo di usando il comando
ritardo e l'intervallo di "snapmirror show-history"

pianificazione della policy
SnapMirror . Se il tempo
di ritardo & uguale
all'intervallo di
pianificazione,
lag_time_percent sara
pari al 100%. Se il criterio
SnapMirror non ha una
pianificazione,
lag_time_percent non
verra calcolato.

Torna all’inizio

Monitor del volume delle nuvole (CVO)

Nome del monitor Gravita ClI Descrizione del monitor Azione correttiva

Disco CVO fuori servizio  INFORMAZIONI Questo evento si verifica  Nessuno
quando un disco viene
rimosso dal servizio
perché é stato
contrassegnato come
guasto, € in fase di
sanificazione o € entrato
nel Centro di
manutenzione.
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Restituzione CVO del pool CRITICO
di archiviazione non
riuscita
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Questo evento si verifica
durante la migrazione di
un aggregato come parte
di un giveback di failover
di archiviazione (SFO),
quando il nodo di
destinazione non riesce a
raggiungere gli archivi di
oggetti.

Eseguire le seguenti
azioni correttive: verificare
che il LIF intercluster sia
online e funzionante
utilizzando il comando
"network interface show".
Verificare la connettivita di
rete al server di
archiviazione degli oggetti
utilizzando il comando
"ping" sul nodo di
destinazione intercluster
LIF. Verificare che la
configurazione
dell’archivio oggetti non
sia cambiata e che le
informazioni di accesso e
connettivita siano ancora
corrette utilizzando |l
comando "aggregate
object-store config show".
In alternativa, & possibile
ignorare I'errore
specificando false per il
parametro "require-
partner-waiting" del
comando giveback. Per
ulteriori informazioni o
assistenza, contattare
I’assistenza tecnica
NetApp .



Interconnessione CVO HA AVVERTIMENTO
inattiva

L’interconnessione ad alta Le azioni correttive

disponibilita (HA) non
funziona. Rischio di
interruzione del servizio
quando il failover non &
disponibile.

dipendono dal numero e
dal tipo di collegamenti di
interconnessione HA
supportati dalla
piattaforma, nonché dal
motivo per cui
l'interconnessione non
funziona. Se i
collegamenti non
funzionano: verificare che
entrambi i controller nella
coppia HA siano operativi.
Per i collegamenti
collegati esternamente,
assicurarsi che i cavi di
interconnessione siano
collegati correttamente e
che i moduli SFP (Small
Form-Factor Pluggable),
se applicabili, siano
posizionati correttamente
su entrambi i controller.
Per i collegamenti
collegati internamente,
disattivare e riattivare i
collegamenti, uno dopo
I’altro, utilizzando i
comandi "ic link off" e "ic
link on". Se i collegamenti
sono disabilitati, abilitarli
utilizzando il comando "ic
link on". Se un peer non &
connesso, disattivare e
riattivare i collegamenti,
uno dopo l'altro,
utilizzando i comandi "ic
link off" e "ic link on". Se il
problema persiste,
contattare l'assistenza
tecnica NetApp .
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Superato il numero
massimo di sessioni CVO
per utente
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AVVERTIMENTO

Hai superato il numero
massimo di sessioni
consentite per utente su
una connessione TCP.
Ogni richiesta di stabilire
una sessione verra
respinta finché alcune
sessioni non saranno
rilasciate.

Eseguire le seguenti
azioni correttive:
ispezionare tutte le
applicazioni in esecuzione
sul client e terminare
quelle che non funzionano
correttamente. Riavviare |l
client. Verificare se il
problema & causato da
un’applicazione nuova o
esistente: se
I'applicazione € nuova,
impostare una soglia piu
alta per il client utilizzando
il comando "cifs option
modify -max-opens-same
-file-per-tree”. In alcuni
casi i clienti funzionano
come previsto, ma
richiedono una soglia piu
alta. Dovresti avere
privilegi avanzati per
impostare una soglia piu
alta per il client. Se il
problema & causato da
un’applicazione esistente,
potrebbe esserci un
problema con il client. Per
ulteriori informazioni o
assistenza, contattare
I'assistenza tecnica
NetApp .



Conflitto di nomi NetBIOS CRITICO

CvOo

Pool di archiviazione CVO CRITICO

NFSv4 esaurito

Panico del nodo CVO

AVVERTIMENTO

Il servizio nomi NetBIOS
ha ricevuto una risposta
negativa a una richiesta di
registrazione del nome da
un computer remoto. In
genere cio € causato da
un conflitto nel nome
NetBIOS o in un alias. Di
conseguenza, i client
potrebbero non essere in
grado di accedere ai dati o
di connettersi al nodo di
distribuzione dei dati
corretto nel cluster.

Un pool di archiviazione
NFSv4 & esaurito.

Questo evento viene
emesso quando si verifica
un panico

Eseguire una delle
seguenti azioni correttive:
Se si verifica un conflitto
nel nome NetBIOS o in un
alias, eseguire una delle
seguenti operazioni:
Eliminare I'alias NetBIOS
duplicato utilizzando il
comando "vserver cifs
delete -aliases alias
-vserver vserver".
Rinominare un alias
NetBIOS eliminando il
nome duplicato e
aggiungendo un alias con
un nuovo nome
utilizzando il comando
"vserver cifs create
-aliases alias -vserver
vserver". Se non sono
configurati alias e si
verifica un conflitto nel
nome NetBIOS,
rinominare il server CIFS
utilizzando i comandi
"vserver cifs delete
-vserver vserver' e
"vserver cifs create -cifs
-server netbiosname".
NOTA: I'eliminazione di un
server CIFS puo rendere i
dati inaccessibili.
Rimuovere il nome
NetBIOS o rinominare il
NetBIOS sul computer
remoto.

Se il server NFS non
risponde per piu di 10
minuti dopo questo
evento, contattare
I’assistenza tecnica
NetApp .

Contattare I'assistenza
clienti NetApp .
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Spazio basso nel volume CRITICO
radice del nodo CVO

Condivisione CRITICO
amministratore inesistente
CvO

Host archivio oggetti CVO CRITICO
non risolvibile

CVO Object Store CRITICO
Intercluster LIF inattivo
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Il sistema ha rilevato che
lo spazio disponibile nel
volume root &
pericolosamente basso. |
nodo non &
completamente operativo.
E possibile che i LIF dei
dati siano falliti all'interno
del cluster, per cui
'accesso NFS e CIFS &
limitato sul nodo. La
capacita amministrativa &
limitata alle procedure di
ripristino locale del nodo
per liberare spazio sul
volume radice.

Problema Vscan: un client
ha tentato di connettersi a
una condivisione
ONTAP_ADMIN$
inesistente.

[ nome host del server di
archiviazione degli oggetti
non puo essere risolto in
un indirizzo IP. Il client
dell’archivio oggetti non
pud comunicare con il
server dell’archivio oggetti
senza risolvere un
indirizzo IP. Di
conseguenza, i dati
potrebbero risultare
inaccessibili.

Il client dell’archivio
oggetti non riesce a
trovare un LIF operativo
per comunicare con il
server dell’archivio
oggetti. Il nodo non
consentira il traffico client
dell’archivio oggetti finché
il LIF intercluster non sara
operativo. Di
conseguenza, i dati
potrebbero risultare
inaccessibili.

Eseguire le seguenti
azioni correttive: liberare
spazio sul volume root
eliminando le vecchie
copie Snapshot,
eliminando i file non piu
necessari dalla directory
/mroot o espandendo la
capacita del volume root.
Riavviare il controller. Per
ulteriori informazioni o
assistenza, contattare
I'assistenza tecnica
NetApp .

Assicurarsi che Vscan sia
abilitato per I'lD SVM
menzionato. L’abilitazione
di Vscan su una SVM
determina la creazione
automatica della
condivisione
ONTAP_ADMINS per la
SVM.

Controllare la
configurazione DNS per
verificare che il nome host
sia configurato
correttamente con un
indirizzo IP.

Eseguire le seguenti
azioni correttive: verificare
lo stato LIF intercluster
utilizzando il comando
"network interface show
-role intercluster".
Verificare che il LIF
intercluster sia configurato
correttamente e operativo.
Se non e configurato un
LIF intercluster,
aggiungerlo utilizzando il
comando "network
interface create -role
intercluster".



Mancata corrispondenza CRITICO
della firma dell’archivio
oggetti CVO

Memoria monitor QoS CRITICO
CVO esaurita

La firma della richiesta
inviata al server
dell'archivio oggetti non
corrisponde alla firma
calcolata dal client. Di
conseguenza, i dati
potrebbero risultare
inaccessibili.

La memoria dinamica del
sottosistema QoS ha
raggiunto il limite per
I’hardware della
piattaforma attuale.
Alcune funzionalita QoS
potrebbero funzionare con
capacita limitata.

Verificare che la chiave di
accesso segreta sia
configurata correttamente.
Se la configurazione &
corretta, contattare il
supporto tecnico NetApp
per ricevere assistenza.

Eliminare alcuni carichi di
lavoro o flussi attivi per
liberare memoria.
Utilizzare il comando
"statistics show -object
workload -counter ops"
per determinare quali
carichi di lavoro sono
attivi. | carichi di lavoro
attivi mostrano operazioni
diverse da zero. Quindi
utilizzare piu volte il
comando "workload delete
<workload _name>" per
rimuovere carichi di lavoro
specifici. In alternativa,
utilizzare il comando
"stream delete -workload
<nome carico di lavoro> *"
per eliminare i flussi
associati dal carico di
lavoro attivo.
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Timeout CVO READDIR  CRITICO
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Un’operazione sul file
READDIR ha superato il
timeout consentito per
'esecuzione in WAFL. Cio
puo essere dovuto a
directory molto grandi o
sparse. Si raccomanda
un’azione correttiva.

Eseguire le seguenti
azioni correttive: trovare
informazioni specifiche
sulle directory recenti le
cui operazioni sui file
READDIR sono scadute
utilizzando il seguente
comando CLI nodeshell
con privilegio 'diag": wafl
readdir notice show.
Controllare se le directory
sono indicate come
sparse 0 meno: se una
directory € indicata come
sparse, si consiglia di
copiare il contenuto della
directory in una nuova
directory per rimuovere la
scarsita del file della
directory. Se una directory
non & indicata come
sparse e la directory € di
grandi dimensioni, si
consiglia di ridurre le
dimensioni del file della
directory riducendo il
numero di voci di file nella
directory.



Errore di rilocazione CVO CRITICO

del pool di archiviazione

Copia shadow CVO non
riuscita

Arresto riuscito della VM
di archiviazione CVO

CRITICO

INFORMAZIONI

Questo evento si verifica
durante lo spostamento di
un aggregato, quando il
nodo di destinazione non
riesce a raggiungere gli
archivi degli oggetti.

Si € verificato un errore
nel servizio Copia Shadow
del volume (VSS),
un’operazione di backup e
ripristino del servizio
Microsoft Server.

Questo messaggio viene
visualizzato quando
un’operazione di 'arresto
del vserver' riesce.

Eseguire le seguenti
azioni correttive: verificare
che il LIF intercluster sia
online e funzionante
utilizzando il comando
"network interface show".
Verificare la connettivita di
rete al server di
archiviazione degli oggetti
utilizzando il comando
"ping" sul nodo di
destinazione intercluster
LIF. Verificare che la
configurazione
dell’archivio oggetti non
sia cambiata e che le
informazioni di accesso e
connettivita siano ancora
corrette utilizzando |l
comando "aggregate
object-store config show".
In alternativa, & possibile
ignorare I'errore
utilizzando il parametro
"override-destination-
checks" del comando di
rilocazione. Per ulteriori
informazioni o assistenza,
contattare I'assistenza
tecnica NetApp .

Verificare quanto segue
utilizzando le informazioni
fornite nel messaggio
dell’evento: la
configurazione della copia
shadow ¢é abilitata? Sono
installate le licenze
appropriate? Su quali
condivisioni viene
eseguita I'operazione di
copia shadow? Il nome
della condivisione &
corretto? Esiste il
percorso di condivisione?
Quiali sono gli stati del set
di copie shadow e delle
sue copie shadow?

Utilizzare il comando
'vserver start' per avviare
I’'accesso ai dati su una
VM di archiviazione.
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CVO Troppe
autenticazioni CIFS

AVVERTIMENTO

Dischi CVO non assegnati INFORMAZIONI

Accesso utente non AVVERTIMENTO
autorizzato CVO alla
condivisione

amministrativa

Rilevato virus CVO AVVERTIMENTO

Volume CVO offline INFORMAZIONI
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Si sono verificate
contemporaneamente
numerose negoziazioni di
autenticazione. Ci sono
256 richieste di nuove
sessioni incomplete da
questo client.

Il sistema ha dischi non
assegnati: la capacita
viene sprecata e potrebbe
essere stata applicata una
configurazione errata o
una modifica parziale
della configurazione del
sistema.

Un client ha tentato di
connettersi alla
condivisione privilegiata
ONTAP_ADMIN$ anche
se l'utente connesso non
€ un utente autorizzato.

Un server Vscan ha
segnalato un errore al
sistema di archiviazione.
In genere questo indica
che ¢ stato trovato un
virus. Tuttavia, altri errori
sul server Vscan possono
causare questo evento.
L'accesso del client al file
€ negato. A seconda delle
impostazioni e della
configurazione, il server
Vscan potrebbe pulire il
file, metterlo in
quarantena o eliminarlo.

Questo messaggio indica
che un volume é stato
reso offline.

Indagare sul motivo per
cui il client ha creato 256
O piu nuove richieste di
connessione. Potrebbe
essere necessario
contattare il fornitore del
client o dell'applicazione
per determinare il motivo
per cui si & verificato
I'errore.

Eseguire le seguenti
azioni correttive:
determinare quali dischi
non sono assegnati
utilizzando il comando
"disk show -n". Assegnare
i dischi a un sistema
utilizzando il comando
"disk assign".

Eseguire le seguenti
azioni correttive:
assicurarsi che il nome
utente e l'indirizzo IP
menzionati siano
configurati in uno dei pool
di scanner Vscan attivi.
Controllare la
configurazione del pool di
scanner attualmente attivo
utilizzando il comando
"vserver vscan scanner
pool show-active".

Controllare il registro del
server Vscan riportato
nell’evento "syslog" per
verificare se & riuscito a
pulire, mettere in
quarantena o eliminare
correttamente il file infetto.
Se cid non fosse
possibile, un
amministratore di sistema
potrebbe dover eliminare
manualmente il file.

Ripristinare il volume
online.



Volume CVO limitato

Torna all’inizio

INFORMAZIONI

Questo evento indica che
un volume flessibile &
stato reso limitato.

Monitoraggio dei log dei mediatori SnapMirror for Business Continuity (SMBC)

Nome del monitor

Aggiunto mediatore
ONTAP

Mediatore ONTAP non
accessibile

Rimosso il mediatore
ONTAP

Mediatore ONTAP
irraggiungibile

Gravita

INFORMAZIONI

CRITICO

INFORMAZIONI

AVVERTIMENTO

Descrizione del monitor

Questo messaggio viene
visualizzato quando
ONTAP Mediator viene
aggiunto correttamente a
un cluster.

Questo messaggio viene
visualizzato quando
ONTAP Mediator viene
riadattato oppure il
pacchetto Mediator non &
piu installato sul server
Mediator. Di
conseguenza, il failover
SnapMirror non &
possibile.

Questo messaggio viene
visualizzato quando
ONTAP Mediator viene
rimosso correttamente da
un cluster.

Questo messaggio viene
visualizzato quando il
mediatore ONTAP non &
raggiungibile su un
cluster. Di conseguenza, il
failover SnapMirror non &
possibile.

Ripristinare il volume
online.

Azione correttiva

Nessuno

Rimuovere la
configurazione dell’attuale
mediatore ONTAP
utilizzando il comando
"snapmirror mediator
remove". Riconfigurare
'accesso al mediatore
ONTAP utilizzando il
comando "snapmirror
mediator add".

Nessuno

Verificare la connettivita di
rete al mediatore ONTAP
utilizzando i comandi
"network ping" e "network
traceroute". Se il problema
persiste, rimuovere la
configurazione dell’attuale
ONTAP Mediator
utilizzando il comando
"snapmirror mediator
remove". Riconfigurare
I’'accesso al mediatore
ONTAP utilizzando il
comando "snapmirror
mediator add".
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Certificato CA SMBC
scaduto

CRITICO

Certificato CA SMBC in
scadenza

AVVERTIMENTO

Certificato client SMBC
scaduto

CRITICO

Certificato client SMBC in AVVERTIMENTO
scadenza
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Questo messaggio viene
visualizzato quando il
certificato dell’autorita di
certificazione (CA)
ONTAP Mediator &
scaduto. Di conseguenza,
non sara possibile alcuna
ulteriore comunicazione
con il mediatore ONTAP .

Questo messaggio viene
visualizzato quando il
certificato dell’autorita di
certificazione (CA)
ONTAP Mediator scade
entro i prossimi 30 giorni.

Questo messaggio viene
visualizzato quando il
certificato client ONTAP
Mediator € scaduto. Di
conseguenza, non sara
possibile alcuna ulteriore
comunicazione con il
mediatore ONTAP .

Questo messaggio viene
visualizzato quando il
certificato client ONTAP
Mediator scade entro i
prossimi 30 giorni.

Rimuovere la
configurazione dell’attuale
mediatore ONTAP
utilizzando il comando
"snapmirror mediator
remove". Aggiornare un
nuovo certificato CA sul
server ONTAP Mediator.
Riconfigurare I'accesso al
mediatore ONTAP
utilizzando il comando
"snapmirror mediator
add".

Prima che questo
certificato scada,
rimuovere la
configurazione dell’attuale
mediatore ONTAP
utilizzando il comando
"snapmirror mediator
remove". Aggiornare un
nuovo certificato CA sul
server ONTAP Mediator.
Riconfigurare I'accesso al
mediatore ONTAP
utilizzando il comando
"snapmirror mediator
add".

Rimuovere la
configurazione dell’attuale
mediatore ONTAP
utilizzando il comando
"snapmirror mediator
remove". Riconfigurare
I’accesso al mediatore
ONTAP utilizzando il
comando "snapmirror
mediator add".

Prima che questo
certificato scada,
rimuovere la
configurazione dell’attuale
mediatore ONTAP
utilizzando il comando
"snapmirror mediator
remove". Riconfigurare
I'accesso al mediatore
ONTAP utilizzando il
comando "snapmirror
mediator add".



Relazione SMBC fuori CRITICO
sincrono Nota: UM non ha

questo

Certificato del server CRITICO

SMBC scaduto

Certificato del server AVVERTIMENTO

SMBC in scadenza

Torna all’inizio

Questo messaggio viene
visualizzato quando una
relazione SnapMirror for
Business Continuity
(SMBC) cambia stato da
"in sincronia" a "non
sincronizzata". A causa di
questo RPO=0 la
protezione dei dati verra
interrotta.

Questo messaggio viene
visualizzato quando il
certificato del server
ONTAP Mediator &
scaduto. Di conseguenza,
non sara possibile alcuna
ulteriore comunicazione
con il mediatore ONTAP .

Questo messaggio viene
visualizzato quando il
certificato del server
ONTAP Mediator scade
entro i prossimi 30 giorni.

Controllare la
connessione di rete tra i
volumi di origine e di
destinazione. Monitorare
lo stato della relazione
SMBC utilizzando il
comando "snapmirror
show" sulla destinazione e
il comando "snapmirror
list-destinations" sulla
sorgente. La
risincronizzazione
automatica tentera di
riportare la relazione allo
stato "sincronizzata". Se
la risincronizzazione
fallisce, verificare che tutti
i nodi del cluster siano in
quorum e integri.

Rimuovere la
configurazione dell’attuale
mediatore ONTAP
utilizzando il comando
"snapmirror mediator
remove". Aggiornare un
nuovo certificato server
sul server ONTAP
Mediator. Riconfigurare
'accesso al mediatore
ONTAP utilizzando il
comando "snapmirror
mediator add".

Prima che questo
certificato scada,
rimuovere la
configurazione dell’attuale
mediatore ONTAP
utilizzando il comando
"snapmirror mediator
remove". Aggiornare un
nuovo certificato server
sul server ONTAP
Mediator. Riconfigurare
I’accesso al mediatore
ONTAP utilizzando il
comando "snapmirror
mediator add".
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Monitor di sistema aggiuntivi per alimentazione, battito cardiaco e altri parametri

Nome del monitor Gravita
Scoperto I'alimentatore INFORMATIVO
del ripiano del disco

Ripiani del disco INFORMATIVO
Alimentatore rimosso

Commutazione CRITICO

automatica non pianificata
di MetroCluster disabilitata

MetroCluster Storage CRITICO

Bridge non raggiungibile

Temperatura anomala del CRITICO
ponte MetroCluster -
inferiore al valore critico
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Descrizione del monitor

Questo messaggio viene
visualizzato quando un
alimentatore viene
aggiunto allo scaffale dei
dischi.

Questo messaggio viene
visualizzato quando un
alimentatore viene
rimosso dal ripiano del
disco.

Questo messaggio viene
visualizzato quando la
funzionalita di
commutazione automatica
non pianificata &
disabilitata.

[l bridge di archiviazione
non € raggiungibile tramite
la rete di gestione

Il sensore sul bridge Fibre
Channel segnala una
temperatura inferiore alla
soglia critica.

Azione correttiva

NESSUNO

NESSUNO

Eseguire il comando
"metrocluster modify
-node-name <nodename>
-automatic-switchover
-onfailure true" per
ciascun nodo del cluster
per abilitare il passaggio
automatico.

1) Se il bridge &
monitorato da SNMP,
verificare che il LIF di
gestione del nodo sia
attivo utilizzando |l
comando "network
interface show". Verificare
che il bridge sia attivo
utilizzando il comando
"network ping". 2) Se il
bridge € monitorato in
banda, controllare il
cablaggio fabric al bridge
e quindi verificare che il
bridge sia acceso.

1) Verificare lo stato
operativo delle ventole sul
ponte di accumulo. 2)
Verificare che il ponte
funzioni alle condizioni di
temperatura consigliate.



Nome del monitor Gravita

Temperatura anomala del CRITICO
ponte MetroCluster -
superiore al valore critico

MetroCluster Aggregate = AVVERTIMENTO

lasciato indietro

Tutti i collegamenti tra i CRITICO
partner di Metrocluster

sono inattivi

Descrizione del monitor

[l sensore sul bridge Fibre
Channel segnala una
temperatura superiore alla
soglia critica.

L'aggregato € rimasto
indietro durante il
tornante.

Gli adattatori di
interconnessione RDMA e
i LIF intercluster hanno
interrotto le connessioni al
cluster peered oppure il
cluster peered ¢ inattivo.

Azione correttiva

1) Verificare lo stato
operativo del sensore di
temperatura del telaio
sullo storage bridge
utilizzando il comando
"storage bridge show
-cooling". 2) Verificare che
il ponte di archiviazione
funzioni alle condizioni di
temperatura consigliate.

1) Controllare lo stato
dell’aggregato utilizzando
il comando "aggr show".
2) Se l'aggregato & online,
restituirlo al proprietario
originale utilizzando |l
comando "metrocluster
switchback".

1) Assicurarsi che i LIF
intercluster siano attivi e
funzionanti. Riparare i LIF
intercluster se sono
inattivi. 2) Verificare che il
cluster peer sia attivo e
funzionante utilizzando |l
comando "cluster peer
ping". Se il cluster peer &
inattivo, consultare la
Guida al ripristino di
emergenza MetroCluster .
3) Per il fabric
MetroCluster, verificare
che gli ISL del fabric back-
end siano attivi e
funzionanti. Riparare gl
ISL del fabric back-end se
sono inattivi. 4) Per le
configurazioni
MetroCluster non fabric,
verificare che il cablaggio
tra gli adattatori di
interconnessione RDMA
sia corretto. Riconfigurare
il cablaggio se i
collegamenti non
funzionano.
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Nome del monitor Gravita

| partner MetroCluster non CRITICO
sono raggiungibili tramite
la rete di peering

MetroCluster Inter Switch CRITICO
Tutti i collegamenti non
attivi

Collegamento SAS tra AVVERTIMENTO
nodo MetroCluster e stack

di archiviazione non attivo

Collegamenti CRITICO
delliniziatore

MetroClusterFC non attivi
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Descrizione del monitor

La connettivita al cluster
peer € interrotta.

Tutti i collegamenti Inter-
Switch (ISL) sullo switch
di archiviazione sono
inattivi.

Il problema potrebbe
essere dovuto
all’'adattatore SAS o al
cavo collegato.

L’adattatore dell’'iniziatore
FC e difettoso.

Azione correttiva

1) Assicurarsi che la porta
sia collegata alla
rete/switch corretto. 2)
Assicurarsi che il LIF
intercluster sia connesso
al cluster peer. 3)
Assicurarsi che il cluster
peer sia attivo e
funzionante utilizzando |l
comando "cluster peer
ping". Se il cluster peer &
inattivo, fare riferimento
alla Guida al ripristino di
emergenza MetroCluster .

1) Riparare gli ISL del
fabric back-end sullo
switch di archiviazione. 2)
Assicurarsi che lo switch
del partner sia attivo e che
i suoi ISL siano operativi.
3) Assicurarsi che le
apparecchiature
intermedie, come i
dispositivi xX\WDM, siano
operative.

1. Verificare che
I'adattatore SAS sia online
e in esecuzione. 2.
Verificare che il
collegamento fisico del
cavo sia sicuro e
funzionante e, se
necessario, sostituire il
cavo. 3. Se l'adattatore
SAS ¢ collegato agli
scaffali dei dischi,
assicurarsi che gli IOM e i
dischi siano posizionati
correttamente.

1. Assicurarsi che |l
collegamento
delliniziatore FC non sia
stato manomesso. 2.
Verificare lo stato
operativo dell’adattatore
dell’iniziatore FC
utilizzando il comando
"system node run -node
local -command storage
show adapter".



Nome del monitor

Collegamento di
interconnessione FC-VI
inattivo

Dischi di riserva
MetroCluster lasciati
indietro

Porta del ponte di
archiviazione
MetroCluster inattiva

Ventole dello switch di
archiviazione
MetroCluster guaste

Switch di archiviazione
MetroCluster non
raggiungibile

Gravita Descrizione del monitor

CRITICO [l collegamento fisico sulla
porta FC-VI ¢ offline.

AVVERTIMENTO Il disco di riserva é stato
lasciato indietro durante il
ritorno.

CRITICO La porta sul bridge di

archiviazione ¢é offline.

CRITICO La ventola dell’'interruttore
di archiviazione € guasta.

CRITICO Lo switch di archiviazione
non & raggiungibile tramite
la rete di gestione.

Azione correttiva

1. Assicurarsi che il
collegamento FC-VI non
sia stato manomesso. 2.
Verificare che lo stato
fisico dell’adattatore FC-VI
sia "Up" utilizzando il
comando "metrocluster
interconnect adapter
show". 3. Se la
configurazione include
switch fabric, assicurarsi
che siano cablati e
configurati correttamente.

Se il disco non &
danneggiato, restituirlo al
proprietario originale
utilizzando il comando
"metrocluster switchback".

1) Verificare lo stato
operativo delle porte sullo
storage bridge utilizzando
il comando "storage
bridge show -ports". 2)
Verificare la connettivita
logica e fisica alla porta.

1) Assicurarsi che le
ventole dello switch
funzionino correttamente
utilizzando il comando
"storage switch show
-cooling". 2) Assicurarsi
che le FRU delle ventole
siano inserite
correttamente e
funzionanti.

1) Assicurarsi che il LIF di
gestione del nodo sia
attivo utilizzando |l
comando "network
interface show". 2)
Assicurarsi che lo switch
sia attivo utilizzando il
comando "network ping".
3) Assicurarsi che lo
switch sia raggiungibile
tramite SNMP
controllando le
impostazioni SNMP dopo
aver effettuato I'accesso
allo switch.
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Nome del monitor

Alimentatori MetroCluster
Switch guasti

Sensori di temperatura
dell'interruttore
MetroCluster guasti

Temperatura anomala
dell’interruttore
MetroCluster

Heartbeat del processore
di servizio perso
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Gravita

CRITICO

CRITICO

CRITICO

INFORMATIVO

Descrizione del monitor Azione correttiva

Un alimentatore sullo
switch di archiviazione
non € operativo.

1) Verificare i dettagli
dell’errore utilizzando il
comando "storage switch
show -error -switch-name
<nome switch>". 2)
Identificare I'alimentatore
difettoso utilizzando il
comando "storage switch
show -power -switch
-name <nome switch>". 3)
Assicurarsi che
I'alimentatore sia
correttamente inserito nel
telaio dello switch di
archiviazione e sia
completamente
funzionante.

Il sensore sullo switch
Fibre Channel & guasto.

1) Verificare lo stato
operativo dei sensori di
temperatura sullo switch
di accumulo utilizzando il
comando "storage switch
show -cooling". 2)
Verificare che I'interruttore
funzioni alle condizioni di
temperatura consigliate.

Il sensore di temperatura 1) Verificare lo stato

sullo switch Fibre Channel operativo dei sensori di

ha segnalato una temperatura sullo switch

temperatura anomala. di accumulo utilizzando |l
comando "storage switch
show -cooling". 2)
Verificare che linterruttore
funzioni alle condizioni di
temperatura consigliate.

Questo messaggio viene Contattare I'assistenza
visualizzato quando tecnica NetApp .
ONTAP non riceve |l

segnale "heartbeat"

previsto dal Service

Processor (SP). Insieme a

questo messaggio,

verranno inviati i file di

registro di SP per il debug.

ONTAP reimpostera I' SP

per tentare di ripristinare

la comunicazione.

Durante il riavvio, I' SP

non sara disponibile per

un massimo di due minuti.



Nome del monitor Gravita

Heartbeat del processore AVVERTIMENTO
di servizio arrestato

Torna all’inizio

Ulteriori informazioni

* "Visualizzazione e chiusura degli avvisi"

Notifiche webhook

Notifica tramite webhook

Descrizione del monitor

Questo messaggio viene
visualizzato quando
ONTAP non riceve piu
heartbeat dal Service
Processor (SP). A
seconda della
progettazione hardware, il
sistema potrebbe
continuare a fornire dati
oppure potrebbe decidere
di spegnersi per evitare
perdite di dati o danni
all’hardware. Il sistema
continua a fornire dati, ma
poiché il SP potrebbe non
funzionare, non € in grado
di inviare notifiche di
dispositivi inattivi, errori di
avvio o errori POST
(Power-On Self-Test) di
Open Firmware (OFW).
Se il sistema € configurato
per farlo, genera e
trasmette un messaggio
AutoSupport (o "chiamata
a casa") al supporto
tecnico NetApp e alle
destinazioni configurate.
La corretta consegna di
un messaggio
AutoSupport migliora
significativamente la
determinazione e la
risoluzione dei problemi.

Azione correttiva

Se il sistema si € spento,
provare a eseguire un
hard power cycle: estrarre
il controller dallo chassis,
spingerlo nuovamente
dentro e accendere il
sistema. Contattare
I'assistenza tecnica
NetApp se il problema
persiste dopo il ciclo di
accensione e
spegnimento o per
qualsiasi altra condizione
che potrebbe richiedere
attenzione.

| webhook consentono agli utenti di inviare notifiche di avviso a varie applicazioni
utilizzando un canale webhook personalizzato.

Molte applicazioni commerciali supportano i webhook come interfaccia di input standard, ad esempio: Slack,
PagerDuty, Teams e Discord supportano tutti i webhook. Grazie al supporto di un canale webhook generico e
personalizzabile, Data Infrastructure Insights pud supportare molti di questi canali di distribuzione. Le
informazioni sui webhook sono disponibili sui siti web di queste applicazioni. Ad esempio, Slack
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fornisce"questa guida utile" .

E possibile creare pitl canali webhook, ognuno dei quali & destinato a uno scopo diverso: applicazioni

separate, destinatari diversi, ecc.

L'istanza del canale webhook &€ composta dai seguenti elementi:

Nome

URL

Metodo

Intestazione personalizzata

Corpo del messaggio
Parametri di avviso predefiniti

Parametri e segreti personalizzati

Creazione di un webhook

Nome univoco

URL di destinazione del webhook, incluso il prefisso
http:// o https:// insieme ai parametri URL

GET, POST - Il valore predefinito € POST

Specifica qui eventuali righe di intestazione
personalizzate

Inserisci qui il corpo del tuo messaggio
Elenca i parametri predefiniti per il webhook

| parametri personalizzati e i segreti consentono di
aggiungere parametri univoci ed elementi sicuri come
le password

Per creare un webhook Data Infrastructure Insights , vai su Amministrazione > Notifiche e seleziona la

scheda Webhook.

L'immagine seguente mostra un esempio di webhook configurato per Slack:
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https://api.slack.com/messaging/webhooks

Edit a Webhook

Name

Slack Test

Template Type

Slack v

URL

hitps:/ hooks.slack.com/services/<token=

Method
FOST -

Custom Header

Content-Type: application/json
Accept: application/json

b

Message Body

{
"blocks":[

"type™: "saction",
"t "]
"type":"mrkdwn",
"taxt";"*Cloud Insights Alert - 2c%alertid %
Severity - *U%saverity®a0et"
¥ .

1]
- “

Cancel ‘ ‘ Test Webhook Save Webhook

Inserisci le informazioni appropriate per ciascun campo e clicca su "Salva" al termine.

Puoi anche cliccare sul pulsante "Test Webhook" per testare la connessione. Si noti che in questo modo verra
inviato il "Corpo del messaggio" (senza sostituzioni) al’URL definito in base al metodo selezionato.

| webhook di Data Infrastructure Insights comprendono una serie di parametri predefiniti. Inoltre, puoi creare
parametri o segreti personalizzati.
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Default Alert Parameters

Name
%o%alertDescription%a%o

Ya%alertid®e%s

2% alertRelativelrl%:%

Yo%metricName%:%0
Bp%monitorMamefa’
%o%objectTypelods
Yo%oseveritydo%o
%u%alertCondition%a%
Yo%ctriggerTime%®o
Yo%etriggerTimeEpochado
So%etriggeredOn%%%
%o%valueteo

%o%cloudinsightsLogoUrl%%

%o%ecloudinsightsHostname%6%

Description
Alert description
AlertID

Relative URL to the Alert page. To build alert link use
hitps://%%cloudinsightsHostMame®:%%%alertRelativeUrl%%

Monitored metric

Monitor name

Monitored object type

Alert saverity level

Alert condition

Alert trigger time in GMT (Tue, 27 Oct 2020 01:20:30 GMT’)
Alert trigger time in Epoch format (milliseconds)
Triggered On (key:value pairs separated by commas)
Metric value that triggered the alert

Cloud Insights logo URL

Cloud Insights Hostname (concatenate with relative URL to build
alert link}

Custom Parameters and Secrets ©

Name

Mo Data Available

Parametri: cosa sono e come si usano?

Value

Description

| parametri di avviso sono valori dinamici popolati per avviso. Ad esempio, il parametro %% TriggeredOn%%
verra sostituito con I'oggetto su cui € stato attivato I'avviso.

E possibile aggiungere qualsiasi attributo dell’oggetto (ad esempio, il nome dell’archivio) come parametro a un
webhook. Ad esempio, & possibile impostare parametri per il nome del volume e il nome dell’archiviazione in
una descrizione webhook come: "Latenza elevata per volume: % %relatedObject.volume.name%%,
Archiviazione: % %relatedObject.storage.name%%".
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Si noti che in questa sezione le sostituzioni non vengono eseguite quando si fa clic sul pulsante "Test
Webhook"; il pulsante invia un payload che mostra le %% sostituzioni ma non le sostituisce con i dati.

Parametri e segreti personalizzati

In questa sezione puoi aggiungere tutti i parametri personalizzati e/o segreti che desideri. Per motivi di
sicurezza, se viene definito un segreto, solo il creatore del webhook pud modificare questo canale webhook.
Per gli altri & di sola lettura. E possibile utilizzare i segreti negli URL/intestazioni come %%<secret_name>%%.

Pagina elenco webhook

Nella pagina dell’elenco dei webhook vengono visualizzati i campi Nome, Creato da, Creato il, Stato, Sicuro e
Ultimo segnalato.

Scelta della notifica webhook in un monitor

Per scegliere la notifica webhook in un"monitorare” , vai su Avvisi > Gestisci monitor e seleziona il monitor
desiderato oppure aggiungine uno nuovo. Nella sezione Imposta notifiche team, seleziona Webhook come
metodo di consegna. Selezionare i livelli di allerta (Critico, Avviso, Risolto), quindi scegliere il webhook
desiderato.

e Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook m

Critical, Warning, Resolved - Please Select -

ci-alerts-notifications-dev

ci-alerts-notifications-aa

Esempi di webhook:

Webhook per"Slack" Webhook per'PagerDuty" Webhook per"Squadre" Webhook per"Discordia”

Esempio di webhook per Discord

| webhook consentono agli utenti di inviare notifiche di avviso a varie applicazioni
utilizzando un canale webhook personalizzato. Questa pagina fornisce un esempio per
impostare webhook per Discord.

@ Questa pagina fa riferimento a istruzioni di terze parti, che potrebbero essere soggette a
modifiche. Fare riferimento al"Documentazione Discord" per le informazioni piu aggiornate.

Configurazione Discord:

* In Discord, seleziona il server, in Canali di testo, seleziona Modifica canale (icona a forma di ingranaggio)
» Seleziona Integrazioni > Visualizza webhook e fai clic su Nuovo webhook

» Copia 'URL del webhook. Sara necessario incollarlo nella configurazione del webhook di Data
Infrastructure Insights .
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task_create_monitor.html
task_webhook_example_slack.html
task_webhook_example_pagerduty.html
task_webhook_example_teams.html
task_webhook_example_discord.html
https://support.discord.com/hc/en-us/articles/228383668-Intro-to-Webhooks

Crea un webhook Data Infrastructure Insights :
1. In Data Infrastructure Insights, vai su Amministrazione > Notifiche e seleziona la scheda Webhook. Fare
clic su +Webhook per creare un nuovo webhook.
2. Assegna al webhook un nome significativo, ad esempio "Discord".
3. Nel menu a discesa Tipo di modello, seleziona Discord.

4. Incolla 'URL sopra nel campo URL.

Edit a Webhook

MName

Discord Webhook

Template Type

Discord v

URL

https://discord.com/api/webhooks/ <token string>

Method
POST -

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

-
1

"content™: null,
“embeds™: [

1

"color™: 3244733,
"fields™ [ -

T [ e &

o e o Mg FRL DL e i im Bl e o CRL TR

Cancel Test Webhook Save Webhook

Per testare il webhook, sostituisci temporaneamente il valore URL nel corpo del messaggio con
un URL valido (ad esempio https.//netapp.com), quindi fai clic sul pulsante Test Webhook. Una
volta completato il test, assicurati di reimpostare il corpo del messaggio.
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Notifiche tramite Webhook

Per naotificare gli eventi tramite webhook, in Data Infrastructure Insights vai su Avvisi > Monitor e fai clic su
+Monitor per creare un nuovo"monitorare” .

» Selezionare una metrica e definire le condizioni del monitor.

* In _Imposta notifiche team, seleziona il metodo di recapito Webhook.

« Seleziona il webhook "Discord" per gli eventi desiderati (Critico, Avviso, Risolto)

© Sset up team notification(s) (alert your team via email, or Webhook)
By Webhook Notify team on Use Webhook(s) 0
Critical, Warning, Resolved v Discord x X

Esempio di webhook per PagerDuty

| webhook consentono agli utenti di inviare notifiche di avviso a varie applicazioni
utilizzando un canale webhook personalizzato. Questa pagina fornisce un esempio per
impostare webhook per PagerDuty.

@ Questa pagina fa riferimento a istruzioni di terze parti, che potrebbero essere soggette a
modifiche. Fare riferimento al"Documentazione PagerDuty" per le informazioni pit aggiornate.

Configurazione PagerDuty:

1. In PagerDuty, vai su Servizi > Directory dei servizi e clicca sul pulsante +Nuovo servizio

2. Inserisci un Nome e seleziona Usa direttamente la nostra API. Fare clic su Aggiungi servizio.

179


task_create_monitor.html
https://support.pagerduty.com/docs/services-and-integrations

Add a Service

A service may represent an application, component or team you wish to open incidents against
General Settings

MName

Description Add a desoription for this sarvies [ootional)

Integration Settings

Connect with one of PagerDuty's supported integratllons, or orgate a custom integration through email or APL Alsrmts fr
a saervice from & supported integration or through the Events V2 AP

You can add more then one integration to a servics, for example, one for monitoring alerts and one for change events

Integration Type @ ' Sakect a fool "

PagarDuty integrates with hundreds of tocls, inciidng moniaring
tooly tcksting Systems, code repositoriss. and deplay pipelnat
This mury ininshee configuration steps in the tood fou are intsgrating
with PagerDuty.

) Integrate via emall
If you monitorng tool can send emall, iz can integrete with
PagerDuty ubng & custom amall sddress

i Use our AP directly
If you Te WriTing your Swn InTegration, vse our Events APL More
infermation i n our Seveloper dotumantation

Evenits APl v2 v

() Don't use an integratian
If vou ondy Wit incidents 1o b manuady crearsd. You can ahways
£00 BOSDENS! INTegrations later

3. Fare clic sulla scheda Integrazioni per visualizzare la Chiave di integrazione. Questa chiave ti servira
quando creerai il webhook Data Infrastructure Insights riportato di seguito.

4. Vai a Incidenti o Servizi per visualizzare gli avvisi.
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Crea un webhook Data Infrastructure Insights :

1. In Data Infrastructure Insights, vai su Amministrazione > Notifiche e seleziona la scheda Webhook. Fare
clic su +Webhook per creare un nuovo webhook.

2. Assegna al webhook un nome significativo, ad esempio "PagerDuty Trigger". Utilizzerai questo webhook
per eventi di livello critico e di avviso.

3. Nel menu a discesa Tipo di modello, seleziona PagerDuty.

4. Crea un parametro segreto personalizzato denominato routingKey e imposta il valore sul valore Integration
Key di PagerDuty indicato sopra.

Custom Parameters and Secrets ©

Name Value T Description

FhEEEEE :

Bo%routingKeye%e

Name © Value
routingkey

Type Description
Secret v

Ripetere questi passaggi per creare un webhook "PagerDuty Resolve" per gli eventi risolti.

Mappatura dei campi di PagerDuty per Data Infrastructure Insights

La tabella e 'immagine seguenti mostrano la mappatura dei campi tra PagerDuty e Data Infrastructure
Insights:

PagerDuty Data Infrastructure Insights
Tasto di avviso ID avviso

Fonte Attivato

Componente Nome metrica

Gruppo Tipo di oggetto
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PagerDuty Data Infrastructure Insights

Classe Nome del monitor

Message Body
{

"dedup_key": "% %alertld%%",
"eyent_action™: "trigger”,
"links": [
"href": "hitps://@a%cloudinsightsHostname%% et oalertRelativeUrl%a%a",
"text": ""Ho%metricMame®e®o’ value of %0%value?o (Y% 0aleriCondition%%o) for
Yotriggered On®o%"

]l
"payload": |
"class™: "M% monitorMame?.9e,
"component”: "%%metricNamea®?a”,
"group™: "%%objectTypedolt”,
"severity™: "critical”,
"source™: "%SotriggeredOn®ota”,
"summary": "%a%severity®%e | %o%alertld%te | %o%triggeredOnate”

8
"routing_key™: "%%routingkey?ata"
1
e
Notifiche tramite Webhook

Per notificare gli eventi tramite webhook, in Data Infrastructure Insights vai su Avvisi > Monitor e fai clic su
+Monitor per creare un nuovo"monitorare” .

» Selezionare una metrica e definire le condizioni del monitor.

* In _Imposta notifiche team, seleziona il metodo di recapito Webhook.

» Selezionare il webhook "PagerDuty Trigger" per gli eventi di livello critico e di avviso.

« Selezionare "PagerDuty Resolve" per gli eventi risolti.

o Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook(s)
Critical, Warning v PagerDuty Trigger X

Notify team on Use Webhook(s)
Resolved v PagerDuty Resolve x
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@ Impostare notifiche separate per gli eventi trigger rispetto agli eventi risolti € una buona pratica,
poiché PagerDuty gestisce gli eventi trigger in modo diverso rispetto agli eventi risolti.

Esempio di webhook per Slack

| webhook consentono agli utenti di inviare notifiche di avviso a varie applicazioni
utilizzando un canale webhook personalizzato. Questa pagina fornisce un esempio per
impostare webhook per Slack.

@ Questa pagina fa riferimento a istruzioni di terze parti, che potrebbero essere soggette a
modifiche. Fare riferimento al"Documentazione Slack" per le informazioni piu aggiornate.

Esempio di Slack:

* Vai a https://api.slack.com/apps e crea una nuova app. Assegnagli un nome significativo e seleziona Slack
Workspace.

Create a Slack App X

App Name

e.g. Super Service ‘

Don't worry; you'll be able to change this later.

Development Slack Workspace

‘ Development Slack Workspace - ‘

Your app belongs to this workspace—leaving this workspace will remove your
ability to manage this app. Unfortunately, this can't be changed later.

By creating a Web API Application, you agree to the Slack API Terms of
Service.

Cancel Create App

* Vai a Webhook in arrivo, clicca su Attiva webhook in arrivo, Richiedi di Aggiungere nuovo webhook e
seleziona il canale su cui pubblicare.

» Copia I'URL del webhook. Sara necessario incollarlo nella configurazione del webhook di Data
Infrastructure Insights .

Crea un webhook Data Infrastructure Insights :

1. In Data Infrastructure Insights, vai su Amministrazione > Notifiche e seleziona la scheda Webhook. Fare
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clic su +Webhook per creare un nuovo webhook.
2. Assegna al webhook un nome significativo, ad esempio "Webhook Slack".
3. Nel menu a discesa Tipo di modello, seleziona Slack.

4. Incolla 'URL sopra nel campo URL.

Edit a Webhook

MName

Slack

Template Type
Slack v

URL

https://hooks.slack.com/services/ <token string=

Method
POST v

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

{
"blocks":[
"type":"section",
"t
"type":"mrkdwn",
"text":"*Cloud Insights Alert - %:%alertld%%”
Severity - "%0%severity®ol™"
} v

1
Eh

r P

‘ Cancel H Test Webhook ‘

Notifiche tramite Webhook

Per natificare gli eventi tramite webhook, in Data Infrastructure Insights vai su Avvisi > Monitor e fai clic su
+Monitor per creare un nuovo"monitorare” .

» Selezionare una metrica e definire le condizioni del monitor.

* In _Imposta notifiche team, seleziona il metodo di recapito Webhook.
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« Seleziona il webhook "Slack" per gli eventi desiderati (Critico, Avviso, Risolto)
o Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook(s)

Critical, Warning, Resolved Ad Slack x

Ulteriori informazioni:

» Per modificare il formato e il layout del messaggio, vedere https://api.slack.com/messaging/composing

» Gestione degli errori: https://api.slack.com/messaging/webhooks#handling_errors

Esempio di webhook per Microsoft Teams

| webhook consentono agli utenti di inviare notifiche di avviso a varie applicazioni

utilizzando un canale webhook personalizzato. Questa pagina fornisce un esempio per la

configurazione di webhook per Teams.

@ Questa pagina fa riferimento a istruzioni di terze parti, che potrebbero essere soggette a

modifiche. Fare riferimento al"Documentazione dei team" per le informazioni piu aggiornate.

Configurazione delle squadre:

1. In Teams, seleziona il kebab e cerca Webhook in arrivo.

incoming webhook Q

Incoming Webhook

1]
A
@K:ﬂ Send data from a service to your Office

0

L
wn

0
]
L

2. Seleziona Aggiungi a un team > Seleziona un team > Imposta un connettore.

3. Copia 'URL del webhook. Sara necessario incollarlo nella configurazione del webhook di Data
Infrastructure Insights .

Crea un webhook Data Infrastructure Insights :

1. In Data Infrastructure Insights, vai su Amministrazione > Notifiche e seleziona la scheda Webhook. Fare

clic su +Webhook per creare un nuovo webhook.
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2. Assegna al webhook un nome significativo, ad esempio "Teams Webhook".

3. Nel menu a discesa Tipo di modello, seleziona Team.

Edit a Webhook

Name

Teams Webhook

Template Type

Teams v

URL
https://netapp.webhook.office.com/webhookb2/ <token string=

Method
POST v

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

"@type": "MessageCard",
"@context™: "http://schema.org fextensions’,
"themeColor™: "0076D7",
"summary": "Cloud Insights Alert”,
"sections”: [

[

"activityTitle": "%%cseverity%:5t | %%alertid%% | %%triggeradOn®e",
"activitySubtitle™: "%c8btriggerTima®e®a,

"markdown": false,

B eeitla -

Cancel H Test Webhook ‘ Save Webhook

1. Incolla 'URL sopra nel campo URL.

Notifiche tramite Webhook

Per notificare gli eventi tramite webhook, in Data Infrastructure Insights vai su Avvisi > Monitor e fai clic su
+Monitor per creare un nuovo"monitorare" .

» Selezionare una metrica e definire le condizioni del monitor.

* In _Imposta notifiche team, seleziona il metodo di recapito Webhook.
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« Seleziona il webhook "Team" per gli eventi desiderati (Critico, Avviso, Risolto)
e Set up team notification(s) (alert your team via email, or Webhook

By Webhook Notify team on Use Webhookis)

Critical, Warning. Resolved v Teams-Edwin X w

Lavorare con le annotazioni

Definizione delle annotazioni

Quando si personalizza Data Infrastructure Insights per monitorare i dati in base alle
esigenze aziendali, & possibile definire note specializzate, denominate annotazioni, e
assegnarle alle risorse.

E possibile assegnare annotazioni alle risorse con informazioni quali fine del ciclo di vita della risorsa, data
center, ubicazione dell’edificio, livello di archiviazione o livello di servizio del volume.

L'utilizzo delle annotazioni per monitorare 'ambiente include le seguenti attivita di alto livello:

» Creazione o modifica di definizioni per tutti i tipi di annotazione.

* Visualizzazione delle pagine delle risorse e associazione di ciascuna risorsa a una o piu annotazioni.

Ad esempio, se un bene ¢ in leasing e il leasing scade entro due mesi, potrebbe essere opportuno
applicare un’annotazione di fine vita al bene. Cio aiuta a impedire che altri utilizzino tale risorsa per un
periodo di tempo prolungato.

» Creazione di regole per applicare automaticamente annotazioni a piu risorse dello stesso tipo.
* Filtra le risorse in base alle loro annotazioni.
Tipi di annotazione predefiniti

Data Infrastructure Insights fornisce alcuni tipi di annotazione predefiniti. Queste annotazioni possono essere
utilizzate per filtrare o raggruppare i dati.

E possibile associare le risorse a tipi di annotazione predefiniti come i seguenti:

« Ciclo di vita delle risorse, come compleanno, tramonto o fine vita
* Informazioni sulla posizione di un dispositivo, come centro dati, edificio o piano

« Classificazione delle risorse, ad esempio per qualita (livelli), per dispositivi connessi (livello di switch) o per
livello di servizio

« Stato, ad esempio caldo (utilizzo elevato)

Nella tabella seguente sono elencati i tipi di annotazione forniti da Data Infrastructure Insights.

Tipi di annotazione Descrizione Tipo

Alias Nome intuitivo per una risorsa Testo
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Gruppo di risorse di calcolo Assegnazione di gruppo utilizzata dal raccoglitore dati dei Lista
file system host e VM

Centro dati Posizione fisica Lista

Caldo Dispositivi sottoposti a un uso intenso su base regolare o  Booleano
al limite della capacita

Nota Commenti associati a una risorsa Test

Livello di servizio Un insieme di livelli di servizio supportati che € possibile  Lista

assegnare alle risorse. Fornisce un elenco di opzioni
ordinate per volumi interni, gtree e volumi. Modifica i livelli
di servizio per impostare criteri di prestazione per livelli
diversi.

Tramonto Soglia impostata dopo la quale non €& piu possibile Data
effettuare nuove allocazioni a quel dispositivo. Utile per
migrazioni pianificate e altre modifiche di rete in sospeso.

Cambia livello Opzioni predefinite per 'impostazione delle categorie per Lista
gli switch. In genere, queste designazioni rimangono
valide per tutta la vita del dispositivo, anche se & possibile
modificarle. Disponibile solo per gli switch.

Livello Puo essere utilizzato per definire diversi livelli di servizio  Lista
allinterno del tuo ambiente. | livelli possono definire il tipo
di livello, ad esempio la velocita necessaria (ad esempio,
oro o argento). Questa funzionalita & disponibile solo su
volumi interni, gtree, array di archiviazione, pool di
archiviazione e volumi.

Gravita della violazione Grado (ad esempio, maggiore) di una violazione (ad Lista
esempio, porte host mancanti o ridondanza mancante), in
una gerarchia dall'importanza piu alta a quella piu bassa.

Alias, Data Center, Hot, Service Level, Sunset, Switch Level, Tier e Violation Severity sono
@ annotazioni a livello di sistema che non & possibile eliminare o rinominare; & possibile
modificare solo i valori assegnati.

Creazione di annotazioni personalizzate

Utilizzando le annotazioni, puoi aggiungere alle risorse dati aziendali personalizzati e specifici che
corrispondono alle tue esigenze aziendali. Sebbene Data Infrastructure Insights fornisca un set di annotazioni
predefinite, potresti voler visualizzare i dati in altri modi. | dati nelle annotazioni personalizzate integrano i dati
del dispositivo gia raccolti, come il produttore dell’archiviazione, i volumi numerici e le statistiche sulle
prestazioni. | dati aggiunti tramite annotazioni non vengono rilevati da Data Infrastructure Insights.

Passi
1. Nel menu Data Infrastructure Insights , fare clic su Gestisci > Annotazioni.

La pagina Annotazioni mostra I'elenco delle annotazioni.

2. Fai clic su +Aggiungi

3. Inserisci un Nome e una Descrizione dell’annotazione.
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In questi campi € possibile immettere fino a 255 caratteri.

4. Fare clic su Tipo e quindi selezionare una delle seguenti opzioni che rappresenta il tipo di dati consentiti in
questa annotazione:

Tipi di annotazione

» Booleano: crea un elenco a discesa con le opzioni Si e No. Ad esempio, I'annotazione "Allegato diretto" &
booleana.

» Data: crea un campo che contiene una data. Ad esempio, se I'annotazione sara una data, selezionare
questa opzione.

 Elenco: crea uno dei seguenti:
> Un elenco fisso a discesa

Quando altri assegnano questo tipo di annotazione su un dispositivo, non possono aggiungere altri
valori all’elenco.

o Un elenco flessibile a discesa

Se selezioni 'opzione Aggiungi nuovi valori al volo quando crei questo elenco, quando altri assegnano
questo tipo di annotazione su un dispositivo, possono aggiungere altri valori all’elenco.

* Numero: crea un campo in cui I'utente che assegna 'annotazione pud immettere un numero. Ad esempio,
se il tipo di annotazione € "Piano", I'utente puo selezionare il tipo di valore "numero" e immettere il numero
del piano.

 Testo: crea un campo che consente I'inserimento di testo libero. Ad esempio, potresti immettere "Lingua"
come tipo di annotazione, selezionare "Testo" come tipo di valore e immettere una lingua come valore.

Dopo aver impostato il tipo e salvato le modifiche, non & piu possibile modificare il tipo di
@ annotazione. Se & necessario modificare il tipo, € necessario eliminare 'annotazione e crearne
una nuova.

1. Se selezioni Elenco come tipo di annotazione, procedi come segue:
a. Seleziona Aggiungi nuovi valori al volo se desideri avere la possibilita di aggiungere piu valori
all’annotazione quando ti trovi su una pagina di risorse, creando un elenco flessibile.

Ad esempio, supponiamo di trovarci su una pagina di risorse e che la risorsa abbia I'annotazione Citta
con i valori Detroit, Tampa e Boston. Se hai selezionato I'opzione Aggiungi nuovi valori al volo, puoi
aggiungere valori aggiuntivi a citta come San Francisco e Chicago direttamente nella pagina delle
risorse, invece di dover andare alla pagina Annotazioni per aggiungerli. Se non si sceglie questa
opzione, non sara possibile aggiungere nuovi valori di annotazione quando si applica 'annotazione; cio
creera un elenco fisso.

b. Inserisci un valore e una descrizione nei campi Valore e Descrizione.

c. Fare clic su Aggiungi per aggiungere altri valori.

d. Fare clic sull’icona del cestino per eliminare un valore.

2. Fai clic su Salva

Le tue annotazioni vengono visualizzate nell’elenco nella pagina Annotazioni.

Una nota sulle annotazioni booleane
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Quando si filtra un’annotazione booleana, potrebbero essere presentati i seguenti valori su cui filtrare:

* Qualsiasi: restituira tutti i risultati, compresi i risultati impostati su "Si", "No" o non impostati affatto.

 Si: Restituisce solo risultati "Si". Si noti che DIl mostra "Si" come segno di spunta nella maggior parte delle
tabelle. | valori possono essere impostati su "True", "On", ecc.; DIl li tratta tutti come "Si".

* No: restituisce solo risultati "No". Si noti che DIl mostra "No" come una "X" nella maggior parte delle
tabelle. | valori possono essere impostati su "Falso", "Off", ecc.; DIl li tratta tutti come "No".

* Nessuno: restituisce solo i risultati in cui 'annotazione non é stata impostata. Chiamati anche valori "Null".

Dopo aver finito
Nell'interfaccia utente, 'annotazione € immediatamente disponibile per I'uso.

Utilizzo delle annotazioni

Puoi creare annotazioni e assegnarle alle risorse che monitori. Le annotazioni sono note
che forniscono informazioni su una risorsa, ad esempio la posizione fisica, la fine del
ciclo di vita, il livello di archiviazione o i livelli di servizio del volume.

Definizione delle annotazioni

Utilizzando le annotazioni, puoi aggiungere alle risorse dati aziendali personalizzati e specifici che
corrispondono alle tue esigenze aziendali. Sebbene Data Infrastructure Insights fornisca una serie di
annotazioni predefinite, come il ciclo di vita delle risorse (data di nascita o fine vita), I'ubicazione dell’edificio o
del data center e il livello, potresti voler visualizzare i dati in altri modi.

| dati nelle annotazioni personalizzate integrano i dati del dispositivo gia raccolti, come il produttore dello
switch, il numero di porte e le statistiche sulle prestazioni. | dati aggiunti tramite annotazioni non vengono
rilevati da Data Infrastructure Insights.
Prima di iniziare

 Elencare qualsiasi terminologia del settore a cui devono essere associati i dati ambientali.

 Elencare la terminologia aziendale a cui devono essere associati i dati ambientali.

* Identifica i tipi di annotazione predefiniti che potresti essere in grado di utilizzare.

« |dentifica quali annotazioni personalizzate devi creare. E necessario creare I'annotazione prima di poterla

assegnare a una risorsa.

Per creare un’annotazione, attenersi alla seguente procedura.

Passi
1. Nel menu Data Infrastructure Insights , fare clic su Osservabilita > Arricchisci > Annotazioni

2. Fare clic su + Annotazione per creare una nuova annotazione.
3. Inserisci un nome, una descrizione e un tipo per la nuova annotazione.
Ad esempio, immettere quanto segue per creare un’annotazione di testo che definisca la posizione fisica di
una risorsa nel Data Center 4:
o Inserisci un nome per I'annotazione, ad esempio "Posizione"

o Inserisci una descrizione di cio che I'annotazione descrive, ad esempio "La posizione fisica € il Data
Center 4"
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o Inserisci il "tipo" di annotazione, ad esempio "Testo".

Assegnazione manuale di annotazioni alle risorse

L'assegnazione di annotazioni alle risorse ti aiuta a ordinare, raggruppare e creare report sulle risorse in modi
pertinenti alla tua attivita. Sebbene sia possibile assegnare automaticamente annotazioni a risorse di un tipo
specifico utilizzando le regole di annotazione, & possibile assegnare annotazioni a una singola risorsa
utilizzando la relativa pagina delle risorse.

Prima di iniziare

 Devi aver creato I'annotazione che vuoi assegnare.

Passi

1. Accedi al tuo ambiente Data Infrastructure Insights .
2. Individua la risorsa a cui desideri applicare 'annotazione.

o E possibile individuare le risorse tramite query, selezionandole da un widget del dashboard o tramite
ricerca. Una volta individuata la risorsa desiderata, clicca sul link per aprire la landing page della
risorsa.

Nella pagina delle risorse, nella sezione Dati utente, fare clic su + Annotazione.
Viene visualizzata la finestra di dialogo Aggiungi annotazione.

Seleziona un’annotazione dall’elenco.

o o ~ »w

Fare clic su Valore ed effettuare una delle seguenti operazioni, a seconda del tipo di annotazione
selezionato:

o Se il tipo di annotazione & elenco, data o booleano, selezionare un valore dall’elenco.
> Se il tipo di annotazione & testo, digitare un valore.
7. Fare clic su Salva.
Se si desidera modificare il valore dell’annotazione dopo averla assegnata, fare clic sul campo
dell’annotazione e selezionare un valore diverso. Se I'annotazione & di tipo elenco per cui € selezionata

'opzione Aggiungi nuovi valori al volo, &€ possibile digitare un nuovo valore oltre a selezionare un valore
esistente.

Assegnazione di annotazioni utilizzando le regole di annotazione

Per assegnare automaticamente annotazioni alle risorse in base ai criteri definiti, &€ possibile configurare le
regole di annotazione. Data Infrastructure Insights assegna le annotazioni alle risorse in base a queste regole.
Data Infrastructure Insights fornisce anche due regole di annotazione predefinite, che puoi modificare in base
alle tue esigenze o rimuovere se non desideri utilizzarle.

Creazione di regole di annotazione

In alternativa all’applicazione manuale delle annotazioni alle singole risorse, € possibile applicare
automaticamente le annotazioni a piu risorse utilizzando le regole di annotazione. Le annotazioni impostate
manualmente sulle singole pagine delle risorse hanno la precedenza sulle annotazioni basate su regole
quando Insight valuta le regole di annotazione.

Prima di iniziare

Devi aver creato una query per la regola di annotazione.

Informazioni su questo compito
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Sebbene sia possibile modificare i tipi di annotazione durante la creazione delle regole, &€ opportuno definire i
tipi in anticipo.

Passi
1. Fare clic su Gestisci > Regole di annotazione

La pagina Regole di annotazione visualizza I'elenco delle regole di annotazione esistenti.

2. Fare clic su + Aggiungi.
3. Procedi come segue:

a. Nella casella Nome, immettere un nome univoco che descriva la regola.
Questo nome apparira nella pagina Regole di annotazione.

b. Fare clic su Query e selezionare la query utilizzata per applicare I'annotazione alle risorse.
c. Fare clic su Annotazione e selezionare I'annotazione che si desidera applicare.

d. Fare clic su Valore e selezionare un valore per I'annotazione.
Ad esempio, se si sceglie Compleanno come annotazione, si specifica una data per il valore.

e. Fai clic su Salva

f. Fare clic su Esegui tutte le regole se si desidera eseguire tutte le regole immediatamente; in caso
contrario, le regole vengono eseguite a intervalli regolari pianificati.

Creazione di regole di annotazione

E possibile utilizzare le regole di annotazione per applicare automaticamente annotazioni
a piu risorse in base ai criteri definiti. Data Infrastructure Insights assegna le annotazioni
alle risorse in base a queste regole. Le annotazioni impostate manualmente sulle singole
pagine delle risorse hanno la precedenza sulle annotazioni basate su regole quando
Cloud Insight valuta le regole di annotazione.

Prima di iniziare

Devi aver creato una query per la regola di annotazione.

Passi
1. Nel menu Data Infrastructure Insights fare clic su Gestisci > Regole di annotazione.

2. Fare clic su + Regola per aggiungere una nuova regola di annotazione.
Viene visualizzata la finestra di dialogo Aggiungi regola.

3. Procedi come segue:

a. Nella casella Nome, immettere un nome univoco che descriva la regola.
Il nome appare nella pagina Regole di annotazione.

b. Fare clic su Query e selezionare la query che Data Infrastructure Insights utilizza per identificare le
risorse a cui si applica I'annotazione.

c. Fare clic su Annotazione e selezionare I'annotazione che si desidera applicare.
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d. Fare clic su Valore e selezionare un valore per I'annotazione.
Ad esempio, se si sceglie Compleanno come annotazione, si specifica una data per il valore.

e. Fai clic su Salva

f. Fare clic su Esegui tutte le regole se si desidera eseguire tutte le regole immediatamente; in caso
contrario, le regole vengono eseguite a intervalli regolari pianificati.

In un ambiente Data Infrastructure Insights di grandi dimensioni, potresti notare che
I'esecuzione delle regole di annotazione sembra richiedere un po' di tempo per essere
completata. Cid avviene perché l'indicizzatore viene eseguito per primo e deve essere

@ completato prima di eseguire le regole. L'indicizzatore & cido che consente a Data
Infrastructure Insights di cercare o filtrare oggetti e contatori nuovi o aggiornati nei dati. Il
motore delle regole attende che I'indicizzatore completi 'aggiornamento prima di
applicare le regole.

Modifica delle regole di annotazione

E possibile modificare una regola di annotazione per cambiare il nome della regola, la sua annotazione, il
valore dell’annotazione o la query associata alla regola.

Passi
1. Nel menu Data Infrastructure Insights , fare clic su Gestisci > Regole di annotazione.

La pagina Regole di annotazione visualizza 'elenco delle regole di annotazione esistenti.
2. Individua la regola di annotazione che desideri modificare.

E possibile filtrare le regole di annotazione inserendo un valore nella casella del filtro oppure facendo clic
su un numero di pagina per sfogliare le regole di annotazione per pagina.

3. Fare clic sull'icona del menu relativa alla regola che si desidera modificare.

4. Fai clic su Modifica
Viene visualizzata la finestra di dialogo Modifica regola.

5. Modificare il nome, I'annotazione, il valore o la query della regola di annotazione.

Cambiare I'ordine delle regole

Le regole di annotazione vengono elaborate dall’alto verso il basso nell’elenco delle regole. Per modificare
I'ordine in cui viene elaborata una regola, procedere come segue:

Passi
1. Fare clic sull'icona del menu relativa alla regola che si desidera spostare.
2. Fare clic su Sposta su 0 Sposta giu, a seconda delle necessita, finché la regola non viene visualizzata
nella posizione desiderata.

Tieni presente che quando si eseguono piu regole che aggiornano la stessa annotazione su una risorsa, la
prima regola (eseguita dall’alto verso il basso) applica I'annotazione e aggiorna la risorsa, quindi si applica la
seconda regola ma non modifica alcuna annotazione gia impostata dalla regola precedente.
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Eliminazione delle regole di annotazione
Potresti voler eliminare le regole di annotazione che non vengono piu utilizzate.

Passi
1. Nel menu Data Infrastructure Insights , fare clic su Gestisci > Regole di annotazione.

La pagina Regole di annotazione visualizza 'elenco delle regole di annotazione esistenti.
2. Individua la regola di annotazione che desideri eliminare.

E possibile filtrare le regole di annotazione inserendo un valore nella casella del filtro oppure facendo clic
su un numero di pagina per sfogliare le regole di annotazione per pagina.

3. Fare clic sull'icona del menu relativa alla regola che si desidera eliminare.

4. Fai clic su Elimina
Viene visualizzato un messaggio di conferma che chiede se si desidera eliminare la regola.

5. Fare clic su OK

Importazione di annotazioni

Data Infrastructure Insights include un’API per importare annotazioni o applicazioni da un
file CSV e assegnarle agli oggetti specificati.

@ L’API Data Infrastructure Insights € disponibile nella * Data Infrastructure Insights Premium
Edition*.
Importazione

I link Amministrazione > Accesso API contengono"documentazione" per ’API Risorse/lmportazione.
Questa documentazione contiene informazioni sul formato file .CSV.

ASSETS.import v

/assets/import Importassets from a CSV file a

Import annotations and applications from the given CSV file. The format of the CSV file is following:

i > <Annotation Type> [, <Annotation Type> ...] [, Application] [, Temant] [, Line_Of_Business] [, Business_Unit] [,
zgg;:;:]Type Value 1>, <Object Name or Key 1>, <Annotation Value> [, <Annotation Value> ...] [, <Application>] [, <Tenant>] [, <Line_of Business>] [, <Business_Unit>] [,
:;L;;i:t;)](pe Value 2>, <Object Name or Key 2>, <Annotation Value> [, <Annotation Value> ...] [, <Application>] [, <Tenant>] [, <Line_Of Business>] [, <Business_Unit>] [,
:;E;gi:t;)}pe Value 3>, <Object Name or Key 3>, <Annotation Value> [, <Annotation Value> ...] [, <Application>] [, <Tenant>] [, <Line_Of_Business>] [, <Business_Unit>] [,
<Project>

<0Object Type value N>, <Object Name or Key N>, <Annotation value> [, <Annotation value> ...] [, <Application>] [, <Tenant>] [, <Line_Of Business»>] [, <Business_Unit>] [,
<Project>]

Formato file .CSV

Il formato generale del file CSV ¢ il seguente. La prima riga del file definisce i campi di importazione e specifica
I'ordine dei campi. Seguono righe separate per ogni annotazione o applicazione. Non € necessario definire
ogni campo. Tuttavia, le righe di annotazione successive devono seguire lo stesso ordine della riga di
definizione.
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[Object Type] , [Object Name or ID] , Annotation Type [, Annotation
Type, ...] [, Application] [, Tenant] [, Line Of Business] [,
Business Unit] [, Project]

Per esempi di file .CSV, consultare la documentazione API.

E possibile importare e assegnare annotazioni da un file .CSV direttamente dall’AP| Swagger. Basta scegliere
il file da utilizzare e cliccare sul pulsante Esegui:

No parameters

Request body multipart/form-data ~ I

CSV file to import

data

string(Sbinary) Choose File ' No file chosen

Responses

Comportamento di importazione

Durante I'operazione di importazione, i dati vengono aggiunti, uniti o sostituiti, a seconda degli oggetti e dei tipi
di oggetti che vengono importati. Durante I'importazione, tenere presente i seguenti comportamenti.

« Aggiunge un’annotazione o un’applicazione se non ne esiste nessuna con lo stesso nome nel sistema di
destinazione.

» Unisce un’annotazione se il tipo di annotazione & un elenco e nel sistema di destinazione esiste
un’annotazione con lo stesso nome.

+ Sostituisce un’annotazione se il tipo di annotazione € diverso da un elenco e nel sistema di destinazione
esiste un’annotazione con lo stesso nome.

Nota: se nel sistema di destinazione esiste un’annotazione con lo stesso nome ma con un tipo diverso,
l'importazione fallisce. Se gli oggetti dipendono dall’annotazione non riuscita, tali oggetti potrebbero
mostrare informazioni errate o indesiderate. Dopo aver completato I'operazione di importazione, &
necessario controllare tutte le dipendenze delle annotazioni.

« Se un valore di annotazione & vuoto, 'annotazione viene rimossa dall’oggetto. Le annotazioni ereditate
non sono interessate.
* | valori di annotazione del tipo data devono essere passati come tempo Unix in millisecondi.

* Quando si annotano volumi o volumi interni, il nome dell’'oggetto & una combinazione del nome di
archiviazione e del nome del volume utilizzando il separatore "->". Ad esempio: <Nome archivio>-><Nome
volume>

» Se il nome di un oggetto contiene una virgola, I'intero nome deve essere racchiuso tra virgolette doppie.
Ad esempio: "NetApp1,NetApp2"->023F

* Quando si associano annotazioni a storage, switch e porte, la colonna "Applicazione" verra ignorata.
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« Tenant, Line_Of_Business, Business_Unit e/o Project costituiscono un’entita aziendale. Come per tutte le
entita aziendali, qualsiasi valore pud essere vuoto.

E possibile annotare i seguenti tipi di oggetti.

TIPO DI OGGETTO NOME O CHIAVE

Ospite id-><id> o <Nome> o <|P>

Macchina virtuale id-><id> o <Nome>

StoragePool id-><id> o <Nome archivio>-><Nome pool di
archiviazione>

Volume interno id-><id> o <Nome archivio>-><Nome volume interno>

Volume id-><id> o <Nome archivio>-><Nome volume>

Magazzinaggio id-><id> o <Nome> o <IP>

Interruttore id-><id> o <Nome> o <IP>

Porta id-><id> o <WWN>

Qtree id-><id> o <Nome archivio>-><Nome volume

interno>-><Nome Qtree>

Condividere id-><id> o <Nome archivio>-><Nome volume
interno>-><Nome condivisione>-><Protocollo>[-
><Nome Qtree (facoltativo in caso di Qtree
predefinito)>]

Lavorare con le applicazioni

Monitoraggio dell’utilizzo delle risorse per applicazione

Conoscere le applicazioni utilizzate nellambiente aziendale aiuta a tenere traccia
dell’'utilizzo e dei costi delle risorse.

Prima di poter monitorare i dati associati alle applicazioni in esecuzione sul tenant, &€ necessario definire tali
applicazioni e associarle alle risorse appropriate. E possibile associare le applicazioni alle seguenti risorse:
host, macchine virtuali, volumi, volumi interni, qtree, condivisioni e hypervisor.

Questo argomento fornisce un esempio di monitoraggio dell’'utilizzo delle macchine virtuali utilizzate dal team
di marketing per la posta elettronica di Exchange.

Potresti voler creare una tabella simile alla seguente per identificare le applicazioni utilizzate sul tuo tenant e
annotare il gruppo o l'unita aziendale che utilizza ciascuna applicazione.
Inquilino Linea di business Unita aziendale Progetto Applicazioni

NetApp Archiviazione dati Legal Brevetti Oracle Identity
Manager, Oracle On
Demand, PatentWiz
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NetApp Archiviazione dati Marketing Eventi di vendita Exchange, Oracle

Shared Database,
BlastOff Event
Planner

La tabella mostra che il team di marketing utilizza I'applicazione Exchange. Vogliamo monitorare I'utilizzo delle
loro macchine virtuali per Exchange, in modo da poter prevedere quando sara necessario aggiungere altro
spazio di archiviazione. Possiamo associare I'applicazione Exchange a tutte le macchine virtuali di Marketing:

1.
2.

o o0 b~ W

Crea un’applicazione denominata Exchange
Vai su Query > +Nuova query per creare una nuova query per le macchine virtuali (oppure seleziona una
query VM esistente, se applicabile).

Supponendo che tutte le VM del team di marketing abbiano un nome contenente la stringa "mkt", crea la
tua query per filtrare il nome della VM per "mkt".

. Selezionare le VM.
. Associare le VM all’applicazione Exchange utilizzando Azioni in blocco > Aggiungi applicazioni.
. Selezionare I'applicazione desiderata e fare clic su Salva.

. Al termine, Salva la query.

Creazione di applicazioni

Per tenere traccia dei dati associati ad applicazioni specifiche in esecuzione sul tuo
tenant, puoi definire le applicazioni in Data Infrastructure Insights.

Informazioni su questo compito

Data Infrastructure Insights consente di monitorare i dati provenienti dalle risorse associate alle applicazioni
per scopi quali la rendicontazione dell’'utilizzo o dei costi.

Passi

1.

Nel menu Data Infrastructure Insights , fare clic su Osservabilita > Arricchisci > Applicazioni.
Selezionare

Viene visualizzata la finestra di dialogo Aggiungi applicazione.

Inserisci un nome univoco per I'applicazione.

3. Seleziona una priorita per I'applicazione.

4.

Fare clic su Salva.

Dopo aver definito un’applicazione, & possibile assegnarla alle risorse.

Assegnazione delle applicazioni alle risorse

Questa procedura assegna I'applicazione a un host come esempio. E possibile assegnare host, macchine
virtuali, volumi o volumi interni a un’applicazione.

Passi

1.

Individua la risorsa a cui vuoi assegnare I'applicazione:
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2. Fare clic su Query > +Nuova query e cercare Host.
3. Fare clic sulla casella di controllo a sinistra dell’host che si desidera associare all’applicazione.
4. Fare clic su Azioni in blocco > Aggiungi applicazione.
5. Seleziona I'applicazione a cui vuoi assegnare la risorsa.
Tutte le nuove applicazioni assegnate sovrascrivono tutte le applicazioni sulla risorsa derivate da un’altra

risorsa. Ad esempio, i volumi ereditano le applicazioni dagli host e quando a un volume vengono assegnate
nuove applicazioni, la nuova applicazione ha la precedenza sull’applicazione derivata.

Per ambienti con grandi quantita di risorse correlate, I'ereditarieta delle assegnazioni delle
applicazioni a tali risorse potrebbe richiedere diversi minuti. Se si hanno molti beni correlati, si
prega di attendere piu tempo affinché I'eredita avvenga.

Dopo aver finito

Dopo aver assegnato I'host all’applicazione, € possibile assegnare le risorse rimanenti all’applicazione. Per
accedere alla landing page dell’applicazione, clicca su Gestisci > Applicazione e seleziona I'applicazione che
hai creato.

Risoluzione automatica del dispositivo

Panoramica sulla risoluzione automatica del dispositivo

E necessario identificare tutti i dispositivi che si desidera monitorare con Data
Infrastructure Insights. L'identificazione € necessaria per monitorare con precisione le
prestazioni e I'inventario del tuo inquilino. In genere la maggior parte dei dispositivi rilevati
nel tenant vengono identificati tramite la Risoluzione automatica dei dispositivi.

Dopo aver configurato i data collector, vengono identificati i dispositivi sul tenant, inclusi switch, array di
archiviazione e I'infrastruttura virtuale di hypervisor e VM. Tuttavia, questo non consente di identificare
normalmente il 100% dei dispositivi presenti nel tenant.

Dopo aver configurato i dispositivi di tipo raccoglitore dati, la procedura consigliata € quella di sfruttare le
regole di risoluzione dei dispositivi per identificare i dispositivi sconosciuti rimanenti nel tenant. La risoluzione
dei dispositivi puo aiutarti a distinguere i dispositivi sconosciuti dai seguenti tipi di dispositivi:

* Host fisici

* Array di archiviazione

* Nastri

| dispositivi che rimangono sconosciuti dopo la risoluzione sono considerati dispositivi generici € possono
essere visualizzati anche nelle query e nelle dashboard.

Le regole create a loro volta identificheranno automaticamente i nuovi dispositivi con attributi simili man mano
che vengono aggiunti al tuo ambiente. In alcuni casi, la risoluzione del dispositivo consente anche
l'identificazione manuale, bypassando le regole di risoluzione del dispositivo per i dispositivi non rilevati in Data
Infrastructure Insights.

L'identificazione incompleta dei dispositivi pud comportare problemi tra cui:

* Percorsi incompleti
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Connessioni multipath non identificate
L'impossibilita di raggruppare le applicazioni
Viste topologiche imprecise

Dati imprecisi nel data warehouse e nel reporting

La funzionalita di risoluzione del dispositivo (Gestisci > Risoluzione del dispositivo) include le seguenti schede,
ciascuna delle quali svolge un ruolo nella pianificazione della risoluzione del dispositivo e nella visualizzazione
dei risultati:

Fibre Channel Identify contiene un elenco di WWN e informazioni sulle porte dei dispositivi Fibre Channel
che non sono stati risolti tramite la risoluzione automatica dei dispositivi. Nella scheda € indicata anche la
percentuale di dispositivi identificati.

Identificazione indirizzo IP contiene un elenco dei dispositivi che accedono alle condivisioni CIFS e NFS
che non sono stati identificati tramite la risoluzione automatica dei dispositivi. Nella scheda € indicata
anche la percentuale di dispositivi identificati.

Regole di risoluzione automatica contiene I'elenco delle regole eseguite durante la risoluzione del
dispositivo Fibre Channel. Si tratta di regole create per risolvere i problemi relativi ai dispositivi Fibre
Channel non identificati.

Preferenze fornisce opzioni di configurazione che puoi utilizzare per personalizzare la risoluzione del
dispositivo in base al tuo ambiente.

Prima di iniziare

Prima di definire le regole per l'identificazione dei dispositivi, € necessario sapere come & configurato il proprio
ambiente. Quanto piu conosci 'ambiente circostante, tanto piu facile sara identificare i dispositivi.

Per creare regole precise, &€ necessario rispondere a domande simili alle seguenti:

* |l tuo ambiente ha standard di denominazione per zone o host e quale percentuale di questi & accurata?

* |l tuo ambiente utilizza un alias di switch o di storage e questi corrispondono al nome host?

* Con quale frequenza cambiano gli schemi di denominazione del tuo tenant?

» Ci sono state acquisizioni o fusioni che hanno introdotto schemi di denominazione diversi?

Dopo aver analizzato il tuo ambiente, dovresti essere in grado di identificare quali standard di denominazione
esistono che puoi aspettarti di incontrare in termini di affidabilita. Le informazioni raccolte potrebbero essere
rappresentate graficamente in una figura simile alla seguente:
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Storage alias

#

H-H""-\-\._\_____ B _----.-..____.--'
Switch alias

In questo esempio il maggior numero di dispositivi € rappresentato in modo affidabile da alias di archiviazione.
Le regole che identificano gli host utilizzando alias di archiviazione devono essere scritte per prime, le regole
che utilizzano alias di switch devono essere scritte successivamente e le ultime regole create devono utilizzare
alias di zona. A causa della sovrapposizione dell’'uso di alias di zona e alias di switch, alcune regole di alias di
archiviazione potrebbero identificare dispositivi aggiuntivi, lasciando meno regole necessarie per alias di zona
e alias di switch.

Passaggi per I'identificazione dei dispositivi

In genere, per identificare i dispositivi nel tenant si utilizza un flusso di lavoro simile al seguente.
L'identificazione € un processo iterativo e potrebbe richiedere piu fasi di pianificazione e perfezionamento delle
regole.

» Ambiente di ricerca

* Regole del piano

» Crea/Revisiona regole

* Risultati della revisione

» Crea regole aggiuntive o identifica manualmente i dispositivi

» Fatto

Se nel tenant sono presenti dispositivi non identificati (altrimenti noti come dispositivi sconosciuti
0 generici) e successivamente si configura un’origine dati che identifica tali dispositivi durante
l'interrogazione, questi non verranno piu visualizzati o conteggiati come dispositivi generici.

Imparentato:"Creazione di regole di risoluzione del dispositivo" "Risoluzione del dispositivo Fibre Channel"
"Risoluzione del dispositivo IP" "Impostazione delle preferenze di risoluzione del dispositivo"
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Regole di risoluzione del dispositivo

E possibile creare regole di risoluzione dei dispositivi per identificare host, storage e
nastri che attualmente non vengono identificati automaticamente da Data Infrastructure
Insights. Le regole create identificano i dispositivi attualmente presenti nel tuo ambiente e
identificano anche i dispositivi simili man mano che vengono aggiunti al tuo ambiente.

Creazione di regole di risoluzione del dispositivo

Quando si creano regole, si inizia identificando la fonte delle informazioni su cui viene eseguita la regola, il
metodo utilizzato per estrarre le informazioni e se la ricerca DNS viene applicata ai risultati della regola.

Fonte utilizzata per identificare il dispositivo * Alias SRM per gli host * Alias di archiviazione
contenente un nome host o nastro incorporato * Alias
di switch contenente un nome host o nastro
incorporato * Nomi di zona contenenti un nome host
incorporato

Metodo utilizzato per estrarre il nome del dispositivo ~ * Cosi com’e (estrae un nome da un SRM) *
dalla sorgente Delimitatori * Espressioni regolari

Ricerca DNS Specifica se si utilizza DNS per verificare il nome host

E possibile creare regole nella scheda Regole di risoluzione automatica. | passaggi seguenti descrivono il
processo di creazione delle regole.

Procedura
1. Fare clic su Gestisci > Risoluzione dispositivo

2. Nella scheda Regole di risoluzione automatica, fare clic su + Regola host o + Regola nastro.

Viene visualizzata la schermata Regola di risoluzione.

@ Fare clic sul collegamento Visualizza criteri di corrispondenza per ottenere assistenza ed
esempi sulla creazione di espressioni regolari.

3. Nell’elenco Tipo seleziona il dispositivo che vuoi identificare.
E possibile selezionare Host o Tape.

4. Nell’elenco Origine, seleziona la sorgente che desideri utilizzare per identificare I'host.
A seconda della fonte scelta, Data Infrastructure Insights visualizza la seguente risposta:

a. Zone elenca le zone e i WWN che devono essere identificati da Data Infrastructure Insights.
b. SRM elenca gli alias non identificati che devono essere identificati da Data Infrastructure Insights

c. Alias di archiviazione elenca gli alias di archiviazione e WWN che devono essere identificati da Data
Infrastructure Insights

d. Alias dello switch elenca gli alias dello switch che devono essere identificati da Data Infrastructure
Insights

5. Nell'elenco Metodo seleziona il metodo che desideri utilizzare per identificare I'’host.
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Fonte

Metodo

SRM Cosi com’e, Delimitatori, Espressioni regolari
Alias di archiviazione Delimitatori, espressioni regolari
Cambia alias Delimitatori, espressioni regolari
Zone Delimitatori, espressioni regolari

o Le regole che utilizzano i delimitatori richiedono i delimitatori e la lunghezza minima del nome host. La
lunghezza minima del nome host € il numero di caratteri che Data Infrastructure Insights deve utilizzare
per identificare un host. Data Infrastructure Insights esegue ricerche DNS solo per nomi host di questa
lunghezza o piu lunghi.

Per le regole che utilizzano i delimitatori, la stringa di input viene tokenizzata dal delimitatore e viene
creato un elenco di nomi host candidati eseguendo diverse combinazioni del token adiacente. L'elenco
viene quindi ordinato dal piu grande al piu piccolo. Ad esempio, per una sorgente di input di
vipsnq03_hba3_emc3_12ep0 I'elenco produrrebbe il seguente risultato:

vipsng03_hba3 emc3 12ep0
vipsnq03_hba3_emc3

hba3 emc3_12ep0
vipsnq03_hba3

emc3_12ep0

hba3 _emc3

vipsng03

12ep0

emc3

hba3

> Le regole che utilizzano espressioni regolari richiedono un’espressione regolare, il formato e la
selezione della distinzione tra maiuscole e minuscole.

6. Fare clic su Esegui AR per eseguire tutte le regole oppure fare clic sulla freccia rivolta verso il basso nel
pulsante per eseguire la regola creata (e tutte le altre regole create dall’'ultima esecuzione completa di AR).

| risultati dell’'esecuzione della regola vengono visualizzati nella scheda Identificazione FC.

Avvio di un aggiornamento automatico della risoluzione del dispositivo

Un aggiornamento della risoluzione del dispositivo conferma le modifiche manuali aggiunte dall’ultima
esecuzione completa della risoluzione automatica del dispositivo. L'esecuzione di un aggiornamento puo
essere utilizzata per confermare ed eseguire solo le nuove voci manuali apportate alla configurazione della
risoluzione del dispositivo. Non viene eseguita alcuna risoluzione completa del dispositivo.

Procedura

1. Accedi all'interfaccia utente web Data Infrastructure Insights .

2. Fare clic su Gestisci > Risoluzione dispositivo

3. Nella schermata Risoluzione dispositivo, fare clic sulla freccia rivolta verso il basso nel pulsante Esegui

AR.
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4. Fare clic su Aggiorna per avviare I'aggiornamento.

Identificazione manuale assistita da regole

Questa funzionalita viene utilizzata in casi speciali in cui si desidera eseguire una regola specifica o un elenco
di regole (con o senza un riordino una tantum) per risolvere host, dispositivi di archiviazione e dispositivi a
nastro sconosciuti.

Prima di iniziare

Ci sono diversi dispositivi che non sono stati identificati e ci sono anche piu regole che hanno identificato
correttamente altri dispositivi.

@ Se la sorgente contiene solo una parte del nome di un host o di un dispositivo, utilizzare una
regola di espressione regolare e formattarla per aggiungere il testo mancante.

Procedura
1. Accedi all'interfaccia utente web Data Infrastructure Insights .

2. Fare clic su Gestisci > Risoluzione dispositivo

3. Fare clic sulla scheda Identificazione Fibre Channel.
Il sistema visualizza i dispositivi insieme al loro stato di risoluzione.

4. Seleziona piu dispositivi non identificati.

5. Fare clic su Azioni in blocco e selezionare Imposta risoluzione host o Imposta risoluzione nastro.

Il sistema visualizza la schermata Identifica, che contiene un elenco di tutte le regole che hanno identificato
correttamente i dispositivi.

6. Modifica I'ordine delle regole in base alle tue esigenze.
L'ordine delle regole viene modificato nella schermata Identifica, ma non a livello globale.
7. Seleziona il metodo che soddisfa le tue esigenze.

Data Infrastructure Insights esegue il processo di risoluzione dell’host nell’'ordine in cui compaiono i metodi,
iniziando da quelli in alto.

Quando vengono rilevate delle regole applicabili, i nomi delle regole vengono visualizzati nella colonna delle
regole e identificati come manuali.

Imparentato:"Risoluzione del dispositivo Fibre Channel" "Risoluzione del dispositivo IP" "Impostazione delle
preferenze di risoluzione del dispositivo"

Risoluzione del dispositivo Fibre Channel

La schermata ldentificazione Fibre Channel visualizza il WWN e il WWPN dei dispositivi
Fibre Channel i cui host non sono stati identificati dalla risoluzione automatica dei
dispositivi. Nella schermata vengono inoltre visualizzati tutti i dispositivi che sono stati
risolti manualmente.

| dispositivi che sono stati risolti tramite risoluzione manuale contengono lo stato OK e identificano la regola
utilizzata per identificare il dispositivo. | dispositivi mancanti hanno lo stato Non identificato. | dispositivi
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specificatamente esclusi dall’'identificazione hanno lo stato Escluso. La copertura totale per I'identificazione dei
dispositivi &€ elencata in questa pagina.

E possibile eseguire azioni in blocco selezionando piu dispositivi sul lato sinistro della schermata
Identificazione Fibre Channel. E possibile eseguire azioni su un singolo dispositivo passando il mouse sopra il
dispositivo e selezionando i pulsanti Identifica o Annulla identificazione all’estrema destra dell’elenco.

Il collegamento Copertura totale visualizza un elenco del numero di dispositivi identificati/numero di dispositivi
disponibili per la configurazione:

 Alias SRM

+ Alias di archiviazione
» Cambia alias

« Zone

» Definito dall’'utente

Aggiunta manuale di un dispositivo Fibre Channel

E possibile aggiungere manualmente un dispositivo Fibre Channel a Data Infrastructure Insights utilizzando la
funzionalita Aggiunta manuale disponibile nella scheda Identificazione Fibre Channel della risoluzione del
dispositivo. Questo processo potrebbe essere utilizzato per la pre-identificazione di un dispositivo che si
prevede di scoprire in futuro.

Prima di iniziare
Per aggiungere correttamente I'identificazione di un dispositivo al sistema & necessario conoscere l'indirizzo

WWN o IP e il nome del dispositivo.

Informazioni su questo compito

E possibile aggiungere manualmente un dispositivo host, storage, tape o fibre channel sconosciuto.

Procedura
1. Accedi all'interfaccia utente web Data Infrastructure Insights
2. Fare clic su Gestisci > Risoluzione dispositivo
3. Fare clic sulla scheda Identificazione Fibre Channel.

4. Fare clic sul pulsante Aggiungi.
Viene visualizzata la finestra di dialogo Aggiungi dispositivo
5. Inserisci I'indirizzo WWN o IP, il nome del dispositivo e seleziona il tipo di dispositivo.

Il dispositivo immesso viene aggiunto all’elenco dei dispositivi nella scheda Identificazione Fibre Channel.
La regola ¢ identificata come Manuale.

Importazione dell’identificazione del dispositivo Fibre Channel da un file .CSV

E possibile importare manualmente l'identificazione del dispositivo Fibre Channel nella risoluzione dei
dispositivi Data Infrastructure Insights utilizzando un elenco di dispositivi in un file .CSV.

1. Prima di iniziare

Per importare le identificazioni dei dispositivi direttamente nella risoluzione dei dispositivi, & necessario
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disporre di un file .CSV formattato correttamente. Il file .CSV per i dispositivi Fibre Channel richiede le seguenti
informazioni:

WWN Proprieta intellettuale Nome Tipo

| campi dati devono essere racchiusi tra virgolette, come mostrato nell’esempio seguente.

"WWN", "IP", "Name", "Type"

"WWN:2693", "ADDRESS2693 | IP2693", "NAME-2693", "HOST"
"WWN:997", "ADDRESS997|IP997", "NAME-997", "HOST"
"WWN:1860", "ADDRESS1860 | IP1860", "NAME-1860", "HOST"

Come buona pratica, si consiglia di esportare prima le informazioni di Fibre Channel Identify in

(D un file .CSV, apportare le modifiche desiderate in tale file e quindi importare nuovamente il file in
Fibre Channel Identify. Cio garantisce che le colonne previste siano presenti e nell’ordine
corretto.

Per importare le informazioni di identificazione del Fibre Channel:

1. Accedi all'interfaccia utente web Data Infrastructure Insights .
Fare clic su Gestisci > Risoluzione dispositivo
Selezionare la scheda Identificazione Fibre Channel.

Fare clic sul pulsante Identifica > Identifica dal file.

a c 0N

Vai alla cartella contenente i file .CSV da importare e seleziona il file desiderato.

| dispositiviimmessi vengono aggiunti all’elenco dei dispositivi nella scheda Identificazione Fibre Channel.
La “Regola” € identificata come Manuale.

Esportazione delle identificazioni dei dispositivi Fibre Channel in un file .CSV

E possibile esportare le identificazioni dei dispositivi Fibre Channel esistenti in un file .CSV dalla funzionalita di
risoluzione dei dispositivi Data Infrastructure Insights . Potresti voler esportare I'identificazione di un dispositivo
in modo da poterla modificare e poi importarla nuovamente in Data Infrastructure Insights, dove verra utilizzata
per identificare dispositivi simili a quelli che originariamente corrispondevano all’'identificazione esportata.
Informazioni su questo compito

Questo scenario potrebbe essere utilizzato quando i dispositivi hanno attributi simili che possono essere
facilmente modificati nel file .CSV e quindi importati nuovamente nel sistema.

Quando si esporta l'identificazione di un dispositivo Fibre Channel in un file .CSV, il file contiene le seguenti
informazioni nell’ordine mostrato:

WWN Proprieta intellettuale Nome Tipo

Procedura

1. Accedi all’interfaccia utente web Data Infrastructure Insights .

2. Fare clic su Gestisci > Risoluzione dispositivo
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3. Selezionare la scheda Identificazione Fibre Channel.
4. Selezionare il dispositivo o i dispositivi Fibre Channel di cui si desidera esportare I'identificazione.

5. Fare clic su *Esporta* % pulsante.

Selezionare se aprire il file .CSV o salvarlo.

Imparentato:"Risoluzione del dispositivo IP" "Creazione di regole di risoluzione del dispositivo" "Impostazione
delle preferenze di risoluzione del dispositivo"

Risoluzione del dispositivo IP

Nella schermata ldentificazione IP vengono visualizzate tutte le condivisioni iISCSI e CIFS
o NFS identificate tramite risoluzione automatica del dispositivo o tramite risoluzione
manuale del dispositivo. Sono mostrati anche dispositivi non identificati. La schermata
include l'indirizzo IP, il nome, lo stato, il nodo iSCSI e il nome di condivisione per i
dispositivi. Viene visualizzata anche la percentuale di dispositivi identificati correttamente.

m Total coverage
20% (2/10)
O« Address P Name Status iSCSI node Share name
r 1111 1111 LA3-CNS-SQL-06A oK Nol/ServerLogs_STG/
r 0.0.0.010 NoliServerLogs_STG/
r 10.56.100.18 ign.1991-05.com.microsoftla3-cns-sql-06b.cns.comcastnets.com
r 10.56.100.19 ign.1991-05.com.microsoft jec20643597717 ffayd com Noliwc_sc_libraries_prodlibraries_gtree/
I 100.54.18.100 100.54.18.100  ushaplp00096ib oK

Aggiunta manuale di dispositivi IP

E possibile aggiungere manualmente un dispositivo IP a Data Infrastructure Insights utilizzando la funzionalita
di aggiunta manuale disponibile nella schermata Identificazione IP.

Procedura
1. Accedi all'interfaccia utente web Data Infrastructure Insights .

2. Fare clic su Gestisci > Risoluzione dispositivo
3. Fare clic sulla scheda Identificazione indirizzo IP.

4. Fare clic sul pulsante Aggiungi.
Viene visualizzata la finestra di dialogo Aggiungi dispositivo
5. Inserisci 'indirizzo, 'indirizzo IP e un nome univoco per il dispositivo.

Risultato
Il dispositivo immesso viene aggiunto all’elenco dei dispositivi nella scheda Identificazione indirizzo IP.

Importazione dell’identificazione del dispositivo IP da un file .CSV

E possibile importare manualmente le identificazioni dei dispositivi IP nella funzionalita Risoluzione dispositivi
utilizzando un elenco di identificazioni dei dispositivi in un file .CSV.
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1. Prima di iniziare

Per importare le identificazioni dei dispositivi direttamente nella funzionalita Risoluzione dispositivi, &
necessario disporre di un file .CSV formattato correttamente. Il file .CSV per i dispositivi IP richiede le seguenti
informazioni:

Indirizzo Proprieta intellettuale Nome

| campi dati devono essere racchiusi tra virgolette, come mostrato nell’esempio seguente.

"Address","IP", "Name"
"ADDRESS6447","IP6447", "NAME-6447"
"ADDRESS3211","IP3211", "NAME-3211"
"ADDRESS593","IP593", "NAME-593"

Come buona pratica, si consiglia di esportare prima le informazioni di identificazione

@ dell'indirizzo IP in un file .CSV, apportare le modifiche desiderate in tale file e quindi importare
nuovamente il file in IP Address Identify. Cid garantisce che le colonne previste siano presenti e
nell’'ordine corretto.

Esportazione dell’identificazione del dispositivo IP in un file .CSV

E possibile esportare le identificazioni dei dispositivi IP esistenti in un file .CSV dalla funzionalita di risoluzione
dei dispositivi Data Infrastructure Insights . Potresti voler esportare l'identificazione di un dispositivo in modo da
poterla modificare e poi importarla nuovamente in Data Infrastructure Insights, dove verra utilizzata per
identificare dispositivi simili a quelli che originariamente corrispondevano all’identificazione esportata.

Informazioni su questo compito

1. Questo scenario potrebbe essere utilizzato quando i dispositivi hanno attributi simili che possono essere
facilmente modificati nel file .CSV e quindi importati nuovamente nel sistema.

Quando si esporta l'identificazione di un dispositivo IP in un file .CSV, il file contiene le seguenti informazioni
nell’ordine mostrato:

Indirizzo Proprieta intellettuale Nome

Procedura

1. Accedi all'interfaccia utente web Data Infrastructure Insights .

. Fare clic su Gestisci > Risoluzione dispositivo

2

3. Selezionare la scheda Identificazione indirizzo IP.

4. Selezionare il dispositivo o i dispositivi IP di cui si desidera esportare I'identificazione.
5

. Fare clic su *Esporta* ! pulsante.

Selezionare se aprire il file .CSV o salvarlo.

Imparentato:"Risoluzione del dispositivo Fibre Channel" "Creazione di regole di risoluzione del dispositivo"
"Impostazione delle preferenze di risoluzione del dispositivo"
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Impostazione delle opzioni nella scheda Preferenze

La scheda delle preferenze di risoluzione del dispositivo consente di creare una
pianificazione di risoluzione automatica, specificare i fornitori di storage e nastri da
includere o escludere dall’identificazione e impostare le opzioni di ricerca DNS.

Pianificazione della risoluzione automatica

Una pianificazione di risoluzione automatica puo specificare quando eseguire la risoluzione automatica del
dispositivo:

Opzione Descrizione

Ogni Utilizzare questa opzione per eseguire la risoluzione
automatica del dispositivo a intervalli di giorni, ore o
minuti.

Ogni giorno Utilizzare questa opzione per eseguire la risoluzione
automatica del dispositivo ogni giorno a un orario
specifico.

Manualmente Utilizzare questa opzione per eseguire manualmente

solo la risoluzione automatica del dispositivo.

Ad ogni cambiamento ambientale Utilizzare questa opzione per eseguire la risoluzione
automatica del dispositivo ogni volta che si verifica
una modifica nell’ambiente.

Se si specifica Manualmente, la risoluzione automatica notturna del dispositivo € disabilitata.

Opzioni di elaborazione DNS

Le opzioni di elaborazione DNS consentono di selezionare le seguenti funzionalita:
* Quando I'elaborazione dei risultati della ricerca DNS & abilitata, & possibile aggiungere un elenco di nomi
DNS da aggiungere ai dispositivi risolti.

« E possibile selezionare Risoluzione automatica degli IP: per abilitare la risoluzione automatica degli host
per gli iniziatori iISCSI e gli host che accedono alle condivisioni NFS tramite la ricerca DNS. Se non viene
specificato, viene eseguita solo la risoluzione basata su FC.

« E possibile scegliere di consentire i caratteri di sottolineatura nei nomi host e di utilizzare un alias
"connesso a" anziché I'alias di porta standard nei risultati.

Inclusione o esclusione di specifici fornitori di storage e nastri

E possibile includere o escludere specifici fornitori di storage e nastri per la risoluzione automatica. Potresti
voler escludere fornitori specifici se sai, ad esempio, che un host specifico diventera un host legacy e dovra
essere escluso dal tuo nuovo ambiente. Puoi anche aggiungere nuovamente i fornitori che hai escluso in
precedenza ma che non desideri piu escludere.

@ Le regole di risoluzione del dispositivo per il nastro funzionano solo per i WWN in cui il fornitore
per quel WWN ¢ impostato su Incluso solo come nastro nelle preferenze del fornitore.

Vedi anche:"Esempi di espressioni regolari”
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Esempi di espressioni regolari

Se hai selezionato I'approccio basato sulle espressioni regolari come strategia di
denominazione delle origini, puoi utilizzare gli esempi di espressioni regolari come guide
per le tue espressioni utilizzate nei metodi di risoluzione automatica Data Infrastructure
Insights .

Formattazione delle espressioni regolari

Quando si creano espressioni regolari per la risoluzione automatica Data Infrastructure Insights , & possibile
configurare il formato di output immettendo valori in un campo denominato FORMAT.

L'impostazione predefinita & \1, il che significa che un nome di zona che corrisponde all’espressione regolare
viene sostituito dal contenuto della prima variabile creata dall’espressione regolare. In un’espressione
regolare, i valori delle variabili vengono creati tramite istruzioni tra parentesi. Se sono presenti piu istruzioni tra
parentesi, le variabili vengono referenziate numericamente, da sinistra a destra. Le variabili possono essere
utilizzate nel formato di output in qualsiasi ordine. E anche possibile inserire del testo costante nell'output,
aggiungendolo al campo FORMATO.

Ad esempio, per questa convenzione di denominazione delle zone potrebbero essere disponibili i seguenti
nomi di zona:

[Zone number] [data center] [hostname] [device type] [interface number]

* 5123 Miami hostnamel filer FC1

* S14 Tampa hostname2 switch FC4

* 53991 Boston hostname3 windows2K FCO
* S44 Raleigh hostnamed4 solaris FC1

E potresti voler ottenere I'output nel seguente formato:

[hostname]-[data center]-[device type]
Per fare cio, € necessario acquisire i campi nome host, data center e tipo
di dispositivo nelle variabili e utilizzarli nell'output. La seguente
espressione regolare farebbe questo:

.*? ([a-zA-20-91+4+) ([a-zA-7Z0-9]1+4+) ([a-zA-Z20-9]+) .~

Poiché ci sono tre serie di parentesi, le variabili \1, \2 e \3 verrebbero

popolate.
E quindi possibile utilizzare il seguente formato per ricevere I'output nel formato preferito:

\N2-\1-\3

I1 risultato sara il seguente:
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hostnamel-Miami-filer
hostname2-Tampa-switch
hostname3-Boston-windows2K
hostname4-Raleigh-solaris

| trattini tra le variabili forniscono un esempio di testo costante inserito nell’output formattato.

Esempi

Esempio 1 che mostra i nomi delle zone

In questo esempio, si utilizza I'espressione regolare per estrarre un nome host dal nome della zona. E
possibile creare un’espressione regolare se si dispone di qualcosa di simile ai seguenti nomi di zona:
+ S0032_myComputertName-HBAO
* S0434_nome_mioComputer1-HBA1
* S0432_myComputertName-HBA3

L'espressione regolare che potresti utilizzare per catturare il nome host sarebbe:

S[0-9]+ ([a-zA-Z0-9]1*)[ -1HBA[0-9]

I1 risultato e una corrispondenza di tutte le zone che iniziano con S
seguite da una qualsiasi combinazione di cifre, seguite da un trattino
basso, dal nome host alfanumerico (myComputerlName), da un trattino basso
o un trattino, dalle lettere maiuscole HBA e da una singola cifra (0-9).

Solo il nome host viene memorizzato nella variabile *\1*.

L'espressione regolare pud essere scomposta nei suoi componenti:
» "S" rappresenta il nome della zona e inizia I'espressione. Corrisponde solo a una "S" all’inizio del nome
della zona.

« | caratteri [0-9] tra parentesi indicano che cio che segue "S" deve essere una cifra compresatra0e 9,
inclusi.

* |l segno + indica che I'informazione tra parentesi precedenti deve essere presente 1 o piu volte.

* |l carattere _ (trattino basso) indica che le cifre dopo S devono essere seguite immediatamente solo da un
carattere di sottolineatura nel nome della zona. In questo esempio, la convenzione di denominazione delle
zone utilizza il carattere di sottolineatura per separare il nome della zona dal nome host.

* Dopo il carattere di sottolineatura obbligatorio, le parentesi indicano che il modello contenuto verra
memorizzato nella variabile \1.

* | caratteri tra parentesi quadre [a-zA-Z0-9] indicano che i caratteri corrispondenti sono tutte lettere
(indipendentemente dalle maiuscole e dalle minuscole) e numeri.

* Il simbolo * (asterisco) che segue le parentesi indica che i caratteri tra parentesi sono presenti 0 o piu volte.

* | caratteri tra parentesi quadre [_-] (trattino basso e trattino) indicano che il modello alfanumerico deve
essere seguito da un trattino basso o da un trattino.

* Le lettere HBA nell’espressione regolare indicano che questa esatta sequenza di caratteri deve comparire

210



nel nome della zona.

 L'ultimo set di caratteri tra parentesi [0-9] corrisponde a una singola cifra da 0 a 9, inclusi.

Esempio 2

wn

In questo esempio, salta fino al primo trattino basso "", poi abbina E e tutto cio che segue fino al secondo ™,
quindi salta tutto cio che segue.

Zona: Z E2FHDBS01_E1NETAPP
Nome host: E2FHDBSO01

RegExp: .?(E.?).*?

Esempio 3

Le parentesi "( )" attorno all’ultima sezione nell’espressione regolare (sotto) identificano quale parte € il nome
host. Se si desidera che VSANS sia il nome host, sarebbe: ([a-zA-Z0-9]).*

Zona: A_VSAN3 SR48KENT A _CX2578 SPAO
Nome host: SRASKENT

RegExp: _[a-zA-Z0-9]+_([a-zA-Z0-9]).*

Esempio 4 che mostra un modello di denominazione piu complicato

E possibile creare un’espressione regolare se si dispone di qualcosa di simile ai seguenti nomi di zona:

* NomeComputer123-HBA1_Symm1_FA3
* NomeComputer123-HBA2_Symm1_FAS5
* mioNomeComputer123-HBA3_Symm1_FA7

L'espressione regolare che potresti usare per catturare questi dati sarebbe:

([a-zA-Z0-9]*) .*

Dopo essere stata valutata da questa espressione, la variabile \1
conterrebbe solo myComputerNamel23 .

L'espressione regolare pud essere scomposta nei suoi componenti:

 Le parentesi indicano che il modello contenuto verra memorizzato nella variabile \1.

* | caratteri tra parentesi quadre [a-zA-Z0-9] indicano che qualsiasi lettera (indipendentemente da maiuscole
e minuscole) o cifra corrispondera.

* Il simbolo * (asterisco) che segue le parentesi indica che i caratteri tra parentesi sono presenti 0 o piu volte.

* |l carattere _ (trattino basso) nell’espressione regolare indica che il nome della zona deve avere un trattino
basso subito dopo la stringa alfanumerica corrispondente alle parentesi quadre precedenti.

* IL . (punto) corrisponde a qualsiasi carattere (carattere jolly).

* Il carattere jolly * (asterisco) indica che il periodo precedente puo essere presente 0 o piu volte.
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In altre parole, la combinazione .* indica qualsiasi carattere, un numero qualsiasi di volte.

Esempio 5 che mostra i nomi delle zone senza un modello
E possibile creare un’espressione regolare se si dispone di qualcosa di simile ai seguenti nomi di zona:

» myComputerName_HBA1_Symm1_FA1
* myComputerName123_HBA1_Symm1_FA1

L'espressione regolare che potresti usare per catturare questi dati sarebbe:

(.%2) %

La variabile \1 conterrebbe myComputerName (nel primo esempio di nome di
zona) o myComputerNamel23 (nel secondo esempio di nome di zona). Questa
espressione regolare corrisponderebbe quindi a tutto cid che precede il
primo carattere di sottolineatura.

L'espressione regolare pud essere scomposta nei suoi componenti:

* Le parentesi indicano che il modello contenuto verra memorizzato nella variabile \1.
* IL .* (punto e asterisco) corrisponde a qualsiasi carattere, un numero qualsiasi di volte.
* Il simbolo * (asterisco) che segue le parentesi indica che i caratteri tra parentesi sono presenti 0 o piu volte.

* |l carattere ? rende la corrispondenza non avida. Cid costringe il sistema a interrompere la corrispondenza
al primo carattere di sottolineatura, anziché all’'ultimo.

* | caratteri _.* corrispondono al primo carattere di sottolineatura trovato e a tutti i caratteri che lo seguono.
Esempio 6 che mostra i nomi dei computer con un modello
E possibile creare un’espressione regolare se si dispone di qualcosa di simile ai seguenti nomi di zona:

« Storage1_Switch1_myComputerName123A_A1_FC1
» Storage2_Switch2_myComputerName123B_A2_FC2
» Storage3 Switch3_myComputerName123T_A3 FC3

L'espressione regolare che potresti usare per catturare questi dati sarebbe:

L*? . *? ([a-zA-Z0-9]* [ABT]) .*

Poiché la convenzione di denominazione delle zone ha piu di uno schema,
potremmo usare 1'espressione sopra, che corrispondera a tutte le istanze
di un nome host (myComputerName nell'esempio) che termina con una A, una B
o una T, inserendo tale nome host nella variabile \1.

L'espressione regolare pud essere scomposta nei suoi componenti:

« IL .* (punto e asterisco) corrisponde a qualsiasi carattere, un numero qualsiasi di volte.

* |l carattere ? rende la corrispondenza non avida. Cid costringe il sistema a interrompere la corrispondenza

212



al primo carattere di sottolineatura, anziché all’'ultimo.
Il carattere di sottolineatura corrisponde al primo carattere di sottolineatura nel nome della zona.

Pertanto, la prima combinazione .*?_ corrisponde ai caratteri Storage1_ nel primo esempio di nome di
zona.

La seconda combinazione .*?_ si comporta come la prima, ma corrisponde a Switch1_ nel primo esempio
di nome di zona.

Le parentesi indicano che il modello contenuto verra memorizzato nella variabile \1.

| caratteri tra parentesi quadre [a-zA-Z0-9] indicano che qualsiasi lettera (indipendentemente da maiuscole
e minuscole) o cifra corrispondera.

Il simbolo * (asterisco) che segue le parentesi indica che i caratteri tra parentesi sono presenti 0 o piu volte.

| caratteri tra parentesi nell’espressione regolare [ABT] corrispondono a un singolo carattere nel nome
della zona che deve essere A, Bo T.

Il carattere _ (trattino basso) che segue le parentesi indica che la corrispondenza del carattere [ABT] deve
essere seguita da un trattino basso.

IL .* (punto e asterisco) corrisponde a qualsiasi carattere, un numero qualsiasi di volte.

Il risultato di cio farebbe si che la variabile \1 contenga una qualsiasi stringa alfanumerica che:

* era preceduto da un certo numero di caratteri alfanumerici e due caratteri di sottolineatura
* era seguito da un trattino basso (e poi da un numero qualsiasi di caratteri alfanumerici)

* aveva un carattere finale A, B o T, prima del terzo trattino basso.

Esempio 7

Zona: NomeComputer123_HBA1_Symm1_FA1
Nome host: NomeComputer123

RegExp: ([a-zA-Z0-9]+)_.*

Esempio 8

Questo esempio trova tutto cid che precede il primo _.
Zona: NomeComputer HBA1_Symm1_FA1
MyComputerName123 _HBA1_Symm1_FA1

Nome host: NomeComputer

Espressione regolare: (.?)_.

Esempio 9

Questo esempio trova tutto cid che si trova dopo il primo _ e fino al secondo _.

Zona: Z NomeComputer NomeArchiviazione
Nome host: Nome del mio computer

RegExp: .?(.?).*?
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Esempio 10

Questo esempio estrae "MyComputerName123" dagli esempi di zona.
Zona: Storage1_Switch1_NomeComputer123A_A1_FCA1
Storage2_Switch2_MyComputerName123B_A2_FC2
Storage3_Switch3_MyComputerName123T_A3_FC3
Nome host: NomeComputer123

RegExp: .?.?([a-zA-Z0-9]+)[ABT]_.

Esempio 11

Zona: Storage1_Switch1_NomeComputer123A_A1_FC1
Nome host: NomeComputer123A

RegExp: .?.?([a-zA-z0-9]+).*?

Esempio 12

Il simbolo ” (accento circonflesso 0 accento circonflesso) tra parentesi quadre nega I'espressione, ad
esempio, [*Ff] significa tutto tranne la F maiuscola o minuscola, e [*az] significa tutto tranne le lettere
minuscole dalla a alla z, e nel caso precedente, tutto tranne _. Listruzione format aggiunge "-" al nome host di
output.

Zona: mhs_apps44 d_A 10a0_0429

Nome host: mhs-apps44-d

RegExp: ()_([AB]).*Formato in Data Infrastructure Insights: \1-\2 ([* 1)_ ()_([*_]).*Formato in Data
Infrastructure Insights: \1-\2-\3

Esempio 13

In questo esempio, I'alias di archiviazione & delimitato da "\" e I'espressione deve utilizzare "\" per definire che
nella stringa vengono effettivamente utilizzati dei "\" e che questi non fanno parte dell’espressione stessa.

Alias di archiviazione: \Hosts\E2DOC01C1\E2DOCO1N1
Nome host: E2DOCO1N1

RegExp: \\.2\\.2\\(.*?)

Esempio 14

Questo esempio estrae "PD-RV-W-AD-2" dagli esempi di zona.
Zona: PD_D-PD-RV-W-AD-2_01

Nome host: PD-RV-W-AD-2

RegExp: -(.*\d).*

214



Esempio 15

In questo caso I'impostazione del formato aggiunge "US-BV-" al nome host.
Zona: SRV_USBVM11_F1

Nome host: US-BV-M11

RegExp: SRV_USBV([A-Za-z0-9]+)_F[12]

Formato: US-BV-\1

Informazioni sulla pagina delle risorse

Panoramica della pagina delle risorse

Le landing page delle risorse riepilogano lo stato attuale di una risorsa e contengono link
a informazioni aggiuntive sulla risorsa e sulle risorse correlate.

Le landing page offrono una visualizzazione dell’'oggetto in una sola pagina, con informazioni su Riepilogo,
Prestazioni e Risorse correlate.

Storage @ Lsst3Hours ~ @ ZEat -

|Bl bahamas [ Collapse Details

samist 41864108 L AMMNNY | SEnerienl 002ms WAMAAMWL, | tresetiestoasmiEs 4o Mgy csessises 2etsres [ Buzer B
Attributes
Object: Storage  Rew Cspecity: 87,189.0 6B Model: AFF-A400 Vendor: NetApp Fsmily: AFF SerislNumber 1-80-000011 1P: 10.65.59.120 Virtuglized Type: Standard  Microcode Version: 9.16.1 clustered Data ONTAP
Menagement HTTPS:/, <mah agement o> | FCFabrics Connected: 2 Callectors: 1 reporting
User Data
AFF_Refresh_Cycle: 2025-06-31 AFF Report ASA_Refresh_Cycle; Q2C¥25 #idd Refresh Cyclei. - {~{mucche [ - : HDY-Rule-Storage-Bu... BusinessUnic GEN Color: red
Dits Center: MUCCBC HDY-Rule-Storage-DC... LOS: NetApp_Storage : Storage_netApp_lob SNOWURL: https://dev258529.service-now.com.., Tier: Capacity ¥ - HDV-Rule-Storage-Ca...
Add Annotation
Menitors
Alerting Moritors: NfA
Performance Additional Resources
| | ﬂ bahamas & setiines = Storage Nodes (2)  Storage Pools (4)
Top Contributors [E o Alerts snd 0'Changes Csmi» & @
[ [ bshamasbahs... Storage Node utilization.tota... J latencytetal {ms) fops.total (10/s) throughpubotal (...
e Istency.total mz} = -
e bshamas-02 0.07 HiA N/A NfA
O SearchAcsets bshsmas-01 NjA HiA NJA N/
0.05 Csmi» @ &
W«WWMM&MWMMJ&M Storage Pool capacityRa... 4  capacity.used (... capacitytotal(... wtilizationdota... iopsitotal (10/s)
" panam TDOAM  T30AM  BODAM 230AM  G0DAM bahamss-02:322r0 3515 15214 153.83 005 295.86 &
35.15 15214 159.85 0.06 38471 '
iopstotal (10/s} 8.89 1,245.96 14,390.70 NjA N/A
2k bshamas-02:bsham. .. 7.40 1,065.45 14,390.70 NiA NJA v
4 ]

1k
WMNNMMMMMUJMM&WMM Mt e i)

o L8 Storage Virtual Machines (28
B:30AM 700AM T30AM 8:00AM 2:304M S:00 AM . = (28)

ES Connected Switch Ports (2)
EE Zones {6)
Sezione Riepilogo

Nella parte superiore di una landing page si trova la sezione espandibile Riepilogo, che include diversi grafici
sparkline che mostrano le tendenze recenti dei dati per elementi quali la produttivita o la latenza, nonché
informazioni e attributi dell’'oggetto e qualsiasi monitor che potrebbe emettere avvisi per I'oggetto.

La sezione Riepilogo visualizza e consente anche di modificare le annotazioni assegnate alla risorsa.
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Sezione Performance

La sezione Prestazioni visualizza i dati sulle prestazioni dell’oggetto. Selezionare Impostazioni per aggiungere
grafici aggiuntivi alla visualizzazione, come Throughput o Capacita, oppure selezionare risorse correlate o
contribuenti per rappresentare graficamente i loro dati insieme a quelli dell’oggetto. Nella sezione Prestazioni
verranno elencati anche i dispositivi che potrebbero potenzialmente causare conflitti. | dati nei grafici vengono
aggiornati automaticamente man mano che i raccoglitori di dati interrogano e acquisiscono i dati aggiornati.

Puoi selezionare ilmetrica che si desidera visualizzare nel grafico delle prestazioni per il periodo di tempo
selezionato. Fare clic sul menu a discesa Impostazioni e scegliere tra le metriche elencate.

Oltre ai dati sulle prestazioni, verranno visualizzati anche tutti gli avvisi attivi o inattivi nell'intervallo di tempo
della pagina selezionata.

Performance
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i
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E possibile selezionare tra i seguenti dispositivi che potrebbero essere elencati nella sezione Prestazioni:
* Principalmente correlato

Mostra le risorse che presentano un’elevata correlazione (percentuale) con una o piu metriche di
performance rispetto alla risorsa di base.

* | principali contributori

Mostra le attivita che contribuiscono (in percentuale) all’attivita di base.
» Modifiche principali

Risorse correlate alle modifiche recenti.
» Contese sul carico di lavoro

Mostra le risorse che hanno un impatto o sono influenzate da altre risorse condivise, come host, reti e
storage. A volte vengono chiamate risorse avide e degradate.
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Sezione Risorse aggiuntive

La sezione Risorse aggiuntive visualizza tabelle di dati per le risorse correlate al tipo di oggetto corrente. E
possibile espandere e comprimere queste tabelle per concentrarsi su risorse specifiche. Seleziona l'icona
dellingranaggio per visualizzare temporaneamente metriche o attributi aggiuntivi in una tabella.

Aggiungi widget personalizzati

Puoi aggiungere i tuoi widget a qualsiasi pagina di risorse. | widget aggiunti appariranno nelle pagine delle
risorse per tutti gli oggetti di quel tipo. Ad esempio, aggiungendo un widget personalizzato a una pagina di
risorse di archiviazione, tale widget verra visualizzato nelle pagine delle risorse di tutte le risorse di
archiviazione.

| widget personalizzati vengono posizionati nella parte inferiore della landing page, sotto le sezioni Prestazioni
e Risorse.

Tipi di pagine di risorse
Data Infrastructure Insights fornisce pagine di risorse per le seguenti risorse:

* Macchina virtuale

» Macchina virtuale di archiviazione (SVM)
* Volume

* Volume interno

* Host (incluso Hypervisor)
* Pool di stoccaggio

* Magazzinaggio

* Archivio dati

» Applicazione

* Nodo di archiviazione

* Qtree

 Disco

* VMDK

» Porta

* Interruttore

» Tessuto

* Ospite

e Zona

Modifica dell’intervallo di tempo dei dati visualizzati

Per impostazione predefinita, una pagina di risorse visualizza le ultime 3 ore di dati; tuttavia, & possibile
modificare il segmento temporale dei dati visualizzati utilizzando un’opzione presente in ogni pagina di risorse,
indipendentemente dal tipo di risorsa. Per modificare l'intervallo di tempo, fare clic sull'intervallo di tempo
visualizzato nella barra in alto e scegliere tra i seguenti segmenti di tempo:

e Ultimi 15 minuti
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¢ Ultimi 30 minuti

 Ultimi 60 minuti

« Ultime 2 ore

+ Ultime 3 ore (questo ¢ il valore predefinito)

» Ultime 6 ore

» Ultime 12 ore

* Ultime 24 ore

 Ultimi 2 giorni

+ Ultimi 3 giorni

 Ultimi 7 giorni

 Ultimi 14 giorni

« Ultimi 30 giorni

* Intervallo di tempo personalizzato
Lintervallo di tempo personalizzato consente di selezionare fino a 31 giorni consecutivi. E anche possibile
impostare 'ora di inizio e 'ora di fine del giorno per questo intervallo. L'ora di inizio predefinita € 00:00 del

primo giorno selezionato e I'ora di fine predefinita &€ 23:59 dell’'ultimo giorno selezionato. Facendo clic su
Applica, l'intervallo di tempo personalizzato verra applicato alla pagina della risorsa.

Le informazioni sulla pagina si aggiornano automaticamente in base all’intervallo di tempo selezionato. La
frequenza di aggiornamento corrente viene visualizzata nell’angolo in alto a destra della sezione Riepilogo e
su tutte le tabelle o i widget pertinenti nella pagina.

Definizioni delle metriche di prestazione

La sezione Prestazioni pud visualizzare diverse metriche in base al periodo di tempo selezionato per la risorsa.
Ogni metrica viene visualizzata nel proprio grafico delle prestazioni. E possibile aggiungere o rimuovere
metriche e risorse correlate dai grafici a seconda dei dati che si desidera visualizzare; le metriche tra cui €
possibile scegliere variano a seconda del tipo di risorsa.

Metrico Descrizione

BB credito zero Rx, Tx Numero di volte in cui il conteggio del credito buffer-
to-buffer di ricezione/trasmissione € passato a zero
durante il periodo di campionamento. Questa metrica
rappresenta il numero di volte in cui la porta collegata
ha dovuto interrompere la trasmissione perché non
aveva piu crediti da fornire.

BB credito durata zero Tx Tempo in millisecondi durante il quale il credito BB di
trasmissione era zero durante I'intervallo di
campionamento.

Percentuale di hit della cache (totale, lettura, scrittura) Percentuale di richieste che generano hit nella cache.

% Maggiore € il numero di accessi al volume rispetto agli
accessi, migliore € la prestazione. Questa colonna &
vuota per gli array di archiviazione che non
raccolgono informazioni sui risultati della cache.
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Utilizzo della cache (totale) %

Scarti di classe 3

Utilizzo della CPU (totale) %

errore CRC

Frequenza dei fotogrammi

Dimensioni medie del fotogramma (Rx, Tx)

Dimensioni del frame troppo lunghe

Dimensioni del telaio troppo corte

Densita 1/O (totale, lettura, scrittura)

IOPS (totale, lettura, scrittura)

Throughput IP (totale, lettura, scrittura)

Lettura: Velocita di trasmissione IP (ricezione):

Scrittura: Velocita di trasmissione IP:

Latenza (totale, lettura, scrittura)

Latenza:

Latenza massima:

Errore di collegamento

Percentuale totale di richieste di cache che danno
luogo a hit della cache

Conteggio degli scarti del trasporto dati Fibre Channel
Classe 3.

Quantita di risorse della CPU utilizzate attivamente,
come percentuale del totale disponibile (su tutte le
CPU virtuali).

Numero di frame con controlli di ridondanza ciclica
(CRC) non validi rilevati dalla porta durante il periodo
di campionamento

Trasmetti la frequenza dei fotogrammi in fotogrammi
al secondo (FPS)

Rapporto tra traffico e dimensione del frame. Questa
metrica consente di identificare se nel tessuto sono
presenti dei frame sospesi.

Conteggio dei frame di trasmissione dati Fibre
Channel troppo lunghi.

Numero di frame di trasmissione dati Fibre Channel
troppo brevi.

Numero di IOPS diviso per la capacita utilizzata
(come acquisita dal sondaggio di inventario piu
recente dell’'origine dati) per I'elemento Volume,
Volume interno o Archiviazione. Misurato in numero di
operazioni I/O al secondo per TB.

Numero di richieste di servizio I/O di lettura/scrittura
che passano attraverso il canale 1/0 o una parte di
tale canale per unita di tempo (misurato in I/0O al
secondo)

Totale: velocita aggregata alla quale i dati IP sono
stati trasmessi e ricevuti in megabyte al secondo.

Velocita media di ricezione dei dati IP in megabyte al
secondo.

Velocita media alla quale venivano trasmessi i dati IP
in megabyte al secondo.

Latenza (R&W): velocita con cui i dati vengono letti o
scritti sulle macchine virtuali in un intervallo di tempo
fisso. Il valore & misurato in megabyte al secondo.

Tempo medio di risposta delle macchine virtuali in un
archivio dati.

Il tempo di risposta piu elevato delle macchine virtuali
in un archivio dati.

Numero di guasti di collegamento rilevati dalla porta
durante il periodo di campionamento.
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Ripristino collegamento Rx, Tx

Utilizzo della memoria (totale) %

% R/W parziale (totale)

Errori di porta

Conteggio delle perdite di segnale

Tasso di swap (tasso totale, tasso di entrata, tasso di
uscita)

Conteggio delle perdite di sincronizzazione

Throughput (totale, lettura, scrittura)

Timeout fotogrammi di scarto - Tx

Velocita di traffico (totale, lettura, scrittura)

Utilizzo del traffico (totale, lettura, scrittura)
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Numero di ripristini del collegamento di ricezione o

trasmissione durante il periodo di campionamento.

Questa metrica rappresenta il numero di ripristini di
collegamento emessi dalla porta collegata a questa
porta.

Soglia per la memoria utilizzata dall’host.

Numero totale di volte in cui un’operazione di
lettura/scrittura attraversa un limite di stripe su
qualsiasi modulo disco in un LUN RAID 5, RAID 1/0 o
RAID 0. In genere, gli attraversamenti di stripe non
sono vantaggiosi, perché ognuno di essi richiede un
I/0 aggiuntivo. Una percentuale bassa indica una
dimensione efficiente dell’elemento stripe ed & indice
di un allineamento non corretto di un volume (o di una
LUN NetApp ). Per CLARIION, questo valore ¢ il
numero di attraversamenti di stripe diviso per il
numero totale di IOPS.

Segnalazione degli errori delle porte durante il periodo
di campionamento/intervallo di tempo specificato.

Numero di errori di perdita del segnale. Se si verifica
un errore di perdita del segnale, non c’€ connessione
elettrica e si verifica un problema fisico.

Velocita con cui la memoria viene trasferita, estratta o
entrambe le operazioni dal disco alla memoria attiva
durante il periodo di campionamento. Questo
contatore si applica alle macchine virtuali.

Numero di errori di perdita di sincronizzazione. Se si
verifica un errore di perdita di sincronizzazione,
I’hardware non riesce a dare un senso al traffico o a
bloccarlo. E possibile che non tutte le apparecchiature
utilizzino la stessa velocita di trasmissione dati oppure
che le connessioni ottiche o fisiche siano di scarsa
qualita. Dopo ogni errore di questo tipo, la porta deve
risincronizzarsi, il che influisce sulle prestazioni del
sistema. Misurato in KB/sec.

Velocita con cui i dati vengono trasmessi, ricevuti o
entrambi in un intervallo di tempo fisso in risposta alle
richieste del servizio I/O (misurata in MB al secondo).

Conteggio dei frame di trasmissione scartati a causa
del timeout.

Traffico trasmesso, ricevuto o entrambi ricevuti
durante il periodo di campionamento, in mebibyte al
secondo.

Rapporto tra traffico ricevuto/trasmesso/totale e
capacita di ricezione/trasmissione/totale, durante il
periodo di campionamento.



Utilizzo (totale, lettura, scrittura) % Percentuale della larghezza di banda disponibile
utilizzata per la trasmissione (Tx) e la ricezione (Rx).

Scrittura in sospeso (totale) Numero di richieste di servizio di scrittura 1/0O in
sSospeso.

Filtraggio per oggetti nel contesto

Quando si configura un widget nella landing page di una risorsa, & possibile impostare
filtri in-context per mostrare solo gli oggetti direttamente correlati alla risorsa corrente. Per
impostazione predefinita, quando aggiungi un widget, vengono visualizzati tutti gli oggetti
del tipo selezionato nel tuo tenant. | filtri contestuali consentono di visualizzare solo i dati
rilevanti per la risorsa corrente.

Nella maggior parte delle landing page delle risorse, i widget consentono di filtrare gli oggetti correlati alla
risorsa corrente. Nei menu a discesa dei filtri, i tipi di oggetti che visualizzano un’icona di collegamento
possono essere filtrati in base al contesto della risorsa corrente.

Ad esempio, in una pagina di risorse di archiviazione, € possibile aggiungere un widget Grafico a barre per
visualizzare i valori IOPS piu elevati sui volumi interni solo su tale archiviazione. Per impostazione predefinita,
quando si aggiunge un widget, vengono visualizzati tutti i volumi interni del tenant.

Per visualizzare solo i volumi interni sulla risorsa di archiviazione corrente, procedere come segue:

Passi
1. Apri una pagina delle risorse per qualsiasi risorsa Archiviazione.

2. Fare clic su Modifica per aprire la pagina delle risorse in modalita di modifica.
3. Fare clic su Aggiungi widget e selezionare Grafico a barre.

4. Selezionare Volume interno come tipo di oggetto da visualizzare nel grafico a barre. Si noti che accanto al
tipo di oggetto volume interno & presente un’icona di collegamento. L’icona "collegata" & abilitata per
impostazione predefinita.
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5. Seleziona IOPS - Totale e imposta eventuali filtri aggiuntivi desiderati.
6. Richiudi il campo Roll Up cliccando sulla [X] accanto ad esso. Viene visualizzato il campo Mostra.
7. Scegli di mostrare i primi 10.

8. Salva il widget.

Il grafico a barre mostra solo i volumi interni che risiedono sulla risorsa di archiviazione corrente.

Il widget verra visualizzato nelle pagine delle risorse per tutti gli oggetti di archiviazione. Quando il
collegamento contestuale € abilitato nel widget, il grafico a barre mostra i dati per i volumi interni relativi solo
alla risorsa di archiviazione attualmente visualizzata.

Per scollegare i dati dell'oggetto, modifica il widget e fai clic sull'icona del collegamento accanto al tipo di
oggetto. Il collegamento viene disabilitato e il grafico visualizza i dati per tutti gli oggetti nel tenant.

Puoi anche usare"variabili speciali nei widget" per visualizzare informazioni relative alle risorse nelle landing

page.

Virtualizzazione dello storage

Data Infrastructure Insights € in grado di distinguere tra un array di storage con storage
locale e la virtualizzazione di altri array di storage. Cio ti consente di mettere in relazione i
costi e di distinguere le prestazioni dal front-end fino al back-end della tua infrastruttura.

Virtualizzazione in un widget di tabella

Uno dei modi piu semplici per iniziare a esaminare la virtualizzazione dello storage € creare un widget tabella
dashboard che mostri il tipo Virtualizzato. Quando si crea la query per il widget, € sufficiente aggiungere
"virtualizedType" al raggruppamento o al filtro.
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concept_dashboard_features.html#variables
concept_dashboard_features.html#variables
concept_dashboard_features.html#variables

Storage v

Display = Last3 Hours [Dashboard Time)
Filter by Attribute

Filter by Metric

Group by = wvirtualizedType

Il widget della tabella risultante mostra gli archivi Standard, Backend e Virtual sul tuo tenant.

Storage by virtualizedType
50 items found in 4 groups
[F virtualizedType T
[<] Backend (5)
Backend
Backend
Backend
Backend

Backend

Storage

Sym-Perf
Sym-000050074300343
CXB00_26_CK00351029326
VNX8000_46_CK00351029346

Sym-000050074300324

[# Standard (36)

# Virtual (8)

Le landing page mostrano informazioni virtualizzate

Nella landing page di un archivio, di un volume, di un volume interno o di un disco, puoi visualizzare le

informazioni rilevanti sulla virtualizzazione. Ad esempio, osservando la landing page di storage qui sotto, puoi

vedere che si tratta di un storage virtuale e a quale sistema di storage back-end si applica. Tutte le tabelle
pertinenti nelle landing page mostreranno anche le informazioni sulla virtualizzazione, se applicabili.
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Storage Summary

Model: Virtualized Type: IOPS - Total:
V-Series Virtual N/A
Vendor: Backend Storage: Throughput - Total:
NetApp Sym-000050074300343 N/A
Family: Microcode Version: Management:
V-Series 8.0.2 7-Mode

FC Fabrics Connected:
Serial Mumber: Raw Capacity: 7
1306884 0.0 GiB

Alert Monitors:
IP: Latency - Total:
192.168.7.41 M/A

Pagine di destinazione e dashboard esistenti

Tieni presente che se attualmente disponi di landing page o dashboard personalizzate sul tuo tenant, queste
non mostreranno automaticamente tutte le informazioni sulla virtualizzazione per impostazione predefinita.
Tuttavia, & possibile ripristinare le impostazioni predefinite di qualsiasi dashboard o landing page
personalizzata (sara necessario reimplementare le personalizzazioni) oppure modificare i widget pertinenti per
includere gli attributi o le metriche di virtualizzazione desiderati.

Ripristina impostazioni predefinite & disponibile nell’angolo in alto a destra di una dashboard personalizzata o
di una schermata di landing page.

Z Edit v

Revert to Default

Suggerimenti e consigli per cercare risorse e avvisi

Per ricercare dati o oggetti nel’ambiente monitorato & possibile utilizzare diverse tecniche
di ricerca.

* Ricerca con caratteri jolly

E possibile eseguire una ricerca con pil caratteri jolly utilizzando il carattere *. Ad esempio, applic*n
restituirebbe application.

* Frasi utilizzate nella ricerca

Una frase & un gruppo di parole racchiuso tra virgolette doppie, ad esempio "VNX LUN 5". E possibile
utilizzare le virgolette doppie per cercare documenti che contengono spazi nei loro nomi o attributi.

» Operatori booleani

Utilizzando gli operatori booleani OR, AND e NOT, & possibile combinare piu termini per formare una query
pil complessa.

@)
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L'operatore OR & I'operatore di congiunzione predefinito.
Se non esiste alcun operatore booleano tra due termini, viene utilizzato I'operatore OR.

L'operatore OR collega due termini e trova un documento corrispondente se uno dei due termini &
presente in un documento.

Ad esempio, storage OR netapp cerca i documenti che contengono storage o netapp.
| punteggi piu alti vengono assegnati ai documenti che corrispondono alla maggior parte dei termini.
E

E possibile utilizzare I'operatore AND per trovare documenti in cui entrambi i termini di ricerca sono
presenti in un unico documento. Ad esempio, storage AND netapp cerca i documenti che contengono sia
storage che netapp.

E possibile utilizzare il simbolo && al posto della parola AND.
NON

Quando si utilizza 'operatore NOT, tutti i documenti che contengono il termine dopo NOT vengono esclusi
dai risultati della ricerca. Ad esempio, storage NOT netapp cerca i documenti che contengono solo storage
€ non netapp.

E possibile utilizzare il simbolo ! al posto della parola NOT.

La ricerca non distingue tra maiuscole e minuscole.

Ricerca tramite termini indicizzati

Le ricerche che corrispondono a un numero maggiore di termini indicizzati generano punteggi piu alti.

La stringa di ricerca viene suddivisa in termini di ricerca separati tramite uno spazio. Ad esempio, la stringa di
ricerca "storage aurora netapp" & suddivisa in tre parole chiave: "storage", "aurora" e "netapp". La ricerca viene
effettuata utilizzando tutti e tre i termini. | documenti che corrispondono alla maggior parte di questi termini
avranno il punteggio piu alto. Piu informazioni fornisci, migliori saranno i risultati della ricerca. Ad esempio, &

possibile cercare un archivio in base al nome e al modello.

Linterfaccia utente visualizza i risultati della ricerca per categorie, con i tre risultati principali per categoria. Se
non hai trovato I'oggetto che ti aspettavi, puoi includere piu termini nella stringa di ricerca per migliorare i
risultati della ricerca.

La tabella seguente fornisce un elenco di termini indicizzati che possono essere aggiunti alla stringa di ricerca.

Categoria Termini indicizzati
Magazzinaggio modello del fornitore del nome "storage"
StoragePool "storagepool" nome nome dell’archiviazione indirizzi

IP dell’archiviazione numero di serie dell’archiviazione
fornitore dell’archiviazione modello di archiviazione
nomi per tutti i volumi interni associati nomi per tutti i
dischi associati
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Categoria

Volume interno

Volume

Nodo di archiviazione

Ospite

Archivio dati

Macchine virtuali

Interruttori (normali e NPV)

Applicazione

Nastro
Porta

Tessuto

Macchina virtuale di archiviazione (SVM)

Analisi dei dati

Panoramica dell’analizzatore SAN

Termini indicizzati

"internalvolume" nome nome dell’archiviazione
indirizzi IP dell’archiviazione numero di serie
dell’archiviazione fornitore dell’archiviazione modello
di archiviazione nome del pool di archiviazione nomi
di tutte le condivisioni associate nomi di tutte le
applicazioni associate

etichetta del nome "volume" nomi di tutti i volumi
interni nome del pool di archiviazione nome
dell'archiviazione indirizzi IP dell’archiviazione numero
di serie dell’archiviazione fornitore dell’archiviazione
modello di archiviazione

"storagenode" nome nome dell’archiviazione indirizzi
IP dell’archiviazione numero di serie dell’archiviazione
fornitore dell’archiviazione modello di archiviazione

nome "host" indirizzi IP nomi di tutte le applicazioni
associate

nome "datastore" centro virtuale nomi IP di tutti i
volumi nomi di tutti i volumi interni

nome "virtualmachine" nome DNS indirizzi IP nome
dell’host indirizzi IP dell’host nomi di tutti i datastore
nomi di tutte le applicazioni associate

"switch" indirizzo IP nome wwn numero di serie
modello ID dominio nome del fabric wwn del fabric

nome "applicazione" tenant linea di business unita
aziendale progetto

"nastro" indirizzo IP nome numero di serie fornitore
nome wwn "porta"
nome wwn "fabric"

UUID del nome "storagevirtualmachine"

La SAN svolge un ruolo cruciale nella gestione di carichi di lavoro vitali, ma la sua
complessita pud causare interruzioni significative e disagi per i clienti. Con SAN
Analyzer di DI, la gestione della SAN diventa piu semplice ed efficiente. Questo potente
strumento offre visibilita end-to-end, mappando le dipendenze da VM/host a rete, LUN e
storage. Grazie a una mappa topologica interattiva, SAN Analyzer consente di
individuare i problemi, comprendere i cambiamenti e migliorare la comprensione del
flusso di dati. Semplifica la gestione SAN in ambienti IT complessi con SAN Analyzer e
aumenta la visibilita sui carichi di lavoro a blocchi.
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SAN Analyzer
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Selezionare Osservabilita > Analizza > Analizzatore SAN per visualizzare I'analizzatore SAN. Imposta un
filtro per Applicazione, Host, Fabric e/o Storage. Viene visualizzata la mappa degli oggetti, che mostra gli
oggetti collegati. Passa il mouse su un oggetto per visualizzare le metriche del traffico per quelle connessioni.

n cbo-fab01-swi2

max trafficliization  poriEmors
0.01% o

Poriz  trafficRate totsl
6 0.36MiBjs

bbCreditZer. total

La maggior parte dei filtri di SAN Analyzer (inclusi quelli che puoi aggiungere) sono contestuali;

quando selezioni un oggetto in uno di questi filtri, le scelte presentate negli altri menu a discesa
dei filtri vengono aggiornate in base al contesto dell’oggetto o degli oggetti selezionati. Le

uniche eccezioni sono Applicazione, Porta e Switch; questi filtri non sono contestuali.

Facendo clic su un oggetto o un gruppo si apre un pannello scorrevole che fornisce ulteriori dettagli
sull’oggetto e sulle sue connessioni. Il pannello scorrevole visualizza un riepilogo che fornisce dettagli
sull’'oggetto selezionato (ad esempio, IP, Hypervisor, Connected Fabric, ecc., a seconda del tipo di oggetto) e
grafici che mostrano le metriche per I'oggetto, come latenza o IOPS, nonché modifiche e avvisi, se pertinenti.
Se lo desideri, puoi anche scegliere di visualizzare le metriche per gli oggetti piu correlati nei grafici.

Oltre alla scheda Riepilogo, il pannello scorrevole visualizza schede per informazioni quali i dettagli della porta

o le informazioni sulla zona, a seconda dell’'oggetto scelto.
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4

Se il tuo ambiente ha protocolli diversi, puoi filtrare per iSCSI o FC:

Observability / Analyze / SAN Analyzer

Filter By - Application | All

Protocol: All + Connection Size:  trafficRate.total +
All
FC

isCsl

» X | Host

View Network by:

All v X

Automatic *

Se 'ambiente include dispositivi iISCSI, passando il mouse sull’'oggetto iSCS/ vengono evidenziate le

connessioni relative a tali dispositivi iISCSI.
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Suggerimenti per la risoluzione dei problemi

Ecco alcune cose da provare se riscontri problemi:

Problema: Prova questo:

Vedo <0, =0 o >0 nella legenda per metriche come Cio potrebbe verificarsi in casi molto rari in cui i valori

trafficUtilization o trafficRate. metrici sono inferiori a due cifre decimali, ad esempio
0,000123. Ampliare la finestra temporale potrebbe
aiutare ad analizzare la metrica in modo piu efficace.

Panoramica di VM Analyzer

Con VM Analyzer di DI, la gestione delle risorse virtuali diventa piu semplice ed
efficiente. Questo potente strumento offre visibilita end-to-end, mappando le dipendenze
da VMDK/VM a Host, a Datastore, a Volume interno/Volume a Storage.

Grazie a una mappa topologica interattiva, VM Analyzer consente di individuare i problemi, comprendere i

cambiamenti e migliorare la comprensione del flusso di dati. Semplifica la gestione delle VM e aumenta la
visibilita sui carichi di lavoro virtuali.
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Observability / Analyze / VM Analyzer
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Selezionare Osservabilita > Analizza > Analizzatore VM per visualizzare I'analizzatore VM. Imposta un filtro
per Applicazione, Macchina virtuale, Volume, Volume interno oppure aggiungi i tuoi filtri. Viene visualizzata la

mappa degli oggetti, che mostra gli oggetti collegati. Passa il mouse su un oggetto per visualizzare le metriche
del traffico per quelle connessioni.

[MetApp-Ontap-Datastore-02] Arrow-0T5-
01/ Arrow-0T5-01_3wmdk

Latency - Total: 6.96ms=

IOPS - Totak: 5.1810/s

Throughput - Total: 0. 13MiB/s

Lt
. S

. -

La maggior parte dei filtri di VM Analyzer (inclusi quelli che puoi aggiungere) sono contestuali;

®

qguando selezioni un oggetto in uno di questi filtri, le scelte presentate negli altri menu a discesa

dei filtri vengono aggiornate in base al contesto dell’'oggetto o degli oggetti selezionati.

Facendo clic su un oggetto o un gruppo si apre un pannello scorrevole che fornisce ulteriori dettagli
sull’'oggetto e sulle sue connessioni. Il pannello scorrevole visualizza un riepilogo che fornisce dettagli
sull’'oggetto selezionato (ad esempio, produttivita o utilizzo, a seconda del tipo di oggetto) e grafici che
mostrano le metriche per 'oggetto, come latenza o IOPS. Le schede aggiuntive consentono di esplorare
risorse aggiuntive correlate o modifiche e avvisi. Se lo si desidera, & possibile scegliere di visualizzare anche
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le metriche per gli oggetti piu correlati o in competizione nei grafici.

Guardalo in azione

Risoluzione dei problemi semplificata con VM Analyzer (video),window=read-later

Monitorare lo stato di salute delle infrastrutture

Data Infrastructure Insights fornisce un monitoraggio completo dello stato
dell'infrastruttura che tiene traccia delle prestazioni, della capacita, della configurazione e
dello stato dei componenti del tuo ambiente di archiviazione. | punteggi di integrita
vengono calcolati in base agli avvisi di monitoraggio in queste categorie, offrendo una
visione unificata dello stato di integrita del sistema e consentendo una risoluzione
proattiva dei problemi.

Il dashboard sulla salute delle infrastrutture

@ Il monitoraggio della salute delle infrastrutture € un"Anteprima" funzionalita ed € soggetta a
modifiche.

Vai su Osservabilita > Analizza e seleziona Stato dell’infrastruttura. La dashboard fornisce una panoramica
dello stato di salute del sistema, in base alle categorie di avviso del monitor e ai punteggi, come spiegato di
seguito. Imposta i filtri in alto per restringere il campo della tua indagine.

Observability / Analyze / Infrastructure Health

Filter By = Data Center All ¥ X Region All ¥ X Storage Name All v B

Fabric Name = All v X Family | All ¥ X \Vendor All v [ (2]

@ Health Score Calculation

5 e o 0 BB o
Storages Total e 1 Fabrics Total 71-84 | 0O
o [N 2 o s o
Infrastructure Health Scores GroupBy DataCenter v Order By = Score (All) v
RTP N/A
Storages (1) Storages (2)
80 100
Lowest: Lowest: 100

Per impostazione predefinita, i punteggi di integrita sono raggruppati per data center; puoi selezionare il
raggruppamento piu adatto alla tua sessione.

Configurare i monitor da utilizzare per lo stato dell’infrastruttura
| punteggi di integrita sono determinati da avvisi configurati per 'inclusione nei calcoli di integrita del sistema.
Quando si crea un monitor per un oggetto infrastrutturale, &€ possibile scegliere se includere gli avvisi del

monitor nei calcoli. Nella parte inferiore dello schermo, espandi Configurazione avanzata e seleziona Includi
nel calcolo dello stato dell’infrastruttura. Selezionare una categoria a cui applicare il calcolo per il monitor:
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« Stato dei componenti: guasto della ventola, processore di servizio offline, ecc.

+ Stato delle prestazioni: elevato utilizzo dei nodi di archiviazione, picco anomalo nella latenza dei nodi,
ecc.

» Stato della capacita: capacita del pool di archiviazione quasi piena, spazio insufficiente per snapshot
LUN, ecc.

« Stato della configurazione: livello cloud non raggiungibile, relazione SnapMirror non sincronizzata, ecc.
Advanced Configuration

Associate to an Infrastructure Health Category (optional)

Include in Infrastructure Health Calculation

Select a Health Category v

Capacity
Components
Configuration

Performance

Spiegazione dei punteggi di salute

| punteggi vengono presentati su una scala da 0 a 100, dove 100 corrisponde a piena salute. Gli oggetti
infrastrutturali monitorati che presentano problemi attuali o recenti abbasseranno questo punteggio in base alle
seguenti medie ponderate:

» Componenti, prestazioni o capacita: 30% ciascuno

» Configurazione: 10%

| punteggi di integrita sono influenzati dagli avvisi generati dai monitor configurati per essere inclusi nei calcoli
di integrita dell'infrastruttura nei seguenti modi:

« Gli avvisi critici abbassano il punteggio di salute del peso della categoria completa

 Gli avvisi di avvertimento abbassano il punteggio di meta del peso della categoria.
Se una categoria non viene segnalata, la media ponderata verra adeguata di conseguenza.

Ad esempio: 1 avviso critico sui Componenti (-30) e 1 avviso di avvertenza sulle Prestazioni (50% di 30 = -15)
producono un punteggio di integrita di 55 (100 meno 45).

Una volta risolti gli avvisi, le riduzioni del punteggio di integrita diminuiscono gradualmente e il punteggio viene
ripristinato completamente entro 2 ore.

Segnalazione
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Panoramica dei report di Data Infrastructure Insights Insights

Il reporting di Data Infrastructure Insights € uno strumento di business intelligence che
consente di visualizzare report predefiniti o di creare report personalizzati.

La funzionalita di reporting & disponibile in Data Infrastructure Insights"Edizione Premium" . La
@ disponibilita della funzionalita di reporting € soggetta a un requisito di ingombro minimo.
"Contatta il tuo rappresentante commerciale NetApp" per maggiori informazioni.

Con i report di Data Infrastructure Insights puoi svolgere le seguenti attivita:

» Esegui un report predefinito

» Crea un report personalizzato

* Personalizza il formato e il metodo di consegna di un report

* Pianifica 'esecuzione automatica dei report

* Rapporti via e-mail

« Utilizzare i colori per rappresentare le soglie sui dati
Data Infrastructure Insights Reporting pud generare report personalizzati per aree quali chargeback, analisi dei
consumi e previsioni e puo aiutare a rispondere a domande come le seguenti:

* Che inventario ho?

* Dov’é il mio inventario?

* Chi utilizza i nostri beni?

» A cosa si riferisce il chargeback per lo spazio di archiviazione assegnato a un’unita aziendale?

» Quanto tempo ci vorra prima che io abbia bisogno di acquisire ulteriore capacita di archiviazione?

* Le unita aziendali sono allineate lungo i livelli di archiviazione appropriati?

* Come cambia I'allocazione dello spazio di archiviazione nel corso di un mese, un trimestre o un anno?

Accesso ai report Data Infrastructure Insights

E possibile accedere a Data Infrastructure Insights Reporting facendo clic sul collegamento Report nel menu.

Verrai indirizzato all’interfaccia di reporting. Data Infrastructure Insights utilizza IBM Cognos Analytics per il suo
motore di reporting.

Che cos’é ETL?

Quando si lavora con la creazione di report, si sentiranno i termini "Data Warehouse" ed "ETL". ETL &
'acronimo di "Extract, Transform, and Load". Il processo ETL recupera i dati raccolti in Data Infrastructure
Insights e li trasforma in un formato utilizzabile nella creazione di report. Per "Data Warehouse" si intendono i
dati raccolti disponibili per la creazione di report.

Il processo ETL comprende i seguenti processi individuali:

+ Estratto: estrae i dati da Data Infrastructure Insights.

» Trasforma: applica regole o funzioni logiche aziendali ai dati cosi come vengono estratti da Data
Infrastructure Insights.
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» Carica: salva i dati trasformati nel data warehouse per utilizzarli nella creazione di report.

Ruoli utente dei report di Data Infrastructure Insights

Se disponi di Data Infrastructure Insights Premium Edition con Reporting, ogni utente
Data Infrastructure Insights nel tuo tenant avra anche un accesso Single Sign-On (SSO)
all'applicazione Reporting (ad esempio Cognos). Basta cliccare sul link Report nel menu

e si accedera automaticamente alla sezione Report.

Il tuo ruolo utente in Data Infrastructure Insights determina il tuo ruolo utente di Reporting:

Ruolo Data Infrastructure Insights

Ospite

Utente

Amministratore

Consumatore

Autore

Amministratore

Ruolo di segnalazione

Autorizzazioni di segnalazione

E possibile visualizzare, pianificare
ed eseguire report e impostare
preferenze personali, come quelle
relative a lingue e fusi orari. |
consumatori non possono creare
report o svolgere attivita
amministrative.

Puo eseguire tutte le funzioni del
consumatore, nonché creare e
gestire report e dashboard.

Puo eseguire tutte le funzioni
dell’autore nonché tutte le attivita
amministrative, come la
configurazione dei report e I'arresto
e il riavvio delle attivita di reporting.

Nella tabella seguente sono illustrate le funzioni disponibili per ciascun ruolo di reporting.

Caratteristica

Visualizza i report nella
scheda Contenuto del
team

Esequi report
Pianifica i report
Carica file esterni
Crea posti di lavoro
Crea storie

Crea report

Crea pacchetti e moduli
dati

Svolgere compiti
amministrativi
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Consumatore

Si

s

Si

NO
NO
NO
NO
NO

NO

Autore

Si

Si
Si
S
Si
Si
Si
Si

NO

Amministratore

Si

Si
Si
S
Si
Si
Si
Si

Si



Aggiungi/modifica NO NO Si
elemento HTML

Esegui report con Si Si Si
elemento HTML

Aggiungi/modifica SQL ~ NO NO Si
personalizzato

Esegui report con SQL Sl Sl Sl
personalizzato

Impostazione delle preferenze e-mail di Reporting (Cognos)

Se modifichi le preferenze e-mail dell’'utente in Data Infrastructure Insights Reporting (ovvero
I'applicazione Cognos), tali preferenze saranno attive solo per la sessione corrente. Uscendo da
Cognos e riaccedendo, le tue preferenze e-mail verranno reimpostate.

Quali passaggi dovrei seguire per preparare il mio ambiente esistente all’abilitazione dell’'SSO?

Per garantire che i tuoi report vengano conservati, migra tutti i report da I miei contenuti a Contenuti del team
seguendo i passaggi seguenti. Devi fare questo prima di abilitare SSO sul tuo tenant:

1. Vai a Menu > Contenuto

= IBM Cognos Analytics with Watson

ot Home

MNew
1+ Upload data
I [0 Content
(O Recent »

Manage

1. Crea una nuova cartella in Team Content

a. Se sono stati creati piu utenti, creare una cartella separata per ogni utente per evitare di sovrascrivere i
report con nomi duplicati

. Vai a | miei contenuti
. Seleziona tutti i report che desideri conservare.

. Nell’'angolo in alto a destra del menu, seleziona "Copia o sposta"

a A WO DN

. Passare alla cartella appena creata in Team Content
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6. Incolla i report nella cartella appena creata utilizzando i pulsanti "Copia in" o "Sposta in"

7. Una volta abilitato 'SSO per Cognos, accedi a Data Infrastructure Insights con l'indirizzo email utilizzato
per creare il tuo account.

8. Passare alla cartella Team Content in Cognos e copiare o spostare i report salvati in precedenza in My
Content.

Report predefiniti semplificati

Data Infrastructure Insights Reporting include report predefiniti che soddisfano una serie
di requisiti di reporting comuni, fornendo informazioni critiche di cui le parti interessate
hanno bisogno per prendere decisioni informate sulla propria infrastruttura di storage.

@ La funzionalita di reporting € disponibile in Data Infrastructure Insights"Edizione Premium" .

E possibile generare report predefiniti dal Data Infrastructure Insights Reporting Portal, inviarli tramite e-mail
ad altri utenti e persino modificarli. Diversi report consentono di filtrare per dispositivo, entita aziendale o livello.
Gli strumenti di reporting utilizzano IBM Cognos come base e offrono numerose opzioni di presentazione dei
dati.

| report predefiniti mostrano i dati relativi a inventario, capacita di archiviazione, addebiti, prestazioni, efficienza
di archiviazione e costi del cloud. E possibile modificare questi report predefiniti e salvare le modifiche.

E possibile generare report in vari formati, tra cui HTML, PDF, CSV, XML ed Excel.

Navigazione verso report predefiniti

Quando si apre il portale di reporting, la cartella Team Content € il punto di partenza per selezionare il tipo di
informazioni necessarie nei report di Data Infrastructure Insights .

1. Nel riquadro di navigazione a sinistra, seleziona Contenuto > Contenuto del team.

2. Selezionare Report per accedere ai report predefiniti.

= IBEM Cognos Analytics with Watson

fot Home

Mew
1+ Upload data
I [0 Content
(0 Recent >

2+ Manage
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Data Infrastructure Insights Analytics [ Content W

Content Ol New -

My content Team content

Custom Reports - bt6649 Packages Reports Storage Manager Dashboard

Last Accessed 1/22/2025, 9:15 PM E Last Accessed 1/13/2023, 4:09 PM (] Last Accessed 11/5/2021, 3:36 PM [} Last Accessed 4/16/2019, 7:09 ml‘j

Utilizzo di report predefiniti per rispondere a domande comuni

| seguenti report predefiniti sono disponibili in Contenuto del team > Report.

Capacita e prestazioni del livello di servizio dell’applicazione

Il report Capacita e prestazioni del livello di servizio dell’applicazione fornisce una panoramica di alto livello
delle tue applicazioni. E possibile utilizzare queste informazioni per la pianificazione della capacita o per un
piano di migrazione.

Riaddebito

Il report Chargeback fornisce informazioni sulla capacita di storage chargeback e sulla responsabilita per host,
applicazione ed entita aziendali e include sia dati attuali che storici.

Per evitare doppi conteggi, non includere i server ESX, ma monitorare solo le VM.

Fonti dei dati

Il report Origini dati mostra tutte le origini dati installate sul tuo sito, lo stato dell’origine dati (esito
positivo/negativo) e i messaggi di stato. Il report fornisce informazioni su dove iniziare la risoluzione dei
problemi relativi alle fonti di dati. Le fonti di dati non valide incidono sull’accuratezza dei report e sull’'usabilita
generale del prodotto.

Prestazioni ESX vs VM

Il report sulle prestazioni ESX vs VM fornisce un confronto tra server ESX e VM, mostrando IOPS medi e di
picco, throughput, latenza e utilizzi per server ESX e VM. Per evitare doppi conteggi, escludere i server ESX e
includere solo le VM. Una versione aggiornata di questo report € disponibile nel NetApp Storage Automation
Store.

Riepilogo del tessuto

Il report Riepilogo Fabric identifica gli switch e le relative informazioni, tra cui il numero di porte, le versioni del
firmware e lo stato della licenza. Il rapporto non include le porte switch NPV.

HBA ospitanti

Il report HBA host fornisce una panoramica degli host nell’ambiente e indica il fornitore, il modello e la versione
firmware degli HBA, nonché il livello firmware degli switch a cui sono collegati. Questo report pud essere
utilizzato per analizzare la compatibilita del firmware quando si pianifica un aggiornamento del firmware per
uno switch o un HBA.
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Capacita e prestazioni del livello di servizio host

Il report Capacita e prestazioni del livello di servizio host fornisce una panoramica dell’utilizzo dello storage da
parte dell’host per le applicazioni solo a blocchi.

Riepilogo dell’host

Il report Riepilogo host fornisce una panoramica dell’utilizzo dello storage da parte di ciascun host selezionato,
con informazioni sugli host Fibre Channel e iSCSI. Il report consente di confrontare porte e percorsi, capacita
Fibre Channel e ISCSI e conteggi delle violazioni.

Dettagli della licenza

Il report Dettagli licenza mostra la quantita di risorse autorizzate per le quali si dispone di licenza su tutti i siti
con licenze attive. Il report mostra anche una sintesi della quantita effettiva in tutti i siti con licenze attive. La
somma puo includere sovrapposizioni di array di archiviazione gestiti da piu server.

Volumi mappati ma non mascherati

Il report Volumi mappati ma non mascherati elenca i volumi il cui numero di unita logica (LUN) & stato mappato
per I'utilizzo da parte di un host specifico, ma non € mascherato per quell’host. In alcuni casi potrebbero
trattarsi di LUN dismesse che sono state smascherate. | volumi non mascherati sono accessibili a qualsiasi
host, il che li rende vulnerabili al danneggiamento dei dati.

Capacita e prestazioni NetApp

Il report Capacita e prestazioni NetApp fornisce dati globali sulla capacita allocata, utilizzata e impegnata, con
dati sulle tendenze e sulle prestazioni per la capacita NetApp .

Scheda di valutazione

Il report Scorecard fornisce un riepilogo e lo stato generale di tutte le risorse acquisite da Data Infrastructure
Insights. Lo stato € indicato con bandiere verdi, gialle e rosse:

* Il verde indica condizioni normali
* Il giallo indica un potenziale problema nell’ambiente

* Il rosso indica un problema che richiede attenzione

Tutti i campi del report sono descritti nel dizionario dati fornito con il report.

Riepilogo archiviazione

Il report Riepilogo archiviazione fornisce un riepilogo globale dei dati sulla capacita utilizzata e non utilizzata
per volumi, pool di archiviazione e dati grezzi e allocati. Questo report fornisce una panoramica di tutti gli
archivi scoperti.

Capacita e prestazioni della VM

Descrive 'ambiente della macchina virtuale (VM) e il suo utilizzo della capacita. Per visualizzare alcuni dati, ad
esempio quando le VM sono state spente, & necessario abilitare gli strumenti VM.

Percorsi VM

Il report Percorsi VM fornisce dati sulla capacita dell’archivio dati e metriche sulle prestazioni per sapere quale
macchina virtuale & in esecuzione su quale host, quali host accedono a quali volumi condivisi, qual & il
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percorso di accesso attivo e cosa comprende l'allocazione e I'utilizzo della capacita.

Capacita HDS tramite Thin Pool

Il report Capacita HDS per Thin Pool mostra la quantita di capacita utilizzabile su uno storage pool sottoposto
a thin provisioning.

Capacita NetApp per aggregato

Il report Capacita NetApp per aggregato mostra lo spazio totale grezzo, totale, utilizzato, disponibile e
impegnato degli aggregati.

Capacita Symmetrix per Thick Array

Il report Capacita Symmetrix per Thick Array mostra la capacita grezza, la capacita utilizzabile, la capacita
libera, la capacita mappata, quella mascherata e la capacita libera totale.

Capacita Symmetrix di Thin Pool

Il report Capacita Symmetrix per Thin Pool mostra la capacita grezza, la capacita utilizzabile, la capacita
utilizzata, la capacita libera, la percentuale utilizzata, la capacita sottoscritta e la frequenza di sottoscrizione.

XIV Capacita per Array

Il report XIV Capacita per array mostra la capacita utilizzata e non utilizzata per I'array.

XIV Capacita per piscina

Il report XIV Capacita per pool mostra la capacita utilizzata e non utilizzata per i pool di archiviazione.

Dashboard del gestore dell’archiviazione

La dashboard di Storage Manager fornisce una visualizzazione centralizzata che
consente di confrontare e contrapporre I'utilizzo delle risorse nel tempo rispetto agli
intervalli accettabili e ai giorni di attivita precedenti. Visualizzando solo le metriche chiave
delle prestazioni per i tuoi servizi di archiviazione, puoi prendere decisioni su come
gestire i tuoi data center.

@ La funzionalita di reporting € disponibile in Data Infrastructure Insights"Edizione Premium" .
Riepilogo

Selezionando Storage Manager Dashboard da Team Content vengono visualizzati diversi report che
forniscono informazioni sul traffico e sullo spazio di archiviazione.
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= IBM Cognos Analytics with Watson | [ Content ™

(3 Storage Manager Dashboard

My content Team content

Team content [ Storage Manager Dashboard

Data Center Traffic Details Orphaned Storage Details Storage Manager Report g Storage Pools Capacity and

Performance Details

Last Accessed D Last Accessed D Last Accessed E Last Accessed |E|
4/17/2019, 6:47 PM 5/2/2019, 8:30 PM 12/17/2019, 9:44 PM 4/17/2019, 6:47 PM

Per una panoramica immediata, il Storage Manager Report € composto da sette componenti che contengono
informazioni contestuali su numerosi aspetti del’ambiente di archiviazione. Puoi approfondire gli aspetti dei
tuoi servizi di archiviazione per eseguire un’analisi approfondita della sezione che piu ti interessa.

Iﬁr_L_:Y Public Folders My Folders Storage Manager Dashboard
P netaor Storage Manager Dashboard (Data as of Jan 28, 2016)
Summary Data Centers Time to Full ( <3 months:; 36 months: [ 6 months )
History ( | Target, == Actual; = Forecast; [ Low; [l Mid; B High ]
- \k‘v
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FC Switch Ports _— 1
. — o2x N I 14K s
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FC Bandwidth - N . | -
(Ublization® 1CapaSt)  Lim 5 Weeke S —— s
. . ) Top 10 Applications
Storage Tiers Capacny (1 7erget = Acual; = Forecsst ) P o Last12 Months  Used  Allocated Response Time ( le )
/ Acceptable
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Hadoop - 11.7TB - 1ms
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Daily Storage Traffic | teranytes )
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0.02TB ] 98 18TB ] S0ms 100ms
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Questo componente mostra la capacita di archiviazione utilizzata rispetto a quella utilizzabile, il numero totale
di porte switch rispetto al numero di porte switch connesse e I'utilizzo totale delle porte switch connesse
rispetto alla larghezza di banda totale, nonché 'andamento di ciascuno di questi nel tempo. E possibile
visualizzare I'utilizzo effettivo confrontandolo con i valori basso, medio e alto, consentendo di confrontare e
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contrapporre l'utilizzo tra le proiezioni e i valori effettivi desiderati, in base a un obiettivo. Per capacita e porte
switch, & possibile configurare questa destinazione. La previsione si basa su un’estrapolazione del tasso di
crescita attuale e della data impostata. Quando la capacita utilizzata prevista, basata sulla data di proiezione
dell'utilizzo futuro, supera I'obiettivo, accanto a Capacita viene visualizzato un avviso (cerchio rosso pieno).

Capacita dei livelli di archiviazione

Questo componente mostra la capacita di livello utilizzata rispetto alla capacita assegnata al livello, che indica
come la capacita utilizzata aumenta o diminuisce in un periodo di 12 mesi e quanti mesi rimangono per
raggiungere la piena capacita. L'utilizzo della capacita viene mostrato con valori forniti per 'utilizzo effettivo, la
previsione di utilizzo e un obiettivo per la capacita, che € possibile configurare. Quando la capacita utilizzata
prevista, basata sulla data di proiezione dell’utilizzo futuro, supera la capacita target, accanto a un livello viene
visualizzato un avviso (cerchio rosso pieno).

E possibile fare clic su qualsiasi livello per visualizzare il report Dettagli capacita e prestazioni dei pool di
archiviazione, che mostra le capacita libere rispetto a quelle utilizzate, il numero di giorni mancanti al
riempimento e i dettagli sulle prestazioni (IOPS e tempo di risposta) per tutti i pool nel livello selezionato. E
anche possibile fare clic su qualsiasi nome di storage o pool di storage in questo report per visualizzare la
pagina delle risorse che riassume lo stato corrente di tale risorsa.

Traffico di archiviazione giornaliero

Questo componente mostra le prestazioni dell’ambiente, se si sono verificate grandi crescite, cambiamenti o
potenziali problemi rispetto ai sei mesi precedenti. Mostra anche il traffico medio rispetto al traffico dei sette
giorni precedenti e del giorno precedente. E possibile visualizzare eventuali anomalie nelle prestazioni
dellinfrastruttura, poiché fornisce informazioni che evidenziano sia le variazioni cicliche (sette giorni
precedenti) sia quelle stagionali (sei mesi precedenti).

E possibile fare clic sul titolo (Traffico di archiviazione giornaliero) per visualizzare il report Dettagli traffico di
archiviazione, che mostra la mappa termica del traffico di archiviazione orario del giorno precedente per
ciascun sistema di archiviazione. Fare clic su un nome di archiviazione in questo report per visualizzare la
pagina delle risorse che riassume lo stato corrente di tale risorsa.

Tempo di completamento dei data center

Questo componente mostra tutti i data center rispetto a tutti i livelli e quanta capacita rimane in ciascun data
center per ciascun livello di storage in base ai tassi di crescita previsti. Il livello di capacita del livello € mostrato
in blu; piu scuro € il colore, minore € il tempo rimanente prima che il livello nella posizione sia pieno.

E possibile fare clic su una sezione di un livello per visualizzare il report Dettagli giorni mancanti al
riempimento dei pool di archiviazione, che mostra la capacita totale, la capacita libera e il numero di giorni
mancanti al riempimento per tutti i pool nel livello selezionato e nel data center. Fare clic su qualsiasi nome di
storage o pool di storage in questo report per visualizzare la pagina delle risorse che riassume lo stato
corrente di tale risorsa.

Le 10 migliori applicazioni

Questo componente mostra le 10 applicazioni principali in base alla capacita utilizzata. Indipendentemente dal
modo in cui il livello organizza i dati, quest’area mostra la capacita attualmente utilizzata e la quota
dell'infrastruttura. E possibile visualizzare I'intervallo di esperienza utente nei sette giorni precedenti per
verificare se i consumatori hanno riscontrato tempi di risposta accettabili (0, cosa piu importante, inaccettabili).

Quest’area mostra anche le tendenze, che indicano se le applicazioni soddisfano i loro obiettivi di livello di

servizio (SLO) in termini di prestazioni. E possibile visualizzare il tempo di risposta minimo della settimana
precedente, il primo quartile, il terzo quartile e il tempo di risposta massimo, con una mediana visualizzata
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rispetto a un SLO accettabile, che & possibile configurare. Quando il tempo di risposta mediano per
un’applicazione non rientra nell’intervallo SLO accettabile, accanto all’applicazione viene visualizzato un avviso
(cerchio rosso pieno). E possibile fare clic su un’applicazione per visualizzare la pagina delle risorse che
riassume lo stato attuale di tale risorsa.

Livelli di archiviazione - Prestazioni giornaliere

Questo componente mostra un riepilogo delle prestazioni del livello in termini di tempo di risposta e IOPS per i
sette giorni precedenti. Queste prestazioni vengono confrontate con uno SLO, che & possibile configurare,
consentendo di verificare se & possibile consolidare i livelli, riallineare i carichi di lavoro forniti da tali livelli o
identificare problemi con livelli specifici. Quando il tempo di risposta mediano o I'lOPS mediano non rientrano
nell’intervallo SLO accettabile, accanto a un livello viene visualizzato un avviso (cerchio rosso pieno).

E possibile fare clic sul nome di un livello per visualizzare il report Dettagli capacita e prestazioni dei pool di
archiviazione, che mostra le capacita libere rispetto a quelle utilizzate, il numero di giorni mancanti al
riempimento e i dettagli sulle prestazioni (IOPS e tempo di risposta) per tutti i pool nel livello selezionato. Fare
clic su qualsiasi archivio o pool di archiviazione in questo report per visualizzare la pagina delle risorse che
riassume lo stato corrente di tale risorsa.

Capacita orfana

Questo componente mostra la capacita orfana totale e la capacita orfana per livello, confrontandola con
intervalli accettabili per la capacita totale utilizzabile e mostrando la capacita effettiva orfana. La capacita
orfana é definita dalla configurazione e dalle prestazioni. L’archiviazione orfana per configurazione descrive
una situazione in cui & presente spazio di archiviazione allocato a un host. Tuttavia, la configurazione non &
stata eseguita correttamente e I'host non riesce ad accedere allo storage. L’archiviazione € orfana in termini di
prestazioni quando € correttamente configurata per essere accessibile da un host. Tuttavia, non si & verificato
alcun traffico di archiviazione.

La barra orizzontale sovrapposta mostra gli intervalli accettabili. Pit scuro € il grigio, piu inaccettabile & la
situazione. La situazione reale & mostrata dalla barra stretta in bronzo che indica la capacita effettivamente
rimasta orfana.

E possibile fare clic su un livello per visualizzare il report Dettagli archiviazione orfani, che mostra tutti i volumi
identificati come orfani in base alla configurazione e alle prestazioni per il livello selezionato. Fare clic su
qualsiasi archivio, pool di archiviazione o volume in questo report per visualizzare la pagina delle risorse che
riassume lo stato corrente di tale risorsa.

Creazione di un report (esempio)

Utilizzare i passaggi di questo esempio per generare un semplice report sulla capacita
fisica dello storage e dei pool di storage in diversi data center.

Passi
1. Vai a Menu > Contenuto > Contenuto del team > Report

2. In alto a destra dello schermo, seleziona [Nuovo +]

3. Seleziona Segnala
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Data module

Exploration

Dashboard

Report

?

Story

Job

4. Nella scheda Modelli, seleziona Vuoto
Vengono visualizzate le schede Origine e Dati

5. Apri Seleziona una fonte +

6. In Contenuto del team, apri Pacchetti

Viene visualizzato un elenco dei pacchetti disponibili.

7. Scegli *Capacita di archiviazione e pool di
archiviazione*

Open

My content Team content

Team content / Packages

8. Seleziona Apri
Vengono visualizzati gli stili disponibili per il report.
9. Seleziona Elenco

Aggiungi nomi appropriati per Elenco e Query

e o 8
Name Type Last Accessed
&= Host Volume Hourly Performance Package 6/25/2021, 9:36 PM
& Internal Volume Capacity Package 11/4/2021, 4:23 PM
= Internal Volume Daily Performance Package 1/7/2022, 4:23 PM
= Internal Volume Hourly Performance Package 1/6/2022,11:41 PM
&= Inventory Package 12/17/2019, 9:22 PM
& Port Capacity Package 11/20/2019, 4:13 PM
= Qtree Capacity Package 11/4/2021, 6:07 PM
= Qtree Performance Package 11/4/2021, 11:07 PM
& Storage and Storage Pool Capacity Package 12/17/2019, 5:58 PM
= Storage Efficiency Package 12/17/2019, 9:17 PM
(= Storage Node Capacity Package 1/13/2023, 4:09 PM
& Storage Node Performance Package 1/13/2023, 6:11 PM
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10.
1.
12.
13.
14.
15.
16.
17.

Seleziona OK

Espandi Capacita fisica

Espandere al livello piu basso del Data Center
Trascina Data Center nel riquadro Report.

Espandi Capacita (MB)

Trascina Capacita (MB) nel riquadro Report.
Trascina Capacita utilizzata (MB) nel riquadro Report.

Eseguire il report selezionando un tipo di output dal menu Eseqgui.

d

® RunHTML
Run PDF
Run Excel
Run Excel data
Run C3V

Run XML

Show run options

Risultato

Viene creato un report simile al seguente:
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oo

DataCenter  Capacity (MB)  Used Capacity (MB)
Asia 122,070,096.00 45,708 105.00
BLR 100,709,506.00 54982 204.00
Boulder 22 883 450.00 12.011.075.00
DCO1 1.707,024,715.00 1.407,609.686.00
DCoz2 ¥32,370,688.00 732,370,688.00
DCO3 314,598 162.00 65.448 975 00
DCO04 573,573,884 .00 282 645,615.00
DCO5 89,245 458 00 62,145 011.00
DCO6 19,455 433,799 00 11,283 487 74400
DCO8 100,709,506.00 44,950 171.00
DC10 112,916,718.00 43,346.818.00
DC14 23 565 735,054.00 17,357,431 924.00
DC56 137 549 084.00 10,657 793.00
Europe 743,942 208 .00 240,369 325 00
HIO 9.823 036,853.00 4,216.750,338.00
London 0.00 0.00
N/A 9.049 939 023.00 5,887 911,992 00

®RTF 12,386,326,262.00 5,638,048 477.00
SAC 9. 269 642 330.00 6,197 549 437.00
+ Top  Pageup | Pagedown i Bottom

Gestione dei report

E possibile personalizzare il formato di output e la consegna di un report, impostare le
proprieta o le pianificazioni del report e inviare i report tramite e-mail.

®
®

La funzionalita di reporting & disponibile in Data Infrastructure Insights"Edizione Premium" .

Prima di apportare modifiche alle autorizzazioni di reporting o alla sicurezza, & necessario
copiare i report "I miei contenuti" nella cartella "Contenuti del team" per assicurarsi che i report
vengano salvati.
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Personalizzazione del formato di output e della consegna di un report

E possibile personalizzare il formato e il metodo di consegna dei report.

1. Nel portale di reporting di Data Infrastructure Insights , vai a Menu > Contenuto > Contenuto
personale/Contenuto del team. Passa il mouse sul report che vuoi personalizzare e apri il menu "tre

punti”.

[ Reports
Team content

My content

Team content [ Reports

1 item selected

More +

Create

@ . "

Delete [ | Cancel

Details (T}

Capacity Management

Environment Usage

Last Accessed
4/29/2013, 8:28 FM

KBS Chargeback

Last Accessed
1/5/2022, 11:16 FM

Storage Capacity and Cost

Analysis

L B30 FM

Capacity Trending and

Foracasting - Executive Level

Last Accessed
44292019, 8:29 PM |""

KBS Overview

Lest Accessed

12/5/2021, 1:34 AM rJ

Storage Infrastructure

Executive Summary

Last Accessed
44292019, 8-30 PM r-}

1. Fare clic su Proprieta > Pianificazione

2. E possibile impostare le seguenti opzioni:

CI Scorecard

Last Accessed
10/28/2021, 9:18 PM

c .

Run as

rt- NEW
Edit report
Create report view

ﬁ Create & new job

View versions

MEW - Flex Groups

Last Acceased
4/5/2023, 1:36 FM

Virtual Machine Remediation

Last Accessed
4/4]2023, 8:21PM

o Pianifica quando vuoi che i report vengano eseguiti.

Share

Take ownership ecutive
Copy or move to

Add shortcut

Edit name and description

Properties

Details

Delete

Consumption

©

FC Port Remediation

Last Accessed
4/29/201%, 8:23 PM "“'

Reclamation Efficiency And

Allocation Lifecycle

Last Accessad
10/28/2021,9:31PM ’LP

Weekly Storage Consumption

Last Accessed
4/5/2023,12:14 AM [

o Selezionare Opzioni per il formato e la consegna del report (Salva, Stampa, E-mail) e le lingue per il

report.

3. Fare clic su Salva per produrre il report utilizzando le selezioni effettuate.

Copia di un report negli appunti

Utilizzare questa procedura per copiare un report negli appunti.

1. Seleziona un report da cui copiare (Menu > Contenuto > Il mio contenuto o Contenuto del team)

2. Seleziona Modifica report dal menu a discesa del report
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Capacity Trending and ¢ T
Run s

Foracasting - Executive Lavel
Edit report
Create report view

Last Accessad r. Create & new job
4/29/2019, 8:29 PM

View versions

3. Nell'angolo in alto a destra dello schermo, apri il menu "tre puntini" accanto a "Proprieta".

4. Selezionare Copia report negli appunti.

Page design ~ El = Properties

Open report from clipboard

Copy report to clipboard

Visual aids ¥
. Find
@ alidate report

Validate opticns

Auto correct...

Layout component cache...

Manage conditional styles...

Show generated SOL/MDX

Add shared set report...

Manage shared set reports...

Manage shared set references ..
[#] Show specification

Options...

Apertura dei report dagli appunti
E possibile aprire una specifica del report precedentemente copiata negli appunti.

Informazioni su questa attivita Inizia creando un nuovo report o aprendo un report esistente che desideri
sostituire con il report copiato. | passaggi seguenti sono per un nuovo report.

1. Selezionare Menu > +Nuovo > Report e creare un report vuoto.

2. Nell'angolo in alto a destra dello schermo, apri il menu "tre puntini” accanto a "Proprieta".

3. Selezionare Apri report dagli appunti.
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&  Page design i == Properties

Open report from clipboard

Copy report to clipboard

1. Incolla il codice copiato nella finestra e seleziona OK.
2. Selezionare I'icona del floppy disk per salvare il report.
3. Scegli dove salvare il report (I miei contenuti, Contenuti del team o crea una nuova cartella).

4. Assegna un nome significativo al nuovo report e seleziona Salva.

Modifica di un report esistente

Tieni presente che la modifica dei file nella loro posizione predefinita comporta il rischio che i report vengano
sovrascritti al successivo aggiornamento del catalogo dei report. Si consiglia di salvare il report modificato con
un nuovo nome o di memorizzarlo in una posizione diversa da quella predefinita.

Risoluzione dei problemi

Qui troverete suggerimenti per la risoluzione dei problemi relativi alla segnalazione.

Problema: Prova questo:

Quando si pianifica I'invio di un report tramite e-mail, il Quando si pianifica I'invio del report tramite e-mail,
nome dell’'utente che ha effettuato I'accesso viene cancellare il nome precompilato e immettere un
precompilato nel campo "A" dell’e-mail. Tuttavia, il indirizzo e-mail valido e formattato correttamente nel
nome € nella forma "nome cognome" (nome, spazio, campo "A".

cognome). Poiché non si tratta di un indirizzo email

valido, 'email non verra inviata quando verra eseguito

il report pianificato.

[l mio report programmato viene inviato via e-mail, ma Per evitare cio, il report o la visualizzazione del report

non & possibile accedervi se l'origine € la cartella "l devono essere salvati nella cartella Contenuto del

miei contenuti”. team > Report personalizzati - xxxxxx e la
pianificazione deve essere creata da quella versione
salvata. La cartella "Report personalizzati - xxxxxx" €
visibile a tutti gli utenti del tenant.

quando si salva un lavoro, la cartella potrebbe La soluzione alternativa € creare una nuova cartella
mostrare "Contenuto del team" con I'elenco del con un nome univoco (ad esempio "NewFolder") e
contenuto da "Report personalizzati - xxxxxx", tuttavia salvarla li, oppure salvarla in "My Content" e poi
non ¢ possibile salvare il lavoro qui perché Cognos copiarla/spostarla in "Custom Reports - xxxxxx".
ritiene che questa sia la cartella "Contenuto del team"

in cui non si ha accesso in scrittura.

Creazione di report personalizzati

E possibile utilizzare gli strumenti di creazione dei report per creare report personalizzati.
Dopo aver creato i report, € possibile salvarli ed eseguirli regolarmente. | risultati dei
report possono essere inviati automaticamente via e-mail a te stesso e ad altri.

@ La funzionalita di reporting € disponibile in Data Infrastructure Insights"Edizione Premium" .
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Gli esempi in questa sezione mostrano il seguente processo, che pud essere utilizzato per qualsiasi modello di
dati di Data Infrastructure Insights Reporting:

* Identificare una domanda a cui rispondere con un report

» Determinazione dei dati necessari a supporto dei risultati

» Selezione degli elementi dati per il report

Prima di progettare il tuo report personalizzato, devi completare alcune attivita preliminari. Se non si compilano
queste informazioni, i report potrebbero risultare inaccurati o incompleti.

Ad esempio, se non si completa il processo di identificazione del dispositivo, i report sulla capacita non
saranno accurati. Oppure, se non completi 'impostazione delle annotazioni (ad esempio livelli, unita aziendali
e data center), i tuoi report personalizzati potrebbero non riportare accuratamente i dati nel tuo dominio o
potrebbero mostrare "N/D" per alcuni punti dati.

Prima di progettare i report, completa le seguenti attivita:

» Configura tutto"raccoglitori di dati" correttamente.

* Inserisci annotazioni (ad esempio livelli, data center e unita aziendali) sui dispositivi e sulle risorse del tuo
tenant. E utile disporre di annotazioni stabili prima di generare report, perché Data Infrastructure Insights
Reporting raccoglie informazioni storiche.

Processo di creazione del report

Il processo di creazione di report personalizzati (chiamati anche "ad hoc") prevede diverse attivita:

* Pianifica i risultati del tuo report.
* |Identifica i dati a supporto dei tuoi risultati.

» Selezionare il modello di dati (ad esempio, modello di dati di addebito, modello di dati di inventario e cosi
via) che contiene i dati.

» Selezionare gli elementi dati per il report.

» Facoltativamente, formattare, ordinare e filtrare i risultati del report.

Pianificazione dei risultati del report personalizzato

Prima di aprire gli strumenti di creazione del report, potrebbe essere opportuno pianificare i risultati che si
desidera ottenere dal report. Con gli strumenti di creazione di report, € possibile creare report facilmente e
potrebbe non essere necessaria una grande pianificazione; tuttavia, € una buona idea chiedere al richiedente
del report quali siano i requisiti del report.
* Individua la domanda esatta a cui vuoi rispondere. Per esempio:
> Quanta capacita mi rimane?
> Quali sono i costi di chargeback per unita aziendale?

> Qual ¢ la capacita per livello per garantire che le unita aziendali siano allineate al livello di
archiviazione appropriato?

o Come posso prevedere i requisiti di alimentazione e raffreddamento? (Aggiungi metadati personalizzati
inserendo annotazioni alle risorse.)

« Identifica gli elementi dati necessari a supportare la risposta.

« Identifica le relazioni tra i dati che vuoi vedere nella risposta. Non includere relazioni illogiche nella tua

249


task_configure_data_collectors.html

domanda, ad esempio "Voglio vedere le porte correlate alla capacita”.
« Identificare eventuali calcoli necessari sui dati.
« Determinare quali tipi di filtraggio sono necessari per limitare i risultati.
* Determina se devi utilizzare dati attuali o storici.

* Determina se & necessario impostare privilegi di accesso sui report per limitare i dati a un pubblico
specifico.

» Definire come verra distribuito il report. Ad esempio, dovrebbe essere inviato tramite e-mail secondo una
pianificazione prestabilita o incluso nell’area della cartella dei contenuti del team?

« Stabilire chi si occupera della manutenzione del rapporto. Cid potrebbe influire sulla complessita del
progetto.

* Creare un mockup del report.
Suggerimenti per la progettazione di report

Quando si progettano report, potrebbero essere utili alcuni suggerimenti.
* Determina se devi utilizzare dati attuali o storici.
La maggior parte dei report deve riportare solo i dati piu recenti disponibili in Data Infrastructure Insights.

 Data Infrastructure Insights Reporting fornisce informazioni storiche sulla capacita e sulle prestazioni, ma
non sull’'inventario.

 Tutti possono vedere tutti i dati; tuttavia, potrebbe essere necessario limitare i dati a un pubblico specifico.

Per segmentare le informazioni per diversi utenti, & possibile creare report e impostare per ciascuno di essi
le autorizzazioni di accesso.

Modelli di dati di reporting

Data Infrastructure Insights include diversi modelli di dati dai quali &€ possibile selezionare report predefiniti o
creare report personalizzati.

Ogni modello di dati contiene un data mart semplice e un data mart avanzato:

* |l data mart semplice fornisce un rapido accesso agli elementi dati piu comunemente utilizzati e include
solo l'ultima istantanea dei dati del Data \Warehouse; non include dati storici.

« |l data mart avanzato fornisce tutti i valori e i dettagli disponibili nel data mart semplice e include I'accesso
ai valori dei dati storici.

Modelli di dati di capacita

Consente di rispondere a domande sulla capacita di archiviazione, sull’utilizzo del file system, sulla capacita
del volume interno, sulla capacita delle porte, sulla capacita di gtree e sulla capacita della macchina virtuale
(VM). I modello di dati di capacita € un contenitore per diversi modelli di dati di capacita. Utilizzando questo
modello di dati & possibile creare report che rispondano a vari tipi di domande:

Modello di dati di archiviazione e capacita del pool di archiviazione

Consente di rispondere a domande sulla pianificazione delle risorse di capacita di archiviazione, inclusi
storage e pool di archiviazione, e include dati di pool di archiviazione sia fisici che virtuali. Questo semplice
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modello di dati pud aiutarti a rispondere a domande relative alla capacita sul pavimento e all’utilizzo della
capacita dei pool di archiviazione per livello e data center nel tempo. Se non hai familiarita con i report sulla
capacita, dovresti iniziare con questo modello di dati perché &€ un modello di dati piu semplice e mirato.
Utilizzando questo modello di dati € possibile rispondere a domande simili alle seguenti:

* Qual ¢ la data prevista per il raggiungimento della soglia di capacita dell'80% del mio spazio di
archiviazione fisico?

* Qual ¢ la capacita di archiviazione fisica di un array per un dato livello?

* Qual ¢ la mia capacita di archiviazione in base al produttore, alla famiglia e al data center?

* Qual € 'andamento dell’utilizzo dello storage su un array per tutti i livelli?

* Quali sono i miei 10 sistemi di storage con il maggiore utilizzo?

* Qual & 'andamento dell’utilizzo dello storage nei pool di storage?

» Quanta capacita é gia stata assegnata?

* Quale capacita & disponibile per 'assegnazione?

Modello di dati di utilizzo del file system

Questo modello di dati fornisce visibilita sull’utilizzo della capacita da parte degli host a livello di file system. Gli
amministratori possono determinare la capacita allocata e utilizzata per ogni file system, determinare il tipo di
file system e identificare le statistiche di tendenza in base al tipo di file system. Utilizzando questo modello di
dati & possibile rispondere alle seguenti domande:

* Qual € la dimensione del file system?

» Dove vengono conservati i dati e come vengono consultati, ad esempio in locale o in SAN?

* Quali sono le tendenze storiche per la capacita del file system? Quindi, sulla base di ci0, cosa possiamo
prevedere per le esigenze future?

Modello di dati di capacita del volume interno

Consente di rispondere a domande sulla capacita utilizzata del volume interno, sulla capacita assegnata e
sull'utilizzo della capacita nel tempo:
* Quali volumi interni hanno un utilizzo superiore a una soglia predefinita?

* Quali volumi interni rischiano di esaurire la capacita in base a un trend? 8 Qual & la capacita utilizzata
rispetto alla capacita assegnata sui nostri volumi interni?

Modello di dati sulla capacita del porto

Consente di rispondere a domande sulla connettivita delle porte dello switch, sullo stato delle porte e sulla
velocita delle porte nel tempo. Puoi rispondere a domande simili alle seguenti per aiutarti a pianificare
'acquisto di nuovi switch: Come posso creare una previsione del consumo di porte che preveda la disponibilita
delle risorse (porte) (in base al data center, al fornitore dello switch e alla velocita della porta)?

» Quali porte rischiano di esaurire la loro capacita, in base alla velocita dei dati, al data center, al fornitore e
al numero di porte host e di archiviazione?

* Quali sono le tendenze nel tempo della capacita delle porte degli switch?

* Quali sono le velocita delle porte?

» Quale tipo di capacita portuale & necessaria e quale organizzazione sta per esaurire un certo tipo di porto
o fornitore?
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* Qual & il momento ottimale per acquistare tale capacita e renderla disponibile?

Modello di dati di capacita Qtree

Consente di tracciare 'andamento dell’utilizzo di gtree (con dati quali la capacita utilizzata rispetto a quella
assegnata) nel tempo. E possibile visualizzare le informazioni in base a diverse dimensioni, ad esempio per
entita aziendale, applicazione, livello e livello di servizio. Utilizzando questo modello di dati & possibile
rispondere alle seguenti domande:

* Qual € la capacita utilizzata per i gtree rispetto ai limiti impostati per applicazione o entita aziendale?

» Quali sono le tendenze della nostra capacita utilizzata e libera in modo da poter pianificare la capacita?

» Quali entita aziendali stanno utilizzando la maggiore capacita?

* Quali applicazioni consumano piu capacita?

Modello di dati di capacita della VM

Consente di segnalare 'ambiente virtuale e I'utilizzo della sua capacita. Questo modello di dati consente di
segnalare le variazioni nell’utilizzo della capacita nel tempo per VM e archivi dati. [l modello di dati fornisce
anche dati di thin provisioning e di chargeback delle macchine virtuali.

» Come posso determinare il chargeback della capacita in base alla capacita fornita alle VM e agli archivi
dati?

» Quale capacita non viene utilizzata dalle VM e quale parte inutilizzata ¢ libera, orfana o altro?

» Cosa dobbiamo acquistare in base alle tendenze di consumo?

» Quali risparmi in termini di efficienza di storage si ottengono utilizzando le tecnologie di thin provisioning e

deduplicazione dello storage?

Le capacita nel modello di dati VM Capacity vengono ricavate dai dischi virtuali (VMDK). Cio significa che la
dimensione fornita di una VM utilizzando il modello di dati Capacita VM ¢ la dimensione dei suoi dischi virtuali.
Questa € diversa dalla capacita fornita nella vista Macchine virtuali in Data Infrastructure Insights, che mostra
la dimensione fornita per la VM stessa.

Modello di dati di capacita del volume

Consente di analizzare tutti gli aspetti dei volumi sul tenant e di organizzare i dati in base a fornitore, modello,
livello, livello di servizio e data center.

E possibile visualizzare la capacita relativa ai volumi orfani, ai volumi inutilizzati e ai volumi di protezione
(utilizzati per la replica). E inoltre possibile visualizzare diverse tecnologie di volume (iSCSI o FC) e
confrontare volumi virtuali con volumi non virtuali per problemi di virtualizzazione degli array.

Con questo modello di dati puoi rispondere a domande simili alle seguenti:

* Quali volumi hanno un utilizzo superiore a una soglia predefinita?
* Qual ¢ la tendenza nel mio data center per quanto riguarda la capacita dei volumi orfani?
* Quanta capacita del mio data center & virtualizzata o sottoposta a thin provisioning?

* Quanta capacita del mio data center deve essere riservata alla replica?
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Modello di dati di addebito

Consente di rispondere a domande sulla capacita utilizzata e sulla capacita allocata sulle risorse di
archiviazione (volumi, volumi interni e gtree). Questo modello di dati fornisce informazioni sulla capacita di
storage e sulla responsabilita per host, applicazioni ed entita aziendali e include sia dati attuali che storici. |
dati del report possono essere classificati in base al livello di servizio e al livello di archiviazione.

E possibile utilizzare questo modello di dati per generare report di addebito in conto individuando la quantita di
capacita utilizzata da un’entita aziendale. Questo modello di dati consente di creare report unificati di piu
protocolli (tra cui NAS, SAN, FC e iSCSI).

 Per I'archiviazione senza volumi interni, i report di addebito mostrano I'addebito in base ai volumi.

 Per I'archiviazione con volumi interni:

> Se le entita aziendali sono assegnate ai volumi, i report di addebito mostrano I'addebito in base ai
volumi.

> Se le entita aziendali non sono assegnate ai volumi ma ai gtree, i report di addebito mostrano
I'addebito per gtree.

> Se le entita aziendali non sono assegnate a volumi e non sono assegnate a qtree, i report di addebito
mostrano il volume interno.

o La decisione se visualizzare il chargeback per volume, gtree o volume interno viene presa per ciascun
volume interno, quindi & possibile che diversi volumi interni nello stesso pool di archiviazione
visualizzino il chargeback a livelli diversi.

| dati sulla capacita vengono eliminati dopo un intervallo di tempo predefinito. Per maggiori dettagli, vedere
Processi del Data Warehouse.

| report che utilizzano il modello dati Chargeback potrebbero visualizzare valori diversi rispetto ai report che
utilizzano il modello dati Storage Capacity.

* Per gli array di storage che non sono sistemi di storage NetApp , i dati di entrambi i modelli di dati sono gli
stessi.

 Per i sistemi di storage NetApp e Celerra, il modello di dati Chargeback utilizza un singolo livello (di volumi,
volumi interni o gtree) per basare i propri addebiti, mentre il modello di dati Storage Capacity utilizza piu
livelli (di volumi e volumi interni) per basare i propri addebiti.

Modello di dati di inventario

Consente di rispondere a domande sulle risorse di inventario, tra cui host, sistemi di archiviazione, switch,
dischi, nastri, qtree, quote, macchine virtuali e server e dispositivi generici. Il modello di dati Inventory include
diversi sottomart che consentono di visualizzare informazioni su repliche, percorsi FC, percorsi iSCSI, percorsi
NFS e violazioni. Il modello di dati di inventario non include dati storici. Domande a cui puoi rispondere con
questi dati

* Quali beni ho e dove sono?

e Chi utilizza le risorse?

* Che tipo di dispositivi ho e quali sono i componenti di tali dispositivi?

* Quanti host ho per sistema operativo e quante porte ci sono su quegli host?

* Quali array di storage per fornitore sono presenti in ciascun data center?

* Quanti switch per fornitore ho in ogni data center?

253



* Quanti porti non sono autorizzati?

* Quali nastri del fornitore stiamo utilizzando e quante porte sono presenti su ciascun nastro? Sono stati
identificati tutti i dispositivi generici prima di iniziare a lavorare sui report?

* Quali sono i percorsi tra host e volumi di archiviazione o nastri?

» Quali sono i percorsi tra dispositivi generici e volumi di archiviazione o nastri?
* Quante violazioni di ogni tipo ho per data center?

» Per ogni volume replicato, quali sono i volumi di origine e di destinazione?

+ Ci sono incompatibilita di firmware o discrepanze di velocita delle porte tra gli HBA host Fibre Channel e gli
switch?

Modello di dati sulle prestazioni

Consente di rispondere a domande sulle prestazioni di volumi, volumi applicativi, volumi interni, switch,
applicazioni, VM, VMDK, ESX rispetto a VM, host e nodi applicativi. Molti di questi riportano dati orari, dati
giornalieri o entrambi. Utilizzando questo modello di dati, &€ possibile creare report che rispondono a diversi tipi
di domande sulla gestione delle prestazioni:

* Quali volumi o volumi interni non sono stati utilizzati o consultati durante un periodo specifico?

« Possiamo individuare eventuali errori di configurazione per I'archiviazione di un’applicazione (non
utilizzata)?

* Qual era il modello generale di comportamento di accesso per un’applicazione?
* | volumi a livelli sono assegnati in modo appropriato per una determinata applicazione?

* Potremmo utilizzare uno spazio di archiviazione piu economico per un’applicazione attualmente in
esecuzione senza compromettere le prestazioni dell’applicazione?

* Quali sono le applicazioni che generano piu accessi allo storage attualmente configurato?
Utilizzando le tabelle delle prestazioni dello switch, & possibile ottenere le seguenti informazioni:

« |l traffico del mio host attraverso le porte connesse € bilanciato?

* Quali switch o porte presentano un numero elevato di errori?

* Quali sono gli switch piu utilizzati in base alle prestazioni delle porte?

* Quali sono gli switch sottoutilizzati in base alle prestazioni delle porte?

* Qual € 'andamento della produttivita dell’host in base alle prestazioni della porta?

* Qual ¢ stato I'utilizzo delle prestazioni negli ultimi X giorni per un host, un sistema di archiviazione, un
nastro o uno switch specificato?

* Quali dispositivi producono traffico su uno switch specifico (ad esempio, quali dispositivi sono responsabili
dell’'utilizzo di uno switch molto utilizzato)?

* Qual ¢ la produttivita di una specifica unita aziendale nel nostro ambiente?
Utilizzando le tabelle delle prestazioni del disco, & possibile ottenere le seguenti informazioni:

» Qual & la produttivita per un pool di archiviazione specificato in base ai dati sulle prestazioni del disco?
* Qual ¢ il pool di archiviazione piu utilizzato?
* Qual & I'utilizzo medio del disco per uno specifico storage?

* Qual € la tendenza di utilizzo di un sistema di archiviazione o di un pool di archiviazione in base ai dati
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sulle prestazioni del disco?

* Qual &€ 'andamento dell’'utilizzo del disco per uno specifico pool di archiviazione?
Quando si utilizzano le tabelle delle prestazioni VM e VMDK, & possibile ottenere le seguenti informazioni:

* Il mio ambiente virtuale funziona in modo ottimale?

* Quali VMDK segnalano i carichi di lavoro piu elevati?

» Come posso utilizzare le prestazioni segnalate dai VMD mappati su diversi datastore per prendere
decisioni sulla riorganizzazione in livelli?

Il modello di dati Performance include informazioni che aiutano a determinare I'adeguatezza dei livelli, le
configurazioni errate di archiviazione per le applicazioni e gli orari dell’'ultimo accesso dei volumi e dei volumi
interni. Questo modello di dati fornisce dati quali tempi di risposta, IOPS, throughput, numero di scritture in
sospeso e stato di accesso.

Modello di dati di efficienza di archiviazione

Consente di monitorare il punteggio e il potenziale di efficienza dello storage nel tempo. Questo modello di dati
memorizza le misurazioni non solo della capacita fornita, ma anche della quantita utilizzata o consumata (la
misurazione fisica). Ad esempio, quando ¢ abilitato il thin provisioning, Data Infrastructure Insights indica
quanta capacita viene utilizzata dal dispositivo. E possibile utilizzare questo modello anche per determinare
I'efficienza quando la deduplicazione € abilitata. Utilizzando il data mart Storage Efficiency & possibile
rispondere a diverse domande:

» Quali sono i risparmi in termini di efficienza di storage ottenuti grazie allimplementazione di tecnologie di
thin provisioning e deduplicazione?

* Quali sono i risparmi di spazio di archiviazione nei data center?

* In base ai trend storici della capacita, quando & necessario acquistare ulteriore spazio di archiviazione?

» Quale sarebbe il guadagno di capacita se abilitassimo tecnologie come il thin provisioning e la
deduplicazione?

» Per quanto riguarda la capacita di archiviazione, sono a rischio adesso?

Tabelle dei fatti e delle dimensioni del modello di dati

Ogni modello di dati include sia tabelle dei fatti che tabelle delle dimensioni.

+ Tabelle dei fatti: contengono dati misurati, ad esempio quantita, capacita grezza e utilizzabile. Contiene
chiavi esterne per le tabelle delle dimensioni.

 Tabelle dimensionali: contengono informazioni descrittive sui fatti, ad esempio data center e unita
aziendali. Una dimensione & una struttura, spesso composta da gerarchie, che categorizza i dati. Gli
attributi dimensionali aiutano a descrivere i valori dimensionali.

Utilizzando attributi di dimensione diversi o multipli (visualizzati come colonne nei report), & possibile creare
report che accedono ai dati per ciascuna dimensione descritta nel modello di dati.

Colori utilizzati negli elementi del modello dati

| colori sugli elementi del modello dati hanno indicazioni diverse.

* Risorse gialle: rappresentano le misurazioni.

 Risorse non gialle: rappresentano attributi. Questi valori non si sommano.
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Utilizzo di pia modelli di dati in un unico report

In genere, si utilizza un modello di dati per report. Tuttavia, & possibile scrivere un report che combini dati
provenienti da piu modelli di dati.

Per scrivere un report che combina dati provenienti da piu modelli di dati, scegli uno dei modelli di dati da
utilizzare come base, quindi scrivi query SQL per accedere ai dati dai data mart aggiuntivi. E possibile
utilizzare la funzionalita SQL Join per combinare i dati provenienti da diverse query in un’unica query che &
possibile utilizzare per scrivere il report.

Ad esempio, supponiamo di voler conoscere la capacita corrente di ogni array di archiviazione e di voler
acquisire annotazioni personalizzate sugli array. E possibile creare il report utilizzando il modello di dati
Capacita di archiviazione. E possibile utilizzare gli elementi delle tabelle Capacita corrente e Dimensioni e
aggiungere una query SQL separata per accedere alle informazioni sulle annotazioni nel modello di dati
Inventario. Infine, & possibile combinare i dati collegando i dati di archiviazione dell'inventario alla tabella delle
dimensioni di archiviazione utilizzando il nome dell'archiviazione e i criteri di unione.

Accedi al database di reporting tramite API

La potente API di Data Infrastructure Insights consente agli utenti di interrogare
direttamente il database di reporting di Data Infrastructure Insights , senza passare
attraverso I'ambiente di reporting di Cognos.

@ Questa documentazione fa riferimento alla funzionalita di reporting di Data Infrastructure
Insights , disponibile in Data Infrastructure Insights Premium Edition.

Odata

L'API di reporting di Data Infrastructure Insights segue"OData v4" (Open Data Protocol) standard per
l'interrogazione del database di reporting. Per maggiori informazioni o per saperne di piu, consulta"questo
tutorial" su OData.

Tutte le richieste inizieranno con 'URL https.//< URL Data Infrastructure Insights >/rest/v1/dwh-
management/odata

Generazione di una APIKey

Per saperne di piu"API| Data Infrastructure Insights" .
Per generare una chiave API, procedere come segue:

» Accedi al tuo ambiente Data Infrastructure Insights e seleziona Amministrazione > Accesso API.
 Fare clic su "+ Token di accesso API".

* Inserisci un nome e una descrizione.

* Peril tipo, seleziona Data Warehouse.

* Imposta i permessi come Lettura/Scrittura.

* Imposta una data di scadenza per i desideri.

« Fai clic su "Salva", quindi copia la chiave e salvala in un luogo sicuro. In seguito non sara piu possibile

accedere alla chiave completa.

Le chiavi API sono utili perSincronizzazione o Asincrono .
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Interrogazione diretta delle tabelle

Con la chiave APl in atto, ora ¢ possibile effettuare query dirette al database di reporting. Gli URL lunghi
possono essere semplificati in https://.../odata/ per scopi di visualizzazione anziché nel formato completo
https://< URL Data Infrastructure Insights >/rest/v1/dwh-management/odata/

Prova semplici query come

* https://< URL di Data Infrastructure Insights >/rest/v1/dwh-management/odata/dwh_custom

* https://< URL di Data Infrastructure Insights >/rest/v1/dwh-management/odata/dwh_inventory

* https://< URL di Data Infrastructure Insights >/rest/v1/dwh-management/odata/dwh_inventory/storage
* https://< URL di Data Infrastructure Insights >/rest/v1/dwh-management/odata/dwh_inventory/disk

* https://.../odata/dwh_custom/custom_queries

Esempi di APl REST

L'URL per tutte le chiamate € https://< URL Data Infrastructure Insights >/rest/v1/dwh-management/odata.

* GET /Aschema}/** - Recupera i dati dal database di reporting.

Formato: https://< URL Data Infrastructure Insights >/rest/v1/dwh-
management/odata/<nome_schema>/<query>

Esempio:
https://<domain>/rest/vl/dwh-

management/odata/dwh inventory/fabric?$count=true&Sorderby=name
Risultato:
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"Qodata.
"dodata.
"value":

{

context": "Smetadata#fabric",
count": 2,

[
"id": 851,
"identifier": "10:00:50:EB:1A:40:3B:44",
"wwn": "10:00:50:EB:1A:40:3B:44",
"name": "10:00:50:EB:1A:40:3B:44",
"vsanEnabled": "0O",

"vsanId": null,

"zoningEnabled": "O",

"url": "https://<domain>/web/#/assets/fabrics/941716"
"id": 852,

"identifier": "10:00:50:EB:1A:40:44:0C",

"wwn": "10:00:50:EB:1A:40:44:0C",

"name": "10:00:50:EB:1A:40:44:0C",

"vsanEnabled": "0",

"vsanId": null,
"zoningEnabled": "O",
"url": "https://<domain>/web/#/assets/fabrics/941836"

Suggerimenti utili

Quando si utilizzano le query dellAPI di reporting, tenere presente quanto segue.

* |l payload della query deve essere una stringa JSON valida

* |l payload della query deve essere contenuto in una singola riga

* Le virgolette doppie devono essere precedute da escape, ad esempio \"

* Le schede sono supportate come \t

e Evita i commenti

» Sono supportati i nomi delle tabelle in minuscolo

Inoltre:

e Sono richieste 2 intestazioni:

> Nome “X-CloudInsights-ApiKey”

> Valore attributo “<apikey>"

La tua chiave API
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Sincrono o asincrono?

Per impostazione predefinita, un comando API funziona in modalita sincrona, ovvero quando si invia la
richiesta, la risposta viene restituita immediatamente. Tuttavia, a volte I'esecuzione di una query potrebbe
richiedere molto tempo, il che potrebbe causare il timeout della richiesta. Per aggirare questo problema, &
possibile eseguire una richiesta in modo asincrono. In modalita asincrona, la richiesta restituira un URL tramite
il quale & possibile monitorare I'esecuzione. L'URL restituira il risultato quando sara pronto.

Per eseguire una query in modalita asincrona, aggiungere l'intestazione Prefer: respond-async alla
richiesta. In caso di esecuzione corretta, la risposta conterra le seguenti intestazioni:

Status Code: 202 (which means ACCEPTED)

preference-applied: respond-async

location: https://<Data Infrastructure Insights URL>/rest/vl/dwh-
management/odata/dwh custom/asyncStatus/<token>

Linterrogazione dellURL della posizione restituira le stesse intestazioni se la risposta non &€ ancora pronta
oppure restituira lo stato 200 se la risposta & pronta. Il contenuto della risposta sara di tipo testo e conterra lo
stato http della query originale e alcuni metadati, seguiti dai risultati della query originale.

HTTP/1.1 200 OK

OData-Version: 4.0

Content-Type: application/json;odata.metadata=minimal
oDataResponseSizeCounted: true

{ <JSON_RESPONSE> }

Per visualizzare un elenco di tutte le query asincrone e quali di esse sono pronte, utilizzare il seguente
comando:

GET https://<Data Infrastructure Insights URL>/rest/v1/dwh-
management/odata/dwh custom/asyncList
La risposta ha il seguente formato:
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"queries" : [
{

"Query": "https://<Data Infrastructure Insights
URL>/rest/v1/dwh-
management/odata/dwh custom/heavy left join3?$count=true",

"Location": "https://<Data Infrastructure Insights
URL>/rest/vl/dwh-management/odata/dwh custom/asyncStatus/<token>",

"Finished": false

Pubblicazione e annullamento della pubblicazione di annotazioni per la
segnalazione

Pubblicazione e annullamento della pubblicazione di annotazioni per la segnalazione

Scopri come pubblicare annotazioni da utilizzare nei report e nel Data Warehouse e
come annullare correttamente la pubblicazione delle annotazioni quando non sono piu
necessarie.

Pubblicazione di annotazioni per la segnalazione

Dopo aver creato annotazioni in Data Infrastructure Insights, puoi pubblicarle per utilizzarle in Reporting.

Passaggi per pubblicare annotazioni

1. Vai alla pagina *Osservabilita > Arricchisci > Annotazioni e seleziona la scheda Annotazioni per la
creazione di report.

2. Individua I'annotazione che desideri pubblicare.

3. Selezionare I'annotazione e selezionare Pubblica nei report. E anche possibile scegliere di applicarlo ai
dati storici, consentendo di utilizzare I'annotazione durante I'esecuzione di report cronologici.

4. Una volta pubblicata, 'annotazione diventa disponibile per 'uso in Reporting.

5. Le annotazioni vengono pubblicate per essere utilizzate nella creazione di report dopo la successiva
esecuzione ETL.

Tutti i report che fanno riferimento all’annotazione utilizzeranno i valori pubblicati. Se modifichi
@ un’annotazione dopo la pubblicazione, potrebbe essere necessario ripubblicarla affinché le
modifiche abbiano effetto nei report.

Annullamento della pubblicazione delle annotazioni per la segnalazione

Potrebbero esserci momenti in cui &€ necessario rimuovere o annullare la pubblicazione delle annotazioni, in
modo che non vengano piu utilizzate in Reporting. Ad esempio, un’annotazione potrebbe non essere piu
necessaria oppure potrebbe contenere informazioni obsolete che non dovrebbero comparire nei report.
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Passaggi per annullare la pubblicazione delle annotazioni

Prima di annullare la pubblicazione di un’annotazione, tieni presente che questa azione avra un impatto su tutti
i report esistenti che utilizzano I'annotazione. | report potrebbero richiedere la modifica o I'assistenza di servizi
professionali per rimuovere i riferimenti alle annotazioni.

1. Nellinterfaccia utente Data Infrastructure Insights , vai alla scheda Annotazioni per la creazione di report.
Individua I'annotazione di cui vuoi annullare la pubblicazione.

Per ogni oggetto in cui & pubblicata I'annotazione, deselezionare I'annotazione e selezionare Salva.

> 0N

Rimuovere tutte le query o le regole che fanno ancora riferimento all’annotazione per assicurarsi che non
venga contrassegnata come "in uso".

5. Le annotazioni non saranno pubblicate dopo la successiva esecuzione ETL.

6. Una volta completato I'ETL, I'annotazione pu0 essere eliminata dall’elenco delle annotazioni, se non € piu
necessaria sul lato tenant.

Le annotazioni continueranno ad apparire nel Data Warehouse finché non verranno
opportunamente rimosse dalla pubblicazione. La semplice eliminazione di un’annotazione dalla

@ pagina Annotazioni senza prima annullarne la pubblicazione lascera dati obsoleti che
potrebbero apparire nei report esistenti. Per garantire la rimozione completa, seguire i passaggi
di annullamento della pubblicazione indicati sopra.

Impatto sui report esistenti

La rimozione o I'annullamento della pubblicazione delle annotazioni potrebbe richiedere modifiche ai report
esistenti che fanno riferimento a tali annotazioni. Considera quanto segue:
* | report che utilizzano I'annotazione come filtro o dimensione dovranno essere aggiornati.

« Se un’annotazione viene rimossa senza aggiornare i report dipendenti, tali report potrebbero restituire
errori o risultati imprevisti.

» Potrebbe essere necessario ricorrere a servizi professionali per assistere nella correzione dei report in
scenari complessi.

Si consiglia di rivedere tutti i report che dipendono da un’annotazione prima di annullarne la pubblicazione.

Come vengono conservati i dati storici per la creazione di report

Data Infrastructure Insights conserva i dati storici da utilizzare nei report in base ai data
mart e alla granularita dei dati, come mostrato nella tabella seguente.

Data mart Oggetto misurato Granularita Periodo di conservazione
Mercati delle prestazioni ~ Volumi e volumi interni Ogni ora 14 giorni
Mercati delle prestazioni  Volumi e volumi interni Quotidiano 13 mesi
Mercati delle prestazioni  Applicazione Ogni ora 13 mesi
Mercati delle prestazioni  Ospite Ogni ora 13 mesi
Mercati delle prestazioni  Prestazioni dello switch Ogni ora 35 giorni

per porta
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Mercati delle prestazioni

Mercati delle prestazioni
Mercati delle prestazioni
Mercati delle prestazioni
Mercati delle prestazioni
Mercati delle prestazioni
Mercati delle prestazioni
Mercati delle prestazioni
Mercati delle prestazioni
Mercati delle prestazioni
Mercati delle prestazioni

Mercati di capacita

Mercati di capacita

Mercati di inventario

Diagrammi di schema di reporting Data Infrastructure Insights

Cambia le prestazioni per
host, storage e nastro

Nodo di archiviazione
Nodo di archiviazione
Prestazioni della VM
Prestazioni della VM
Prestazioni dell’hypervisor
Prestazioni dell’hypervisor
Prestazioni della VMDK
Prestazioni della VMDK
Prestazioni del disco
Prestazioni del disco

Tutti (tranne i singoli
volumi)

Tutti (tranne i singoli
volumi)

Volumi individuali

Ogni ora

Ogni ora
Quotidiano
Ogni ora
Quotidiano
Ogni ora
Quotidiano
Ogni ora
Quotidiano
Ogni ora
Quotidiano

Quotidiano

Rappresentante mensile

Stato attuale

13 mesi

14 giorni
13 mesi
14 giorni
13 mesi
35 giorni
13 mesi
35 giorni
13 mesi
14 giorni
13 mesi

13 mesi

14 mesi e oltre

1 giorno (o fino al
prossimo ETL)

Questo documento fornisce diagrammi di schema per il database di reporting.

®

Datamart di inventario

Le immagini seguenti descrivono il datamart dell’inventario.

Annotazioni

Tojest_to_senotation
=lZolumn

La funzionalita di reporting € disponibile in Data Infrastructure Insights"Edizione Premium" .

annotaion Wales
EColumn

B annotaton sluskdMT

¥ ohbjeoiid
| ¥ objesTyoe

| \_BnnonsenType WARCHARZOR HGT UL
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INT ROT ML

NGT MULY Tid
INT MNOT HULL T annoadonType YARCHARIZEAMOT MUL
WARCHAR2EE| MOT MLIL: f valusldarnifes  VARCHARAGE MOT MUL

enumSequenoe INT HULL
EhumCeE
valueType
valuaDals

DCUSLE HULL
ERLUK NOT MULL
DATETIME WAL



concept_subscribing_to_cloud_insights.html

Applicazioni

HY_|

VIRTUAL_MACHINE

Scolumn

Fid INT NOT HULLY
name VARCHAR({255) NOT NULL]
desaription  VARCHAR(255) NULL
ignareSharing TINVINT NULL
priority VARCHAR(255] NULL.
url VARCHAR(255) NULL

wm_to a
s e
E #id INT NOT NULL
i url HOTMA Y ot INT NOT NULL
P ik T NOTNULLY & oo jicationiaiNT NOT NULL
# applicationtd INT T inherited  TINYINT(1)NOT NULL
inherited  TINYINT(TJNOT NULL

_ |

Scolumn
Fia INT NOT NULI
VARCHAR([255) NOT NUL
identifier VARCHAR[7E8) NOT NUL
ie VARCHAR{1024) NOT NUL
o VARCHAR{IEE) NULL
model VARCHAR[255) NULL
manufacturer  VARCHAR(255) NULL

installedMemonyMBJARCHAR(Z5S) NULL

| name

i

hostFsFreeGB  VARCHAR{255) NULL
hostFsTotalGB  VARCHARIZES) NULL
‘ hostFsUsedGB  VARCHAR[255) NULL
| cpuCount RCHAR(Z55) NULL
cpuSpesd VARCHAR{255) NULL
| nicCount VARCHAR(ZES) NULL
nicSpesd VARCHAR{IES) NULL
‘ active TINYINT(1)  NULL
| wl VARCHAR[Z56) NULL
‘ dataCenter VARCHAR{255) NOT NUL
\
\

g INT NOT NUL

F nostid [ NULL
moid VARCHAR(2E5) NULL
name VARCHAR(ZE5] NULL
dnsMame VARCHAR(255] NULL
ips VARCHAR(4056) NULL
powesrState ENUM HOT NULLJ
powerStateChangeTimeDATETIME  NULL
guestStata ENUM T NULL
os VARCHAR(255] NULL
processors NT HULL
memory BIGINT HULL
dataStoreld INT NULL
naturslicey VARCHAR(ZE5] NULL
virtualCenterp VARCHAR(255] NULL
provisionedCapacityMB BIGINT HULL

usedGapacityME
url

BIGINT NULL
VARCHAR(255) NULL

Metriche di Kubernetes

S St S —
HOT NULI Fia INT noT NULL] Scolmn
\; objedid I NOT NULL ‘—l_i snnotationTypa VARCHAR{255) NOT NULLJ T INT NOT NULL
chiectTyps VARCHAR(255) NOT NULL ' valueldentifier VARCHAR[255)NOT NULLY PR P iR
annatationType VARCHAR{255) NOT NUL enumSsquence INT NULL el AT S
Sy poLe has wwn VARCHAR{ZES) NOT NULL}
alte Lpe LN iR ip VARCHAR(1024)NOT NULL}
vslusDste  DATETIME  NULL B s o o il
manufecturer  VARCHAR[256) NULL
madel VARCHAR(255) NULL
firmwvere. VARCHAR(ZES) NULL
——————————— domainid VARCHAR[258) NULL
[ domsinldType  VARCHARI25S) NULL
‘ pricity VARCHAR(2E8) NULL
gswmm vsanEnsbled  TINVINT(1)  NOT NULLY
| serislNumbar  VARGHAR(ZSS) NULL
T noTnuL, ] =l switch_port mansgsURL  VARCHARIZSS) NULL
___________ Sicolumn ssnRouteEnabled TINYINT(1)  NOT NULL}
Fowichia  INT NOT NULL
b r P T IER] active TINYINT(1)  NOT NULL
§ seplicstioniaiNT Ll 2 dstaCenter VARCHAR{255) NOT NULL)
inherited  TINYINT(1)NGT NULL @ switchi INT NOT NULLJ ST G
e o - npv TINYINT(T)  NOT NuL]
witaiSah PARE isGenerated TINYINT(1)  NOT nuLL}
weun VARCHAR(255)NOT HULLY iy ! i
= = Bk R url VARCHAR{2ES) NULL
Slswitch_port_to_sppiicstonal @ . _ .. rawPorStstus  VARCHAR(ZSS|NULL AT D e
o [ type VARCHAR(258] NULL
T o= T | portPhysicalState VARCHAR(256] NULL
L =~ = number BIGINT NULL
f”" CatlonldIfy [eTEHE | blade BIGINT NULL
# porid i il 5 pertid VARCHAR(255] NOT NULLL
inherited  TINYINT(1JNOT UL s Wb e
speed VARCHAR(12) NULL
fodrotoool  VARCHAR(255) NULL
clessOfServios  VARCHAR(258] NULL
M SColumn ghicType VARCHAR(255) NULL
‘ | ‘ # INT NOT NULL] sdtive TINYINT(1)  NOT HuLL}
fileSharela INT nNoT NuLL et e
MRS - il
identifier  VARCHAR[TEZ)NOT NULL]
‘ | ‘ | P ehareld M p2t e name VARCHAR{255) NOT NULL]
| inherited  TINYINT{1) NOT NULL ia bl
} I } | TEXT noT NuLL o e -
‘ | ‘ | | INT NOT NULL
| storageFoolld INT NOT UL
4l e ” e A
[ | [ identifier VARCHAR(788) NOT NULLJ
VARCHAR(256)NOT NULL]
‘ | ‘ | INT NOT NULL VARCHAR{Z58) NOT NULL
F spplicationls  INT NOT NULL} TINVINT(T) NoT NuLLl
] 1} internalVolumeldINT NOT NuLL} Sl storage - thinProvisioned TIeVINT()  NOT HuLL
1 inherited TINYINT(1)HOT NULL] Seotomn spaceGuarsntee ENUM NULL
T i premary dedupeEnabled TINVINT(T) NOT HuLLY
L1 : = VARGHAREES) WOT WLl By e
‘ | ‘ 2:7&_ igentifiar VARCHAR(7E8) NOT NULL} o el
[lL B e e VARG LT lastknownAccessTime DATETIME  NULL
_— id INT NOT NULL [— —— —==  modsl VARCHAR(2EE) NULL status VARCHAR{Z55) NOT NULL)
[ wregeld  INT NOT NULL manufecturer cnarzss) |, 1o
application!d INT NOT NULL seriaitiEnbelgh VARG R protectionType VARGHAR(255) NULL
‘ | micmodelesion s Y AEEARE flashPoolEligibility ENUM NULL
[ EwCepaciiE, L Ho mel. dedupsRstio FLOAT NULL
SpamREwCapactylE BIGINT, et il totalAllocatedCapscityM8 BIGINT NOT NULL]
‘ | feiledianCapactyb LN, s | totalUsedCapacityMB. BIGINT NOT NULL
eMAAS HIGHE skt totalUsedCapacityFromDeviceMEBIGINT NULL
‘ | cpuCount e Ltes | datsAllocatedCapecityMB. BIGINT NULL
[ marageliiL. it i dstaUsedCapacityMB BIGINT NULL
Samily. MARGHAGLZ BN | snapshotAllocstedCapacityM8  BIGINT NULL
‘ | e TRIVINED) s | snapshotUsedCapacityMB BIGINT NULL
didaCerier e rawToUsableRatio FLOAT NoT NULY]
‘ | isvirtusl TINVINT(1) NULL | frenaen e et i
[ Satree_to_application  IIEN} ”";“E' ;.L\NF:;I::‘I;(FPZEE :Ett ctherallocatedCapacityMB  BIGINT NULL
Scslumn o Sz | F totalCloneSavedCapadityMB  BIGINT NULL
Time DATETIME  NULL
‘ | T G ST | | compressionEnabled TINYINT{1)  NOT NULL
—_— compressionRstio FLOAT NULL
‘ ¥ eppicsiieniliy Aol T | | i VARCHAR(258) NULL
F qrzeld INT NOTHULL— — — — — — — — — — e b varcHAREESINULL [T
| herited  TINYINT(1)NOT NULI T | | | ‘
| S —— (] | i T
‘ Scolumn | * -
| =Jvolume. t6/35 [fa INT NOT NULI | ‘ Siatree B - |
Scolumn P storageld INT NOT NULL] | | \
‘_ M| 7 INT HOT MU, o foenra ::1 ::tt — T|4 INT wOT NULLE
F applicstionlaINT NoT NULL ke T | INT NOT NULLE
F volumels  INT NOT NULY label VARCHAR{255) NULL | e ol ke
inhesiied TIN{REHHINCEEI thinProvisioned TINYINT{1)  NOT NULL} | Lo g Identined AR O ]
e i ] . rame | vARcHAR255)NOT UL
e AT NoT LU — — — —<  custsHardCapacnLImIMBIGINT HULL
bl i il quotaSohCapacityLimitlABBIGINT NULL
b S o quotalsedCapacityMB  BIGINT HULL
replicaSourcs TINVINT(1)  NULL ks . g -
replicaTarget TINVINT{1)  MULL Sy iyie Fot i MY
et SabeE T status VARCHAR(Z5E] NULL
i . i cploss TINYINT(1)  NOT NULLY
disiGroup VARCHAR(255) NULL
mata TINVINT(1)  NULL
virtualStorage VARCHAR[2E5) NULL
hesa VARCHAR(255) NULL
protectionType VARCHAR[2E8) NULL
autoTieringPolicid  INT NULL
sutoTisring TINVINT(1)  NOT NULL]
IlestinownAccessTime DATETIME  NULL
wittenCapsciyME  BIGINT NULL
isWirtual TINYINT(1)  NULL
technologyType  ENUM NULL
uvid VARCHAR{ZE5) NULL
isMainframe TINYINT()  NOT NuLL
url VARCHAR(255) NULL
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=Column ¥ Datatype.
[ =10 INT 7
HDatatype | NN Slhostid INT [l
INT / k8s_node = moid VARCHAR(255) | [F] o, Datatype
[ VARCHAR(255) —& =IColumn &%Datatype name VARCHAR(255) | [] s
= =l dnsName VARCHAR(255) | [£]
=lcalumn & Datatype | | LD INT gms VARCHAR§409:3) =l identifier VARCHAR (255)
=T INT | | =Jidentifier | VARCHAR(258) S s 2 Srusenverd INT
S clusterld | INT = = =name VARCHAR(255)
lidentiier | VARCHAR(255) | =l powerStateChangeTime | DATETIME. Fl =
= VARCHAR(255)
=lname VARCHAR(255) | Sname (258) = i =lnumCpuCores BIGINT
Sovecta | T \ FSumd it o ArCHEREIE] SnumCpuPackages | BIGINT
=lobjectType | VARCHAR(50) | | Slinternallp| VARCHAR(B4) Sprocessors INT = SlnumCpuThreads BIGINT
¢ S clusterld NT | — _ Slesimage VARCHAR(G4) B i SlnumNodes BIGINT
Slphase VARCHAR(64) ‘ F INT o ShyperThreadactive | CHAR [
SlsizeBytes BIGINT | SJnaturalKey VARCHAR(255) g;noml;rr‘ed —_— g:ﬁ
storageClass | VARCHAR(255) | [[] T SviwalCentelo | VARCHAR(258) | SnyperThreadvaliavle al
-—E } SCoumn | gbDatatype BT (200} SlhyperThreadConfig | CHAR &
?Ria INT = al r—
? = lusedCapacityMs. BIGINT
| } gwdenlwﬁer VARCHAR (255) “Sw vrcHRE® [
? Sclustena|INT —
| __ __ =lname |VARCHAR(255)
rt =
| || P Sia INT
| I Slidentifier | VARCHAR(255)
Siname VARCHAR(255) == cluster h_port
D e o, | | i Sotwor wich S Scoum Aosape
=Column S Datatype | NN | ‘} Sclusterid INT = &% Datatype =i INT
[ED [ : | = MBCHR INT = identiier VARGHAR(255)
Slidentifier | VARCHAR(255) | Sientiner VARCHAR(255) El INT
=lname VARCHAR(255)| [V] ‘ Esmrageld INT gﬁ:nrags\’: - :x; £
? Sovia INT ] Scolumn Sname VARCHAR(258) SlstorageNodel
‘i ] o Datatype NN BT T name VARGHAR(255)
] Sclusterld INT V] | =lk8s_label ;anmess M) Ed lexTy VARCHAR(255)| []
= INT 5 L— — e _— =l senialNumber VARCHAR(255) =l duplexType (255)
Spnase VARCHAR®S4) | [ o — — — — — @ 1 Slworkioadd | INT Slcoumn bDatatjpe NN Snetwork VARCHAR(255) SstorageNodePoriiame | VARCHAR(255)  []
SsizeBjtes | BIGINT F Soveld INT P Sovjectid | INT J Sversion VARGHAR(255) ‘Sl storageNodePortlilu | VARCHAR(255)
— f Sclusteria INT =] objectType | VARCHAR(255) =Imodel VARCHAR(255) Slportindex VARGHAR(255) | []
1= L1t =5 VARCHAR(64) Simonitored CHAR Ris! CHAR
=liabelValue | VARCHAR(255) El = machddress VARGHAR(255) [
— ‘SlmonitoringReason | VARCHAR(255) | [] Smu VARGHAR(255)
— =l number VARCHAR(255)| []
Spe VARCHAR(258) | [[]
=speed VARCHAR(255) [[]
—

Fatto sulle metriche del cluster Kubernetes
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=1k8s_cluster_hourly
=]Column

b AL INT

7 timestamp BIGINT
timeTk DOUBLE
dateTk INT
clusterTk INT
allocatableCpuSaturation DOUBLE
capacityCpuSaturation DOUBLE

allocatableMemorySaturation DOUBLE
capacityMemorySaturation DOUBLE

allocatableCpuCores DOUBLE
capacityCpuCores DOUBLE
usageCpuCores DOUBLE
requestsCpuCores DOUBLE
limitsCpuCores DOUBLE
allocatableMemaoryBytes DOUBLE
capacityMemoryBytes DOUBLE
limitsMemoryBytes DOUBLE
requestsMemaoryBytes DOUBLE
usageMemoryBytes DOUBLE

OoEEEEEONEEEEEEEE

Rk INT 1
‘@ hourDateTime DATETIME
—— —<  hour TINYINT
minute TINYINT
second TINYINT
microsecond  MEDIUMINT
dateTk INT

e

=ltime_dimens
= Column

=JColumn
Tk INT

fullDate DATETIME

daylnMonth TINYINT ’

daylnYear SMALLINT Slkes_cluste OIS

dateYear SMALLINT S Column

yearLabel CHAR(4) et INT I

monthNum TINYINT 7 timestamp BIGINT

monthLabel CHAR(T) dateTk INT

dayinWeekNum — TINYINT _ .~ — g clusterTk INT

quarter TINYINT allocatableCpuSaturation DOUBLE []

quarterLabel CHARI(T) capacityCpuSaturation DOUBLE [

daylnCuarter SMALLINT allocatableMemorySaturation DOUBLE []

repQuarter TIMYINT capacityMemorySaturation DOUBLE [

repMonth TIMNYINT allocatableCpuCores DOUBLE []

repWeek TINYINT capacityCpuCores DOUBLE [

repDay TINYINT usageCpuCores DOUBLE []

repMonthOrLatest TINYINT r— - requestsCpuCores DOUBLE []

sspFlag TINYINT limitsCpuCores DOUBLE []

latest TIMNYINT(1Y [ allocatableMemoryBytes DOUBLE []

future TINYINTC) capacityMemoryBytes DOUBLE |:|
limitsMemoryBytes DOUBLE []
requestsMemoryBytes DOUBLE []
usageMemoryBytes DOUBLE [

=lColumn
9t INT |
. identifier VARCHAR(768)
name VARCHAR(255)
id INT Il
latest TINYINT(1) ]
§ dateTk  INT ]

Fatto sulle metriche dello spazio dei nomi di Kubernetes
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=lColumn

7tk INT
fullDate DATETIME
SColumn daylnMonth TINYINT
bR INT dayinvear SMALLINT
¢ timestamp BIGINT dateYear SMALLINT
timeTk DOUBLE yearLabel CHAR(4)
dateTk INT monthNum TINYINT
namespaceTk INT manthLabel CHAR(T)
clusterTk INT fo— — — daylnWeekNum  TINYINT
cpuHardLimit DOUBLE [] quarter TINYINT
cpul)sedLimit DOUBLE [ quarterLabel CHAR(T)
cpuHardRequest DOUBLE [ daylnQuarter SMALLINT
cpullsedRequest DOUBLE [] repQuarter TINYINT
memoryHardLimit DOUBLE [ rephMonth TINYINT
memoryUsedLimit DOUBLE [ repWeek TINYINT
memoryHardRequest DOUBLE [7] repDay TINYINT
memoryUsedRequest DOUBLE [7] repMonthOrLatest TINYINT
sspFlag TINYINT
| latest TINYINT(1) [
| future TINYINT(T)

microsecond  MEDIUMINT

=lColumn

7tk IMNT

?hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT

dateTk

INT

= Column

=|Column
Ttk INT
¢ timestamp BIGINT
dateTk INT
namespaceTk DOUBLE
clusterTk INT
_. @  cpuHardLimit DOUBLE []
cpullsedLimit DOUBLE []
cpuHardRequest DOUBLE [
cpulsedRequest DOUBLE [7]
memoryHardLimit DOUBLE []
memoryUsedLimit DOUBLE [
[
[E]

memoryHardRequest DOUBLE
memoryUsedRequest DOUBLE

T T T R T T T T T T T T A

7tk INT
identifier  VARCHAR(768)
name VARCHAR(255)
id INT [
latest TINYINT(1) &
@ dateTk  INT [F

Fatto sulle metriche dei nodi Kubernetes

Ptk INT
identifier VARCHAR(768)
VARCHAR(255)
clusterName VARCHAR(255)
id INT ]
latest TINYINT(1) [l
dateTk INT [




=k8s_node_hourly.

=lColumn =lColumn =JColumn
e INT Ptk INT 77 tk INT
'} timestamp BIGINT fullDate DATETIME ? timestamp BIGINT
timeTk DOUBLE dayinMonth TINYINT dateTk INT
dateTk INT daylnYear SMALLINT nodeTk DOUBLE
nodeTk INT dateYear SMALLINT clusterTk INT
clusterTk INT yearLabel CHAR(4) vmTk INT
vmTk INT monthNum TINYINT allocatableCpuSaturation DOUBLE [7]
allocatableCpuSaturation DOUBLE [[]f®— — — monthLabel CHAR(T) capacityCpuSaturation DOUBLE [
capacityCpuSaturation DOUBLE [£] dayinWeekNum  TINYINT —_ — —@ allocatableMemorySaturation DOUBLE []
allocatableMemorySaturation DOUBLE [ quarter TINYINT capacityMemorySaturation  DOUBLE []
capacityMemorySaturation ~ DOUBLE [] quarterLabel CHAR(T) allocatableMemoryBytes DOUBLE [7]
allocatableMemoryBytes DOUBLE [I] daylnQuarter SMALLINT capacityMemoryBytes DOUBLE [T]
capacityMemoryBytes DOUBLE [] repQuarter TINYINT memoryUsageBytes DOUBLE [T
memorylJsageBytes DOUBLE [7] repMaonth TINYINT cpulsageManocores DOUBLE [
cpuUsageNanocores DOUBLE [7] repWeek TINYINT allocatableCpu DOUBLE [7]
allocatableCpu DOUBLE [I] repDay TINYINT capacityCpu DOUBLE []
capacityCpu DOUBLE [7] repMonthOrLatest TINYINT
sspFlag TINYINT ’
latest TINYINT(1) [] | | |
| | | future TINYINT(1) | | |
| | |
o | |
| o
= Column | | | | |
7t INT . | | | | |
? hourDateTime DATETIME | | | | |
hour TINYINT I | = S |
minute TINYINT ‘ | | Pt INT |
second TINYINT [ e R e —  name VARCHAR(255) | |
microsecond  MEDIUMINT ‘ | naturalkey VARCHAR(7GS) | |
dateTk INT ‘ 0s VARCHAR(255) [] |
‘ | vitualCenterlp VARCHAR(255) [7] |
| | = Column ips VARCHAR(4096) [] | |
| | 7 ik T url VARCHAR(255) [ | |
| identifier VARCHAR(768) :Stest ll'hlil:al—YINT(ﬂ E | |
J> | name VARCHAR(255) dateTk INT B | |
—— —
Pk clusterlame VARCHAR(255) | |
— id INT 1
Scaus Iatest TINYINT(1) ] | |
Pt INT dateTk INT El | |
identifier ~ VARCHAR(768) internallp  VARCHAR(B4) [ 1
name VARCHAR(255) oslmage VARCHAR(GB4) [~ — — — — — — — — — — T — |
id INT ] |
latest TINYINT(1) 1 J
P dateTk  INT ew— - " — " — — — ¥ — ¥ — ¥ — — /¥ — — — — —_——_——

Fatto sulle metriche PVC di Kubernetes
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=lk8s_pv_di

=lColumn
7tk INT
identifier  WARCHAR(7E8)
- name VARCHAR(255)
SColumn clusterName VARCHAR(255)
77t INT lo— — — — o phase VARCHAR(E4) [
¢ _timestamp HICHSE pucName  VARCHAR(255) [ — — — — —e Slcolumn
timeTk DOUBLE id INT B LA INT
dateTk INT latest TNYINT() [ ? timestamp  BIGINT
pvcTk INT dateTk INT [ dateTk INT
clusterTk INT pvcTk INT
namespaceTk INT clusterTk INT
Tk INT namespaceTk DOUBLE
readiops DOUBLE [] ldate_dimension  NES Tk INT
writelops DOUBLE [ =l Column readlops DOUBLE []
totallops DOUBLE [ 7k INT : writelops DOUBLE [
readThroughput DOUBLE [l P e totallops DOUBLE [
writeThroughput DOUBLE [] " —— — — — dayinMonth TINYINT renghroughput DOUBLE []
totalThroughput DOUBLE [T dayinYear e s writeThroughput DOUBLE [
regdLatency DOUBLE [ dateyear SMALLINT totalThroughput DOUBLE []
writeLatency DOUBLE [ vearL abel CHAR(4) regdLatency DOUBLE [
totallatency ~ DOUBLE [[] L S writeLatency ~ DOUBLE [[]
3 e e o CHAR(T) totalLatency DOUBLE []
| | daylnWeekNum  TINYINT ] ] ’
| | | quarter TINYINT | | |
| | | quarterLabel CHAR(7) | | |
daylnQuarter SMALLINT | |
| (. repQuarter TINYINT |
T e | | rephlonth TINYINT f | |
_ — | | repWeek TINYINT | |
? hourDateTime DATETIME | renbay TINYINT | |
hlous TNVNT ()Y | | repMonthOrLatest TINYINT | |
minute TINYINT L | Sihrag TINYINT )) | |
seoand R | latest TINYINT(1) [] |
microsecond  MEDIUMINT | S TINYINTC) |
dateTk INT | | =lColumn | |
| | P INT | |
| | ————————————————— — identifier VARCHAR(768) | |
name VARCHAR(255) |
| | =]k8s_name ; clusterMame VARCHAR(255) |
| | EColu_mn - namespaceName VARCHAR(255) | |
| o, —oTK - pvName VARCHAR(255) [C] | |
phase VARCHAR(B4) [T |
)> identifier  VARCHAR(768) id INT E |
1k8s_cluster name VARCHAR(255) latest TINYINT(1) 1 | |
clusterName VARCHAR(255) dateTk INT 1 |
=l Column id INT B |
ik INT . latest TINYINT(1) Fl | |
identifier  VARCHAR(768) dateTk INT B et N e S S S = |
name VARCHAR(255)
id INT Fl |
latest TINYINT(1) Fl |
P dateTk  INT [P e T T T T e e e

Fatto sulle metriche del carico di lavoro di Kubernetes
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Ptk INT : —
m fullDate DATETIME ; k8s_workload ¢
EiCoi dayintonth TINYINT SColumn
e INT dayinYear SMALLINT % tk INT
¢ timestamp BIGINT dateYear SMALLINT ¥ timestamp BIGINT
timeTk DOUBLE yearLabel CHAR(4) dateTk INT
dateTk INT monthNum TINYINT workloadTk INT
workloadTk INT monthLabel CHAR(T) clusterTk INT
clusterTk INT daylinWeekMNum  TINYINT — namespaceTk DOUBLE
namespaceTk INT | — quarter TINYINT usageCpuCaores DOUBLE [
usageCpuCores DOUBLE quarterLabel CHAR(T) requestCpuCores DOUBLE [
requestCpuCores DOUBLE daylnQuarter SMALLINT limitCpuCores DOUBLE [
limitCpuCores DOUBLE repQuarter TINYINT usageMemoryBytes DOUBLE [
usageMemoryBytes DOUBLE rephlonth TINYINT requestMemoryBytes DOUBLE [
requestMemoryBytes DOUBLE repWeek TINYINT limitMemuoryBytes DOUBLE [
limitMemoryBytes DOUBLE repDay TINYINT runningPodCount INT [
runningPodCount INT repiMonthOrLatest TINYINT desiredPodCount INT Tl
desiredPodCount  INT sspFlag TINYINT B l—r
'T latest TINYINT{) [[] | |
| future TINYIMT(1) | | :
| | I
i | | l| I |
|
Htime_di : : | | | I
=lColumn | | | J) | |
7tk INT | | . | |
‘? hourDateTime DATETIME | | = |
hour TINYINT | | L— —=< EColumn |
minute TINYINT | | Pk INT | |
second TINYINT identifier VARCHAR(768) | |
microsecond  MEDIUMINT | | name VARCHAR(255) |
dateTk INT | | o clusterName VARCHAR(255) |
| | _ id INT Il | |
P INT latest TINYINT(1) Il |
| | identifier VARCHAR(768) dateTk INT £ |
| R e ] N VARCHAR(255) | |
| clusterName VARCHAR(255) | |
id INT 0y —
J> latest TIMNYINT(1) [ |
dateTk INT F |
=lColumn |
P INT |
identifier VARCHAR(YG8) M. |
name VARCHAR(255)
id INT ]
latest TINYINT(1} [
P dateTk  INT [
NAS
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volume

= Column
T NT NOT NULL lhost i INT NOT NULL
§ hostia T NULL =l Column i storageld INT NOT NULL
moid VARGHAR(ZES) NULL T INT NOT NULL] i internatviolumeld INT NULL
name VARCHAR{ZEE) NULL name VARCHAR(2EE) NOT NULL T quresia INT NULL
[F] INT NOT NULL dnsName VARCHAR(2E5) NULL identifier VARCHAR(7ES) NOT NULL d MRSl ol L
§hostld  INT NULL ips VARCHAR(4058) NULL L :igz:iggg} W . ;’m‘f;ﬁ;‘fﬁ’ Sl
# ymid INT NULL powsrState ENUM NOT NULL o
dentifier  VARCHAR(TES) NOT NULL powerStaleChangsTime DATETIME MULL modal VARCHAR(2ES) NULL :::WMB it g:g:$ %; xﬁ&
name  VARCHAR[2SS) NOT NULL#- — —  guestState ENUM fipt e, . menifatEer . VARCIARIRRIOIE S =uCapacityllE BIGINT NOT NULL
type  ENUM NOT NULL o5 VARCHAR(258) NULL nelaledMemon il VAT UG s VARCHAR(255) NULL
domasin  VARCHAR(255) NULL processors INT NULL hostFsFreeBE VARCHAR(ZES) NULL Wplem st
ip TEXT MULL memory BIGINT NULL hostFsTotalGE VARCHAR{255) NULL :Pmﬂa“fﬂe TINYINTEI; S
> e dataStoreld INT NULL hostFslisedBE  VARCHAR(ZES) NULL _ g m"’e‘ Mt e ||
cpuCount  INT NULL naturslKey VARCHAR(ZES) NULL cpuCount VARCHAR({2EE) NULL [ Sﬂii i (L) b
memory  INT NULL virtuaiGenterlp VARCHAR(255) NULL cpuSpesd VARCHAR(255) NULL L b
provisionedCapacityME  BIGINT MULL nicCount VARCHAR(255) NULL | diskGroup VARCHAR(2ES) NULL
t | usedCapacityMB BIGINT NULL ricSpesd VARGHAR(255) NULL F NI R
| wrl VARCHAR(255) NULL active TINYINT(1) NULL | vinualStorage VARCHAR[225) NULL
| url VARCHAR(2E5) NULL | head') VARCHAR(255) NULL
| S — datsCenter VARCHAR(2E5) NOT NULL Pm°"ec1_"°_"T{-'P°PI'? i :‘;FCHAR{ZW m&
autoTieringPolicyl
Y - ¥ | autoTiering TINYINT(1)  NOTNULL
-_—— _|_ — @ lsstinownAcoessTime  DATETIME NULL
Snas_share_initiator | writenCapacityMs  BIGINT NULL
S Column k;_ | | isVirtual TINYINT(f)  NULL
T INT NOT NULL | | technology Type ENUM NULL
i sharela  INT MOT NULLF®— —_] ki INT NOT NULL f""’_ VARGIRSLE) ML
§ storzgeld INT NOT NULL * T oompuisRaseurcald T NGTHOL | | ::‘""'"a"‘e Lr:éﬂrl{){zss} mL_NL"‘L
mitistor  VARCHAR{255) NOT NULL | | # storageld e storage
permizsion VARCHAR{2E5) NOT NULL | | §im=malolumeld  INT NOT NUI — _?&Imn |
¥ shareld INT NULL | id INT MOT NULL |
ke nams VARCHAR[2ES) NOT NULL
| | o ncnen ol | Slsorsos seot
J) | | | | io VARCHAR(1024) NOT NULL S column
o T | | | . C——
Ecolumn | seriaNumber VARCHAR(255) NULL | § storageld i NOT AL
T INT NOT NULL | | | | microcodsiersion  VARCHAR(ZES) NULL | :e'“"'e' ::22::2% E; :ﬂﬁ:
¢ fieShareld INT NOT NULL 1L L rawCapacityMB BIGINT NULL nar;e VARCHAR(225) NOT NULL
i storageld  INT NOTNLLLFF— - —— — — — — — —' — — spareRawCapacityMB BIGINT NULL et thinProvisioningSupported TINYINT) O ThAL
identifier  VARCHAR(TES) NOT NULL-_ J_ failedRawCapacityME BIGINT MULL inciudelnDwhCapacity TINYVINT[T)  NOT NULL
name VARCHAR[285) NOT HUL- — — — — — — — — —| — —*  memon/B BIGINT L e — — el v
P’\mulﬂ 5;;\4 E; ﬁbﬂi | | cpmmm“ﬁm \‘.:TRCHARM ﬁi it bbb sl
ipinterfaces =
" o w el e, pmpe
active TINYINT(1) NULL s i ea
=Jnas_file_share | dataCenter VARCHAR(ZEE) NOT NULL i ;
| W_ | | e uraa il zﬁpslwwbcahedCaPacmyuB BIGINT NULL
pshotllsedCapaciyMB  BIGINT HULL
| [ INT NOTNULLR® -— —] — —= custer T datsflocatedCapaciyMB  BIGINT NULL
¥ intemalVolimeld INT NOT NULL | | i R ;:i;m:m’ zb’t:: | datalisedCapacityMB BIGINT NULL
| o storageld INT NOT NULL | | totaltllocatedCapacityME  BIGINT NOT NULL
7 qtreeld INT NULL | T T totall lsedCapacityMB BIGINT NULL
name VARCHAR(255) NOT NULL | | rawToUsableRatio FLOAT NOT NULL
path VARGHAR{ZE5) NOT NULL | | | reservedCapacityMB BIGINT HULL
status VARCHAR{ZES) NOT NULL] | o | otherllsedCapacityMB BIGINT NULL
securityType  VARCHAR{2EE) NOT NULL - — —|' — ‘|— — _| TT T othecflocstedCapaciyME  BIGINT NLLL
| | physicalDiskCapacityM8  BIGINT NULL
| | | | isVirtual TINYINTIT)  NOT NULL
| | | status VARCHAR(258) NULL
WO S _l_ - _| ______ _|_ - softLimitCapacityMB BIGINT NULL
l l | dedupeEnabied TINYINT()  NOT NULL
| Hquota | | compressionEnabled TINYINT(T)  NOT NULL
%qﬁee | = Column | dedupeRatio FLOAT NULL
S Column L INT NOT NuLL] | | | dedupeSavingsGB BIGINT NULL
Tu INT NOT NULL Fintemaloiomela INT NOT NULL| || Compae s wonti At ELOAL MR
T intemalVolumeld INT NOT NULL If storageld INT NOT NULL | comprezsionsavingsca RIS A
 storageld INT NOT NULL ¥ qtresta INT MULL | l | il VARCIEGIX N
identifier VARCHAR(TES) NOT NULL entifier VARCHAR(TES) NOT NULL : 3
name VARGHAR(255) NOT NULL targetliser VARGHAR(255) NULL | Sintematvowme N
quotsHardCapacityLimithe BIGINT oL % e ENUM NOT HULL | SlCalumn
qustsSoftCapanityLimiths BIGINT NLRLL hardFileLimit BIGINT HLLL Fu INT NOT NULL
quotallsedCapaciyMB  BIGINT NULL softFikeLimit BIGINT NULL | [ p—— — i
typs ENUM NOT NULL hardCapacityLimiths BIGINT NULL 5 ctorsgeld INT NOT NULL
securityStyle ENUM NULL softCapacityLimitM8 BIGINT NULL o VARCHAR(TAE) NOT NULL
status VARCHAR(ZEE) NULL thresholdME BIGINT NULL e VARCHAR(255) NOT NULL
oplocks TINYINT(1)  NOT NULL usedFiles BIGINT NULL Sre VARCHAR(255) NOT NULL
s NARGHARZ O THEL USedGapacat yME S B i LR thinFrovisioningSupported TINYINT(1)  NOT NULL
T L thinProvisioned TINYINT(T)  NOT NULL
| spaceGuarantse ENUM NULL
| dedupeEnabled TINVINT(T)  NOT NULL
| ¥ cloneSourceld INT NULL
| napshaotCount INT NULL
| Is=tSnapshotTime DATETIME NULL
| lastknownAccessTime DATETIME  NULL
| | status VARCHAR({2E5) NOT NULL
L virtualStorage VARCHAR({ZE5) NULL
| ————— —=* protectionType VARCHAR(255) NULL —
flashPoolEligibiity ENUM NULL
| dedupeRatio FLOAT NULL
G __ ., dedupsSavingsGB BIGINT NULL
iotaltliooatedCapaciyME BIGINT NOT NULL
totalliz=dCapacityME BIGINT NOT NULL
totaills=dCapasityF romDeviceMBBIGINT NULL
datatllocatedCapacityMB BIGINT NULL
datallsedCapacityMB BIGINT NULL
snapshotdlocatedCapacityMB  BIGINT NULL
snapshotlJsedCapacitME BIGINT NULL
rawTollsableRatio FLOAT NOT NULL
otherlisedCapacityMB BIGINT NULL
otherAllocatedCapacityMB BIGINT NULL
iotaiCloneSavadCapaciyMB  BIGINT HULL
sompressionEnabled TINVINTT)  NOT NULL
ompressionRatio FLOAT NULL
BIGINT NULL
wrl VARCHAR(2E) NULL
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Percorsi e violazioni

= Column
Fid INT NOT NULL = Column Sl Column
name VARCHAR(255) NOT NULL P Ll HORIAES Fu INT NOT NULL
identifier VARGHAR(TES) MOT NULL fPrestis INT N — name VARCHAR(Z55) NOT NULL
v VARCHAR(1024) NOT NULL i genericDeviceld INT i dentifier VARCHAR(TEE) NOT NULL|
oz VARCHAR(Z55) MULL P, L o PAR-L o in VARCHAR{1024) NOT MULL]
model VARGHAR[255) MULL — — — e T o | model VARCHAR{Z55) NULL
manufactursr VARCHAR(255) NUILL ’J o ‘? volumeld INT s ls manufactursr VARCHAR(255) NULL
nstalledMemoryl8 VARCHAR[25) UL - hostFlortilen || VAR ILIEDIOSL | serislNumber VARCHAR(255) NULL
hostFsFresGE VARCGHAR(255) MULL R = | i:ragepon\w«- ::Egmﬁmsmg:bﬂi microcodeVersion VARCHAR{Z55) NULL
hostFsTotalGE  VARCHAR[255) MULL | o | rawCapacityMB BIGINT NULL
hostFrlz=dGE VARCHAR(2E5) NULL | | | A path between host port thiough 3 storage port — — — —  zpareRawCapscityMB BIGINT NULL
cpuCount VARCHAR[Z55) MULL | | | t0 avolume. | — — — — faikdRawCapacityMB BIGINT NULL
cruSpesd VARGHAR{255) NULL | | | | | memaryME BIGINT NULL
nicCount VARCHAR(2E5) NULL cpuCount INT NULL
ricSpesd VARCHAR(ZSE) NULL | — — Lr |— -I— | | | managelRL VARCHAR(Z55) NULL
antive TINYINT(1) MULL | | | | iscsi_logical family VARGHAR({Z55) NULL
url VARCHAR(2E5) NULL = e —| —l—| — — — — sctive TINYINT{1) NULL
dataCenter VARCHAR{Z55) NOT NULLE=— —|— J—|~ —| —|— — Og_c""'"‘" datzCanter VARCHAR(255) NOT NULL
| fu NG R R | | | isVirtusl TINYINT{1) NULL
| | | | § hostld INT NOT NULL | | — — —  custer TINYINT(1) MULL
E : | | | | 9 storageld INT NOTNULLE, J_ A | url VARCHAR(255) NULL
=5 generic_device | | & volumeld INT NOT NULL | | || | lsstAcquiredTime  DATETIME NULL
Sl Column number0fSessions. INT NOT NULL]
T INT NOT NULL | | | | | numberOfConnections INT NOT NULL | | || |
wn VARCHAR({2Z55) NOT NULL] | | | | Fiepresents a scscilogical path between a | | T
ientifier  VARCHAR(TES) NOT NULL| | | | | | hoest and a volume. | | | | .
manufacturer VARCHAR(ZES) NULL  fo— — | |
i weowRE N o—— | - v —
firnware  VARCHAR{2E5) NULL | = logical | |Ir
driver VARCHAR{Z55) NULL | I | | =Column J| | _| T TTETTT
cerizlNumber  VARCHAR{ZEE) NULL | |-|— _'_ T T T | | e = e
Unidentified node, may be a HEA, storage or  f— —— —- i F nostla INT NULL | imeml\l' Jumeld INT NULL
tape controller. | 4 £ | | -
|| | § genericDeviceld INT NULL qtresld INT NULL
| B storageld INT MULL | | | name VARCHAR(255) NULL
|| | 4 tapeld INT NULL | izbel VARCHAR{2EE) NULL
| ” | § volumeld INT NULL _I, _| .. thinProvisionsd TINYINT(1)  NOT NULL
minHopMumber INT NULL | capacityMB BIGINT MNOT NULL
| ” | hopsToDizplay VARCHAR({ZEE) NULL | | consumedCapacityMB  BIGINT NOT NULL
| numbsrOfFabrics INT NULL | | | rawCapaciyMB BIGINT NOT NULL
|| | numbsrGiHostForts  INT NULL type VARGHAR(Z55) NULL
Hltape ] number0fStoragsPorts INT NULL | | | replicaSource TINYINT(1)  NULL
=JColumn — _”_ J_ e TINYINT NULL | replicaTargat TINYINT(1)  NULL
Tu INT NOT MULL| ” | Riepresents alogical path between a host and a wolume. |. _| L oseg se el emtapot TINYINT{T} NULL
name VARCHAR(ZE5) NOT NULL | e o Lo
dendfier  VARGHAR(TOE) NOT NULL ” | | diskGroup VARCHAR(255) NULL
i VARCHAR({1024) NOT NULL | | et IO L
manufacter VARGHAR(ZES) NULL ” | | virtuslStorage VARCHAR({ZEE) NULL
isiNumber VARCHARIZSS) NULL | i MR
TINYINT{1) ML ” | | protectionType VARCHAR(235) NULL
! | autcTisringPolicyld  INT NULL
| || | i INT NGT NULL | sutoTizring TINYINT{f)  NOT NULL
T I L __g'fhostid  INT NOTNULL L g g | lssténowndcosssTime DATETIME  NULL
P storsgeld  INT NOT NULL o  _ __ writenCapscityMB  BIGINT NULL
| [ ¥ volisned B IHIGRAR S T is\irtus! TINYINT(S)  NULL
Fepresents alogicd pathbetweena | technology Type ENUM NULL
| || hvet ared 3 ok me throug wid VARCHAR({ZES) NULL
| ishizinframe TINYINT(1)  NOT NULL
| || url VARCHAR(255) NULL
| || S |
| ” =Column A — T
i INT NOT NULL]
| |= — — *%neme INT NULL |
genericDeviceld INT NULL
| | % storageld INT NULL |
L — —— — %% tapald INT R — =T T T T T T T T
—————————— * 9 volumeld INT NULL
wolumeName  VARCHAR{2ZEE) NULL
type ENUM NOT NULL
technalogyType ENUM NOT NULL
since DATETIME  NOT NULL

Connettivita delle porte
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=lColumn =lColumn
fid INT Pid INT
name VARCHAR(255) 2 hostid INT
identifier VARCHAR(76S) —— % uun VARCHAR(255)
in VARCHAR(1024) model VARCHAR(255) [
0s VARCHAR(255) [] manufacturer VARCHAR(255) [7]
model VARCHAR(255) [ driver VARCHAR(255) [
manufacturer VARCHAR(255) [0 firmware VARCHAR(255) [
installedMemanyMB VARCHAR(2SS) [
hostFsFreeGB VARCHAR(265) [ — 2
nostFsTotalGB  VARCHAR(285) [ Enost_port  IIIIIGEGES
hostFslsedGB  VARCHAR(255) [ =lColumn
cpuCount VARCHAR(255) [T Fid INT
cPuSpeed VARCHAR(255) [ ? adapterid INT
nicCount VARCHAR(255) [ _—— 3
! ? hostid INT
nicSpeed VARCHAR(255) [[] L VARGHAR(255) .
ufl VARCHAR(255)  [[] nodeWwn VARCHAR(255)
active TINYINT{) [ porl VARCHAR(255)
dataCenter VARCHAR(255) i e
speed VARCHAR(1Z) [
url VARCHAR(255) [
active TINYINT(1)
=|Column Scolumn
L :I»:RCHAR(ZSS) L] Bl
name
‘? storageld INT
identifier VARCHAR(768
; o lo— ——e T VRouE
model VARCHAR(255) [
. e manufacturer  VARCHAR(255)
driver VARCHAR(255)
serialNumber VARCHAR(255) []
microcodeVersion  VARCHAR(255) [ s yapchan
g R B numberOfPorts VARCHAR(255)
spareRawCapacityMB BIGINT 1
failedRawCapacityMB BIGINT Fl
memoryMB BIGINT Fl
cpuCount INT 1 =lcalumn
manageURL VARCHAR(255) [T] fid INT
family VARCHAR(255) [F] § controllerld INT
cluster TINYINT(1) E1 __ __ _g '} storageld INT
url VARCHAR(255) [ wwn VARCHAR(255)
lastAcquiredTime DATETIME El nodeWwn  VARCHAR(255) :
active TINYINT(1) £ portld VARCHAR(255)
dataCenter VARCHAR(255) name VARCHAR(255) [7]
isvirtual TINYINT(1) il speed VARCHAR(1Z) []
controller VARCHAR(255) [
url VARCHAR(255) []
active TINYINT{1)
Sepe
=lColumn
T cul tape_controtier |
name VARCHAR({255) Scolumn
identifier VARCHAR(768) -
i VARCHAR(1024) . fid R
manufacturer VARCHAR(255) [ ¢ tapeld INT
serialNumber VARCHAR(255) [ wwn VARCHAR(255)
e TINYINT(1) Bl — madel VARCHAR(255)

| manufacturer  VARCHAR(255)

| driver VARCHAR(255)

firmware VARCHAR(255)

: numberOfPorts VARCHAR(255)

| I

| ‘

|

| =Column

| ?id INT

| ‘P controllerd INT

‘P tapeld INT

| wwn VARCHAR(255)

— — % nodeWwn WVARCHAR(255)
portid VARCHAR(255)
name VARCHAR(255) [
speed VARCHAR(12) [T]
controller  VARCHAR(255) []
url VARCHAR(255) [ -

=column active TINYINT(1) |
Pid INT |
wwn VARCHAR(255)
identifier VARCHAR(768) |
manufacturer  VARCHAR(255) e seud
model VARCHAR(255) Scolumn
firmware VARCHAR(255) ————efid =il
driver VARCHAR(255) ? genericDeviceld INT
serialNumber VARCHAR(255) wwn VARCHAR(255)
number BIGINT 1
portid VARCHAR(255)
name VARCHAR(255) [F]
speed VARCHAR(12) [F]
url VARCHAR(255) [
active TINYINT(1)
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=lColumn
Pid INT
fabricld INT [l
identifier VARCHAR(768)
wwn VARCHAR(255)
ip VARCHAR(255)
name VARCHAR(255)
manufacturer VARCHAR(255) [
madel VARCHAR(255) [
firmware VARCHAR(255) [
domainld VARCHAR(255) [
domainldType VARCHAR(255) [
priority VARCHAR(255) [
vsanEnabled TINYINT(1)
serialNumber VARCHAR(255) [
manageURL WARCHAR(255) [
—‘ sanRouteEnabled TINYINT(1)
npv TINYINT(1)
| type ENUM
| url VARCHAR(255)
‘ lastAcquiredTime DATETIME
active TINYINT(1)
‘ dataCenter VARCHAR(255)
‘ switchLevel VARCHAR(255)
| isGenerated TINYINT(1)
| I
| |
\ »
| =lColumn
?id INT
| P switchid INT
| fabricld INT B
\ ‘P vitualSwitchid  INT ]
| wwn VARCHAR(255)
status VARCHAR(100) [T
\ rawPortStatus  VARCHAR(255) [
‘ type VARCHAR(255) [
‘ — —<> porPhysicalState VARCHAR(255) [
% number BIGINT [
\ blade BIGINT ]
= portid VARCHAR(255)
ﬁ — name VARCHAR(255) [
speed VARCHAR(12) [£]
fedPratocol VARCHAR(255) [
classOfSenice  VARCHAR(255) []
gbicType WARCHAR(258) [
url VARCHAR(255) []
active TINYINT(1)
isGenerated TIMNYINT(1)
[

=lColumn

7id INT
wwn VARCHAR(255)
ip VARCHAR(1024)
name VARCHAR(255)
domainld WARCHAR(255)
domainidType VARCHAR(255)
priarity WARCHAR(255)
switchRole VARCHAR(255)
chassis\Wwn VARCHAR(255)
npy TINYINT(1}
generated TINYINT(1)
type ENUM
isGenerated  TINYINT(1)

|
|
|
|
|
|
|
|
|
|
|
|
|
| fabricld INT
|
|
|
|
|
|
|
|
|
|
|
|

i | i INT
T ’_1____':? portid INT
L___'___.? type ENUM
1l & wwn VARCHAR(255)
‘ | ? connectedid  INT
‘ | ¢ connectedType ENUN
| | connectedWwn VARCHAR(255)
*

=lfc_name_server_¢

=lColumn

id INT

? portid INT
type ENUM
wwn VARCHAR(265)

‘P¢ connectedSwitchPortld  INT
connectedSwitchPortWwn VARCHAR(255)
physicalPortwn VARCHAR(255) [
feld VARCHAR(255)




Tessuto SAN

=lzone_member —zone

=] Calumn =] Column

Pid INT NOT MULL ?id INT NOT NULL

'? zoneld INT MNOT NULL ? fabricld INT MNOT MULL

@ fabricld INT MNOTMNULLE®#— — — — — — —* name VARCHAR(255) NOT NULL
type ENUM MOT MULL fabricWwn VARCHAR(255) NOT MULL
W VARCHAR(255) MOT MULL configurationname VARCHAR(255) NOT MULL

zoneMame VARCHAR(255)
Zaone Members info.

= fabric

=] Column

P id INT NOT NULL
W VARCHAR(255) NOT MULL
Name VARCHAR(255) NOT NULL
VSANEnabled TINYINT(1) MOT MULL
VSANId VARCHAR(255) MNULL
zoningEnabled TINYINT(1) MOT MULL
identifier VARCHAR(768) NOT NULL
url VARCHAR(255) NULL

*

Elvirtual_switch

= Column

¢ id INT MOT MULL

@ fabricld INT MULL
wwn VARCHAR(255) NOT NULL
ip VARCHAR(1024) NOT NULL
Name VARCHAR(255) NOT NULL

Domainld
DomainldType

VARCHAR(255)
VARCHAR(255)

Priority VARCHAR(255) NULL
SwitchRole  VARCHAR(255) NULL
ChassisWWN VARCHAR(255) NULL
npv TINYINT(1) NOT NULL
isGenerated  TINYINT(1) NOT MULL
type ENUM MULL

Zone and Zone Capabilities info.

=l switch

=lColumn

P id IMT NOT MULL

? fabricld INT MULL
identifier YARCHAR(768) NOT NULL
WWin VARCHAR(255) NOT MULL
ip VARCHAR(1024) NOT MULL
Mame VARCHAR(Z55) MNOT NULL
Manufacturer VARCHAR(255) MNULL
Model YVARCHAR(255) NULL
Firmware VARCHAR{255) MNULL
Domainld VARCHARIZ55) MNULL
DomainldType VARCHAR(255) MNULL
Priarity VARCHAR(255) NULL
WSAMEnabled TINYINT( 1) NULL
SerialMumber VARCHARIZ55) MNULL
ManagelJRL VARCHAR(255) MNULL
SANRouteEnabled TINYINT NOT MULL
active TINYINT( 1) NOT MULL
npy TINYINT( 1) NOT MULL
isGenerated TIMNYINT(1) NOT MULL
type ENUM NULL
url VARCHAR(255) NULL
lastAcquiredTime DATETIME MULL
dataCenter VARCHAR(255) NOT NULL
switchLevel YARCHAR(255) NOT NULL
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Magazzinaggio

INT NOT NULL
INT NOT NULL)
e Do ool |
VARCHAR{25S) NULL storage.
T NULL ERT
BIGINT NULL [ E INT NOT KUL
VARCHAR(25) NULL 1 storsgeld INT NOT NI
e ENUM noT nuLL| dentier VARCHAR(TES) NOT NULLY
vandor VARCHAR({255) NULL type VARCHAR(255) NOT NULL
modsl VARCHAR{258) NULL name VARGHAR(255) NOT NuLL}
dr_volume._
seried UM noT UL thnFrovsonngSupported  TINYINTES)  NOT NULLS
E fiskGrour VARCHARIZSS) NULL ioudeinDunCapsoity  TINYINTIT)  NOT NULLS
T wrgervameis T NoT NULL staus = NoT NuLL| G nnvinTry  nor ol
] zowoevolumeld INT NOT NUL sensiumber VARGHARIZSS) NULL vendoTier VARCHAR(Z55) NULL
¥ sourcesiorageid INT NOT NULL un VARCHAR[258) NULL sutcTiering TINVINT()  NOT NULLJ
§ rargerstorsgels INT NoT NuL usesFlastPoois nnvinTe  nor ol
fatres INT NULL redundancy VARCHAR(Z35) NULL
5t TINVINT NULL snapshothliocsteiCapscityME BIGINT NULL
sousPons INT NuLL BIGINT NULL
targetFons INT L ——) BIGINT NuLL
hopsGount INT NULL .- — BIGINT NULL
mode ENUM NOT NULL ‘ ‘ BIGINT nNoT NuL
modeRaw 'VARGHAR(258) NULL BIGINT NULL
i o o ! e
P VARGHAR(Z5S) NULL [ i BT nuLL
stateStartTime DATETIME NULL otherAliocatedC apacityME BIGINT NULL
ocmgeTee DA N [ ot —— —— — psstoivsocecnt T
stateStartTimeCaloulated TINYINT{1) NULL ‘ ‘ T isvirtual TINYINT(1} NOT NULLJ
SunCaicuisted TINVINT(T)  NOT NULL _—— e — — — — — % ] VARCHAR(256) NULL
I sofiLmiCapacit/lE SIGINT NULL
e A P | Star_intemal_voture_repica IES) e IO L
Svotume_mep | | ok
s B dedupeRatio FLOAT NULL
| Sooew I | B tergetincemalioiamald_INT NOT NULLL e siemT NULL
Tu INT NOT NULL N P socebiomgen INT NOT NULLJ compressionRatio FLoaT NuLL
| T voumeid INT NOT NULL| | F sourceintemsiVolumeld INT o HuL ompressicnSavingsGE BIGINT NULL
9 sioregeld INT NOT NULL [ — *§ gestage INT nor wuLl ui VARCHAR(ZSE) NULL
| protocoiControler  VARCHAR{258) NULL | 1 NULL
| n VARCHARZEHMOTNULLl — — | L i ) — technoiogy VARGHAR[258) NULL
w T NULL | rame VARCHAR(ZS] NOT NULL] | GunCaiculsted TN hoThALe— — — — — — 4
| storagePorWun  VARCHARZEINULL o — — | i VARCHAR O | X |
| wnSecurtyValifity TINVINT  NOT NULL 1 N o ::;g:;g%‘) o | I
| e ancrian N | \
P — | ! T Vi | i Swe  — i
L | = —= mcocodeVeson  VARCHAR(SS) NULL
| M T =g ecawmae o CTTON P N I
INT NOT NULL B T W spareRawCapacityMB8 BIGINT NULL. M T NULL| | \
| INT NOT NULL = T =" " " T T TS raiecRanCapscnyB BIGINT UL | | el ity |
| INT NoT NULL ,_I_I BIGINT N |
protocoiController VARCHAR(2ES) NULL INT RULL | | VARGHAR(768) NOT NULL | |
| stfymPN\"Mm VARCHAR(255) NULL VARCHAR(256) NULL fo— — — —| e _l » VARCHAR(255) NULL e
itstein  VARGHARIZEE) NOT NUL VARCHAR(2%5} NULL o HEE Yo 1 I
| hostld INT NULL TINYINT(1) NULL | | hardFieLimit BIGINT NULL
| type ENUM NOT NULL] ;A»x:;:m m:‘“‘l | softFieLimit EIGINT NULL | | \
hardCapacityLimithE BIGINT UL
| | |H 1% T NOTHULY  custer TRINT() UL | . | I
| |z T worwo] VARCHAR(EES) L | |
| Jbackend_tun_to_voimely| | | ! remaoumeia INT NULL lsstAcquiredTime  DATETIME NULL | £ * l
Scoumn | ‘\ | aveeis N NuLL |
| T I = VARCHAR(255) NULL f Y T ?f Y | |
i label 'VARCHAR(258) NULL
FrontendStorageld INT NOT NULL -ﬁ-
b [ NOT NUL
| e e I tinPovsoned  TINVINT)  Nornuily | ] M- - - b — ¥
bl [ oo et T r oL
| e | consumedCagsotyME BIGINT  NoT UL e § storagela I wor o)
I . | | | SIGINT NoT NULLL Ssentier VARGHAR(788) NOT NULLL
| tyee VARCHAR(258) NULL rame VARCHAR(2%5) NOT NULL
l J’ | | || et TINYINTI) NULL e VARGHAR(258) NOT NULL]
| | repicaTarget TINVINTT)  NULL minProvisioingSupporisd TINVINT() - NoT UL
TS g TINYINTEY)  NULL minProvisionsa TnvinTi) o nutl
|| eymees INT NULL spaceGuarantze. ENUM NULL
NOTNULLfp — — — — — dskGroup VARCHAR(228) NULL pp—— TNviNT) o oLl
Powmgid T NOTRULL | e TINYINT)  NULL | |  sionssourcsia Nt UL
— Noenpey el vitusStorsge VARCHAR(25) NULL o INT NULL
[ hesa VARGHARI(258) NULL | | lastSnapsholTime DATETE  NULL
| oo wincanzss | CetmAcnenaTine DAETE UL
 saorenngeoieyls  INT NuLL [ ¥ | | = VARGHAR(255) NOT UL
| awaleng TNviT) o wul ¥ siomgeld e deiliy | [ VARCHAR[ZSE) NULL
lstknounAcoessTime DATETIME  NULL [ [P AncHrAEs e i) | protestionType WARCHAR(Z85) NULL
| bgead Lo L ) nor wut | | Jedeaigtany Ei5 e
isvirus —_ ] upe
S | techoogytype  EnUM nuLL | ] | | dadupaSavingsCB BONT MU
o wd VARCHAR(Z5) NULL totslloostedCapssiy i BIGINT NOT NUL
i INT NOT NULL || atstame oy wornd | [ | ‘ totslUsedCapaciyls BIGINT nor
Y baskandlonid VT NOTNULy | w VARGHAR(255) NULL totslUsedCapastyFromDevisslEBIGINT NULL
Qoomgeld T NOT NULL T ¥ | | dstsAlocatedCapsciyB  BIGINT NULL
i VARCHAR(23) NOT NULI L [ " detaUsedCapaciyls BIGINT NULL
ntisterPartian VARCHAR(ZE) NT NUL CF s Haree T S snapshordlocatedCapsciy M8 BIGINT UL
targetForiWan  VARCHAR(255) NOT NULL] I | SHComa snapshotUsedCapacity 8. BIGINT NULL
e anTolssbieRat FLOAT nor nul
| L] INT 2L 1 Moy ——— BIGINT NULL
(L £ Frommn T NOTNULLY ¥ intemalVolameld INT NOT NUL ctherAlocatedCapacinMB BIGINT NULL
| dentifier ::sg::aass; o F stougeld INT NOT NUL \ialCionaSavedCapsciyME  BIGINT
name R(255) identifier VARCHAR(TGE) NOT NULL TINVINT(1) NOT NULL
| VARCHAR(255) NOT UL T T L it S
T T T T T 9 quorsHaniCapsoiyLimithB EIGINT NULL g sourcsSiorageld INT NoT NULL compressiona, BIGINT oL
quotaSofiCapacityLimitéE EIGINT NULL § sourceCueeld  INT NoT NuLJ ul VARCHAR(ZS5) NULL
QuotaUsedCapacityM  BIGINT o 0 o9 ageSomgeld INT NOT NULL il vaRCHAR@SG NULL  f*
e ENUM NOT UL mode VARCHAR228) NULL
securityStyle ENUM NuLL ‘technology VARCHAR(25S) NULL T
B VARCHAR(ZEE) NULL ®  GunCalculsied TINYINT(1)  NOT NULL A
cplockes TINVINTE) NOT NULL e IEEET QMR AT
urd VARCHAR{255) NULL

Nodo di archiviazione

274



Sstorage poot |

= Column
T INT ]
storageld INT =
stor:
== identifier VARCHAR(TES) [
?;"“"“" T T storsgeNodeld  INT [ | type VARCHAR(255) [
— % {¥ storagePoclld INT [] name VARCHAR(255) [F]
storageld INT [ storageld INT [ Fhianvision'mgSLeromed TINYINT{1} 153
name VARCHAR(2EE) [F] e & INT [ include|nDwhCapacity TINVINT(1) [
identifier VARCHAR(TES) [ B — raidGroup TINYINT() [
version VARCHAR(255) [ vendorTier VARCHAR(285) []
—— model VARCHAR{ZEE) [ autoTiering TINYINT(T}) [
seriziNumber VARCHAR(255) [T usesFlashFools TINYINT() [
4 state VARCHAR(258) [T redundancy VARCHAR(2E5) [[]
partnerModeld INT s snapshotAllocatedCapacityMB BIGINT Ik
memory SzeMB BIGINT | snapshotUsedCapacityMB BIGINT A
cacheSzeMB BIGINT 0 datatliocstedCapacityME  BIGINT 0
numberOfProcessors INT Ik — — —— —<* datallsedCapacityMB BIGINT [
url VARCHAR(255) |:|r | | totalAllocatedCapacityMB  BIGINT =
totalUzedCapacityMB BIGINT ]
T | | rawTollsableRatio FLOAT [+
e reservedCapacityMB BIGINT A
| otherUzedCapacityMB BIGINT 0
| otherallocatedCapacityMB  BIGINT |
] sionoetionr 3 skt i
] portid = 3 | iimiisn TINVINT{Y) [
= = storage_node_to_internai VEIME]) patiek
storageld INT [ B storageNodeld compressionEnabled TINVINT() [
: = Column L«
chassisConnectorld INT - i volumeld INT_ (/] d=dupsRatio FLOAT |
TY storageNodeld  INT 7] e T & | dedupeSavingsGa BIGINT
FF intemalolumeld INT B g o
chassisConnectorld INT [ compressionRatic FLOAT Ik
5"""‘9*"; 4 :E % | compressionSavingsGE BIGINT O
i nnector|
iassis url VARCHAR(2E5) [
| i Virtus] TINYINT{T} [
| status VARCHAR(255) [
_=3 nternal_wvolume | Svolume
g.Cohlmn SColumn
¥u s =l | i INT Bl
i storagePocild INT = | pre— T 5]
! ;':’;t’;?_e'd LN:RCMR % § intemaNolumeld INT 0
Sl storage_port I i~ i | qreeld I O
S Column VeCep T name VARCHAR(255) [
fu INT tﬁ isioni TINYINT( | e ARl
e D vy e m o thinProvisioned TINYINT(Y [
controlierld INT & thinProvisioned TINYINT{1} = | capscityMB BIGINT &
storageld  INT @A spaceGuarantze ENUM [ “ : BIGINT &
consumedCapacityMB
wamn VARCHAR(2EE) [#] dedup=Enabled TINYINT() [ | SR e S &
nodeWwn  VARCHAR(255) [#] ¥ cloneSourceld INT ] i paciww’ T =
portld VARCHAR(2E5) [7] snapshotCount INT 0 | e VARCHAR(ZES) [
name VARCHAR(ZEE) [T lastSnapshotTime DATETIME 0 | e T 0
speed VARCHAR(12) [T lastKnowncoessTime DATETIME ] esbiatand TINVINTE)
controller  VARCHAR(25%) [ status VARCHAR(288) [ | N INYINTOY
url VARCHAR(2EE) [ virtuslStorsge VARCHAR(2EE) [7] wlil : e A
active TINYINT() [ protectionType VARCHAR(ZES) [y | diskGroup VARCHAR(25) [
flashPoolEligibility ENUM 0o TNvINTEY
tedpeit Bt 0 virtuslStorage VARCHAR(ZS5) [
M';”Pesa"'"‘gs‘f’a S g:g::; 0O hesd VARCHAR(255) [[]
locatedCapstity] -
tols : L - 4 rowcbonType VARCHAR(2E5) [
mluwuﬂ ) BIGINT JE| technologyType ENUM O
totalUsedCapacityFromDeviceMBBIGINT | sutaTieringPolicyld INT 0
datatllocatedCapacityMB BIGINT ] R
" ing TINYINT() [
datalsedCapacityMB ) BIGINT O wuid VARCHAR(ES) [
snapslnwbcaheﬂc\a.pamtyﬂﬁ BIGINT s s=Mainframe TINYINT{ &l
snapshotUsedCapaciy B BIGINT A Bl Time DATETIME o
rawTollsableRatio FLOAT JEil|
' url VARCHAR(255) [
otherlis=dCaparityMB BIGINT 5] isVirtual TINYINT(T) [0
otherAllocatedCapacityMB BIGINT =]
totsiCloneSavedCapacityME  BIGINT 0
compressionEnabled TINYINT{1) =
compressionRatio FLOAT 1|
compressionSavingsGB BIGINT [
url VARCHAR(2E5) [T

wid VARCHAR(285) [ |
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T NoT NUL

=0 T L
rstuakey  VARCHAR(TSE) NOT NULL
o VARCHARES) NULL

winaiCenterly  VARCHARESS) NULL
Gustefiame  VARGHAR(ES) NULL
staCentehiame. VARCHAR(ZES) NULL

L
ssaner NARCHAR{2S5) NOT NULL

TINVINT

Scoum

& ] T NoT NULL

ety VARGHAR(TE) NoT NULL| e T o oL}
)

ot VARCHARSS) NULL SCour w NoT N
name [ | cetmcioesial NG NP wantiter 'VARCHAR(TES) NOT NULL
ocapacityhs BIGINT P | indecaslakre i NN 41 name. VARGHAR(28) NOT NULL]
rovioredCapacity 8 BGINT  NULL F obeels VT NOTNULL cuotsbadCapacty st BIGIT  NULL
visCentey | VARGHAR(ZSS)NULL = aeie T o CuetsSoACa S BIGINT  NULL
fescapsotl BGINT UL auelaUssiCapactyitB  BIGINT
wseiCapeeiylE BGINT  NULL e Evum nor hu
w VARCHARSS) NULL uw

e

VARCHAR(S12) NULL

V8 INT NuLL
VARCHAR(10) NULL

T
S 1y

en N
owETME NULL o
NoT NuL

§ rassrareis
resconly

T N
TINYINT NULL

s L
wey 'NARGHAR(TSS) NOT NULL|

usesCapasityForReportinghe BIGINT NOLL

un NARCHAR(259) NULL

et
sont

e "
nownas ot | “

TNT NOT NULL
§ uratiacnneia INT NULL
Furnaiska  INT NULL

Datamart di capacita

_Aggggggggjgjgggﬂgggggg

T sngea T
aeeis N7 AL
LomelsINT NOT U

§resSeia T NOTNULL
ool INT NOTNULL
INT NOT NULL

NOTNULL
N

Satree.

n

NOT NULL
Nor nuL|

b B
repVolume TINYINT(f)

NOT NULL|

NuLL
NOT N

Le immagini seguenti descrivono il datamart della capacita.
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TNVINTG) ML
N NuLL
VARCHAR(225) NULL
TNVINTE) ML
.

255) NULL
VARCHAR(2SS) NULL

VARCHARIZSS) NULL
T NULL
TINVINT(T)  NOT NuLY
DATETME  NULL
BiGINT NuLL
TNVINTG) WL
N L

e

23 We  EGNT el rssrveaCpaonyUE BiGINT NULL
orllsedCapaciets sIGINT NoTNULL oherlsedCapastME  BIGINT NuLL
BIGINT NULL
e EIGINT NuLL ShyscaDsKCapaciyME  BIGINT NuLL
pacit/lS v e Vil TINVINT(Y)  NOT NULL
srapsholAloosiedCapaotylE  BIGINT e VARCHAR(ZS) NULL
srapshotUsedCapasity IGINT NuLL seftLmiCapasiys SiGINT
TeUssbierato NoT NuL dedupeEniod TINVINT(S)  NoT NuL
poses TNYINT(s)  NoT huL

ttsConeSavedCapacity i3 BIGINT NULL
compressionErabisd TNYINTG)  NOT N
FLoAT NULL

ressionRt
comprassorSauingsGE BGINT
VARCHARES) NULL

potooo
intertaces TET



INT NOT NULL

VARCHAR(255) NOT NULL|
VARCHAR(TE8) NOT NULLJ

Sappication_groun dimensBREz] | =l

SJcoumn HCowma VARCHAR(TES) NOT NULL
T T NOT NULL T INT NOT NULL vaRGHARZSE) NoT UL e Erers
B T pame  VARCHAR(ZEZ) NOT NULL VARCHAR(1024) NOT NULL}
repfpe  VARCHAR(ZES) NOT NULL vAnGHARETII R vmcmafzss)) o s VARGHAR(Z55) NOT NULL|
§ repapeTe INT NOT NULL AL identifier VARCHAR(TEE) NOT NULL
Happlication_ cardinality SWALLINT ~ NOT NULU o oo M2 VARCHAR(ES) NULL i VARCHAR(1024) NOT NULL
datarh Sl SR ] Lelp AL model VARCHA NOT NULL
Scoumn mest  TINYINTE)  NULL thinFrovisioningSupparted TINYINT(1)  NULL RY255)
¥ seoCrougTk INT NOT NULL " T gsteTk INT NULL thinProvisioned TINYINT()  NULL manufacturer  VARCHAR(ZEE) NOT NULL
GameTe  INT NOT NULLY ‘ wuid VARGHAR(255) NULL 5‘?’“'““’“‘7 . i:ig::mi :E
T #Rep  TINVINTNULL | flexGroupldentifier VARGHAR(TES) NULL neloaooiic etole R
i TNNTOERL | i = e it family VARCHAR(Z55) NOT NULL|
l | | latest TINYINT()  NULL M I it
= i i i latest TINYINT(f)  NULL
A | | i VARCHAR(ZSE) NULL dalelig e BT
Scoumn il VARCHAR(255) NULL
T INT NGT NULL | | T [ eCee VARCHAR(ZS5) NULL
name  VARCHAR(255) NOT NULL |
description VARCHAR{255) NULL 4 l
prioity  VARCHAR(2S5) NULL
i INT NULL
West  TINVINT{)  NULL
dsteTk INT NULL INT NOT NULL
url VARCHAR(255) NULL INT NOT NULL
::I mxhﬂi e storageName VARCHAR[Z55) NOT NULL]
lbusiness_enity_dimensien )| By Lt ok vancuaRsy wL |
Ebusime e e o type VARCHAR(255) NULL
Scoiumn [ e el o HoL] redundancy VARCHAR(258) NULL
T INT NOT NULL SRR =L e thinProvisioningSupported. TINVINT(T)  NULL
fuliname VARCHAR(1024) NOT NULL| appli m""’m INT NOT NULL i NULL
e s latest TINYINT(1) NULL
tenant VARCHAR(265) NOT NULLY [ spplcatonGromsTk INT At
ot VARCHAR(255) NOT NULL] § et INT NOT MULL gateTh INT NULL
businessUnit VARCHAR(255) NOT NULL R servicelevelTk i o isWirtual TINYINT{1} NULL
project VARCHARN 0] M Dt 1 businezsLinit VARCHAR(255) NOT NULL SoesEhshoot Thatent) RO
o I L I businessEntiyTk INT NOT NULL = biindet ] i
banct TINYIN} Lt kasNsmespaceTk INT NOT NULL
it Ll acdon kBsNamespaceGrougTk INT worhuLll, Hservice |
protectionType VARCHAR(2E) NOT NULL SlColimn
storageAooessType  ENUM NOT HULL ¥ wr worwu]
. f o e g T T A e A
Slhost_group_s .V el = b 255 W R name  VARCHARIZES) NOT NULL]
DG, gt marpesmy TINVINT(T)  NOT NULL 2:'“” ‘DNJUELE ﬁﬂﬁ
= INT HOT NULL] | provisionedCapacityMB  BIGINT NOT NULL| | " o
Host  VARCHARI[Z55) NOT NULL] ussdCapacinyME. BIGINT NOT NULL
?;:Hosm i [ﬂ”w il | o | latest  TINYINT()  NULL
= cardinality SMALLINT  NOT NULL| T T | dale Tkl LELE
Laralp dateTk INT NULL | ‘ INT HOT NULL
B oty L] ! - VARCHAR(228) NOT NULL
f? hostGroupTk INT NCT NULLS | | L identifizr VARGHAR(788) NOT NULL |
¥ hostTk INT HOT KULLS & ‘storageldentifier VARCHARITES) NOT NULL|
T | | tu0s s | we S or
i [ [ ks namespace_group_ dmension IS ﬂ T ML
‘Hhost_di ie I l— SJColumn $ latest TINYINT(f)  NULL
Blockmn _ —— f :e 5 L‘:TRCHARGBE} &1 :ﬁ i I e Sdate == L S
ntifier
Fu INT NOT MULLS — VARCHAR{Z25) NOT NULL [>— % epKBsNamespace  WARCHAR{ZES) NOT NULL| ERE
nmme VARG [ARi2aals ST peE clusterName VARCHAR(258} NULL replcBsMamasgacaTke, 1011 S ¥  INT NoTNUL
dentifir  VARCHAR(7E3) NOT NULL] i il i cardinaiity SMALLINT  NOT NULL
i VARCHAR(1024) NOT NULL] dateTk INT NULL
3 (1024) ; PP fulDate DATETIME NOT NULLL
o5 VARCHAR(ZSS) NULL e s Sl TNORT T RN
model VARGHAR{255) NOT NULL daylnYear SMALLINT NOT NULLJ
manufscturer VARGHAR(ZEE) NOT NULLY dsterear SMALLINT NCT NULL]
u INT NULL T 1 monthNum TINVINT  NOT NULLJ
S TINVINTI)  NULL R i daylnWeekNum  TINYINT  NGT NuLLl
dateTk INT NULL quarter TINYINT  NOT NULL]
= VARCHARIZES) NULL ll dayinQustter  SMALLINT NoT NuLLL
datsCenter  VARCHAR{255) NULL repQuarter TINYINT  NOT NULLJ
= rephtonth TINYINT  NOT NULL]
?k;":"'" T T repWesk TINYINT  NOT NULL|
iamespaceGroup repDay TINYINT  NOT NULL
f kB=NamespaceTh INT NOT NULL| e TINYINT(1) NULL
i=Rep TINYINT() NULL yearLabel CHAR(H)  NOT NULL
b INT ULL ‘monthLabel CHAR(7T} NOT NuLL
quaterlsbel  CHAR(T) NOT NuLL)
rephlonthCrlatest TINYINT  NOT NULLJ
sspFlsg TINYINT  NOT NULL]
future TINYINT{1) NOT NULL]
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=lcolumn
7t INT NOT MULL
name VARCHAR(255) NOT NULL
identifier VARCHAR(768) NOT NULL
vendorDiskGroupType VARCHAR(255) MULL
diskType VARCHAR(255) NULL :
status VARCHAR(255) NULL istorage_dimension NES]
redundancy VARCHAR(255) NULL =\Column
vendorTier VARCHAR(255) MULL ? th INT NOT MULL
i VA name VARCHAR(255) NOT NULL
L ey DL P & Ny NOs identifier VARCHAR(768) NOT NULL
) latest TINYINT{1) MNULL — —— — —% ﬁ dateTk INT MOT NULL in VARCHAR(1024) NOT NULL
¢ oateTk el fred o P storageTk INT  NOTNULL model VARCHAR(255) NOT NULL
ENirE AL ST NU'—'—r_ ] P storagePoolTk INT  NOTNULLRy 5  manufacturer VARCHAR(255) NOT NULL
] | P diskGroupTk INT  NOTNULL serialNumber  VARCHAR(255) NULL
| CraChE HCH microcodeVersion VARCHAR(255) NULL
usedCapacityMB BIGINT MOT MULL family VARCHAR(255) NOT NULL
ﬂstoragejool di | physicalDiskCapacityMB BIGINT MOT NULL url VARCHAR(255) NULL
— L _‘ — @ Factdescribes disk group capacity and its id INT NULL
S Column | usage Iatest TINVINT(1) NULL
7t ihih BT s ? dateTk INT NULL
identifier VARCHAR(768) NOT NULL | dataCenter VARCHAR(265) NULL
name VARCHAR(255) NOT NULL | |
storageName VARCHAR(255) NOT NULL | -
storagelP VARCHAR(1024) NOT NULL |
type VARCHAR(255) NULL |
redundancy VARCHAR(255) NULL | =lColumn |
thinProvisioningSupported TINYINT(1) | \? 1k INT MOT MULL |
usesFlashPoals TINYINT(1) NOT NULL i T ET R |
us VARCEAR I _ _| . dayinMonth TINVINT  NOT NULL |
i I e [ dayinYear SMALLINT NOT NULL.
ftest Ut ua) Sl | dateYear SMALLINT NOT NULL |
'} dateTk S Salis yearLabel CHAR(4)  NOT NULL |
isVirtual TINYINT(1) NULL | e e |
| monthLabel CHAR(T)  NOTNULL
| dayinWeekNum  TINYINT  NOT NULL |
— — — —< quarter TINYINT ~ NOTNULLfo— — — — — — — — — =
quarterLabel CHAR(7)  NOT MULL
dayinQuarter SMALLINT NOT NULL.
repQuarter TINYINT ~ NOT NULL
rephonth TINYINT ~ NOT NULL
repWeek TINYINT ~ NOT NULL
repDay TINYINT ~ NOT NULL
repMonthOrLatest TINYINT  NOT NULL
sspFlag TINYINT ~ NOT NULL
latest TINYINT() MULL
future TINYINT({1) NOT NULL
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=l Column
Ptk INT NOT NULL
7 tk INT NOT NULL name VARCHAR(255) NOT NULL
name VARCHAR(255) NOT NULL natiiral(ey) xig:i;g‘;ﬁ: :SIL”ULL
sequence  INT NULL I - T T i
cost DOUBLE NULL | virtualCenterlp WARCHAR({255) NULL
" T NULL | url VARCHAR(255) NULL
id INT NULL
Iatest TINYINT(1) NULL
 dateTk T NULL | latest TINYINT(1) NULL
| ips VARCHAR(4096) NULL
| ¥ dateTk INT NULL
Sldate_amension TS| | |
=l Column |
Dtk INT NOT NULL | ‘
fullDate DATETME  NOT NULL s uti tect S
dayinMonth TINYINT ~ NOT NULL | -
daylnYear SMALLINT  NOT NULL
dateYear SMALLINT  NOT NULL sizeNB BIGINT NOT NULL
yearLabel CHAR(4})  NOT NULL usedMB BIGINT NOT NULL INT NOT MULL
monthNum TINYINT  NOT NULL dateTk INT NOT NULL identifier  WARCHAR(TES) NOT NULL
monthLabel CHAR(T)  NOT NULL hostTk INT NOT NULL name WARCHAR(255) NOT MULL
dayinWeekNum  TINYINT ~ NOT NULL vmiTk INT NOT NULL B _ _ _ _ type ENUM NOT NULL
quarter TINYINT - NOT NULL computeResourceTk INT  NOT NULL domain  WARCHAR(255) NULL
quarterLabel CHAR(T) MNOTNULLg— — — — — — — % 7 INT NOT NULL i TEXT NULL
dayinQuarter SMALLINT  NOT NULL storageTk INT  NOT NULL os WARCHAR(255) NULL
repQuarter TINYINT NOT MULL tierTk INT NOT NULL id INT NULL
rephlonth TINYINT NOT NULL (it -’.g t INT NOT NULL Jatest TINYINT(1) NULL
repWeek TINYINT NOT NULL .r? dateTk INT NULL
repDay TINYINT NOT NULL
repMonthOrlatest TINYINT NOT NULL
sspFlag TINYINT ~ NOT NULL
Iatest TINYINT({1) NULL
future TINYINT(1) NOT NULL

= Column
Pt INT NOT NULL =IColumn
name VARCHAR{255) NOT NULL 7tk INT NOT NULL
identifier VARCHAR(TE8) NOTNULL — N ARCIATEE G kL =] Column
: VARCHAR{ IO DR identifier  VARCHAR(768) NOT NULL  t T SN
VERCHARZ0) ST ip WVARCHAR({1024) NOT NULL computeResourceldentifier VARCHAR(788) NOT NULL
VARCH, SHOLAEE =T 0s VARCHAR(2S5) NULL name VARCHAR(255) NOT NULL
: D pbeie G e model WVARCHAR(255) NOT NULL Iocation VARCHAR(255) NULL
micrcadeNersinn VARG T manufacturer VARCHAR(Z55) NOT NULL hardwareld VARCHAR(255) NULL
family VARCHAR(255) NOT NULL il VARCHAR(2EE) NULL Hine VARCHAR(255) NULL
url VARCHAR(255) NULL o e NULL d INT NULL
id INT e latest TINVINT(1) NULL latest TINYINT(1) NOT NULL
latest TINYINT(1) LR dataCenter  VARCHAR(255) NULL ¥ dateTk INT NULL
dataCenter VARCHAR(255) NULL 7 dateTe £ NULL
§ dateTk INT NULL
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NOT NULL
MOT NULLS

TINYINT(E) NULL

NULL

Svsives e, i T s
S business_e
oass lspotoaton_roup_dinGRSeRIZY| Ao borsesl
Tic INT NOT NULL
Fix INT NOT NULL! 5 | W
Column i=R=p TINYINT{1) NULL
fulname  VARCHAR{1024) NOT NULL T s T
tenant VARCHAR{ZES) NOT NULL A o — — —
lob VARCHAR{ZE5) NOT NULL p :““"w i S st 1
businessUnit VARCHAR{255) NOT NULL o
sl VARGHARDSS) NOT NUILL] cardinality SMALLINT ~ NOT NULL L
: dateTk  INT NULL
ol INT NULL e
latest TINYINT(1) NULL
e INT NOT NULL| dateTk INT NULL S Coltait
name  VARCHAR[Z55) NOT NULL I T L) jeeat
sequence  INT NULL name VARCHAR([255) NOT NULL]
cost DOUBLE NULL ‘ description VARCHAR(255) NULL
" INT NULL ; priority  VARCHAR[ZEE) NULL
Iatest TINYINT(1) NULL id INT NULL
dateTk  INT NULL tatest TINYINT(f)  NULL
datsTk  INT
F o INT NOTNULLlp — — — — — — VARCHAR(255) NULL
T oat=Tk INT NOT NULL
storageTk INT NOT NULL
storageFoolTk INT NOT NULLY
Coh .
?m - e e intemalVolumeTk INT NOT NULL = storage_pool_t
— — — — &} vinualStorageTk INT NOT NULL Scoumn
name  VARCHAR{255) NOT NULL] terTk INT NOT NULL Tu = ey
sequence  INT NULL
phaiontc iy SEDR dentifier VARCHAR[TES) NOT NULL|
ocost COUBLE NULL applicationGroupTk INT NOT NULL] VARCHAR(255) NOT NULL
i INT NULL Jf cervicelevelTk INT NOT NULL ‘:’ e i S e ta
stest TINYINT(1)  NULL businessUnit VARCHAR{ZEE} NOT NULL| it
dateTk  INT NULL  businessEntiyTk e i storagelP VARCHAR({1024) NOT NULL
i VARCHAR(2E5) NULL
i i P e :t:\dam:y VARCHAR(2EE) NULL
amespaceG —_——
:‘:{N Ty;"'ﬂ gﬂw E:i thinProvisioningSupported TINYINT(1} NULL
Slinternal_volume_dim; L P virtual TINYINT(T)  NULL
ElCoiumn a1brata:’2::uityﬂﬁ :i":ﬁTHA g: :ﬁ e
2 tatest TINYINT(T)  NULL
¥tk INT NOT NULL] consumedCapacityMB BIGINT NOT NULL T e i
name VARCHAR(ZES) NOT NULLR — — — ﬁf’am@ MB g:gﬁ £¥ :ﬁ: igVirtual TINYINT(1) NULL
entifier VARCHAR(TEE) NOT NULL | seapcy! usesFlashPools TINYINT()  NOT NULL
storageFoolldentifier VARCHAR(TEE) NOT NULL] — — & ostsUnus=dCapaciylE BIGINT NOT HULLJ ol VARCHAR(255) NUILL
storageNarme VARGHAR(ZES) NOT NULL] =napshotAllocatedCapacityME BIGINT NOT NULL
storagelP VARCHAR{1024) NOT NULL] snapshotUsedCapacityMB  BIGINT NOT NULL
fype VARCHAR(ZSS) NULL totaiCioneSavedCapacityM8  BIGINT NOT NULLY
virtualStorags VARCHAR{ZES) NULL dedupeRatio FLGAT NULL e
spaceGuaranise VARCHAR(2E5) MULL d=dupeSavingsGE BISINT MULL PSP | ...
thinProvizioningSupportsd TINYINT{T) NULL rauTollsablzRato FLOAT T NuLL F i INT NOT NULL]
thinProvisioned TINYINT{T} NULL snapshotCount INT MULL ", identifier VARCHAR(TEE) NOT NULL]
wuid VARCHAR{255) NULL lz=tSnapshotTime DATETIME MULL name VARCHAR(255) NOT MULL}
flexGroupldentifier VARCHAR(TEE) NULL compressionRatio FLOAT HULL clusterName  VARCHAR(255) NULL
i NULL compressionSavingsGE BIGINT NULL " INT NULL
latest TINYINT{1} NULL objectStorelisedSpaceGE  BIGINT HULL Istest TINYINT(T) NULL
datsTk INT NULL [ L] dateTk INT NULL
wri VARCHAR(2EE) NULL J> J> |
Tdate_dimensio ! T?———————
= S storage. —tr—t—tr—
[ Colum:
oo SComn | | ks namespace aroiip Bridse NE|
! trkuna,m I[::r'I'EFIlI'E ﬁ: :t T il beslBt | | St
ul
kBeNamespaceGroupTk INT
daylinMonth TINYINT  NOT NULL :”;{E :;:Eﬁ;m E xﬁ | | ; k8sNamespaoeTk INT
daylnYear SMALLINT NOT NULL 47051 -
dateYear SMALLINT NOT NULL] L VARCHAR(102¢4) NOT NULL | | isRep
monthNum TINYINT  NOT NULL model VARCHAR(255) NOT NULL § e INT
daylnWeskNum  TINYINT  NOT NULL ek ac s AR T NULL L S S ———
e ditm e seriallumber VARCHAR(255) NULL
dmyinQuster  SMALLINT NOT NULL microcodeVersion VARCHAR{ZES) NULL
repQuarter TINYINT  NOT NULL ':""“Y r’;:TR‘:”"‘F‘m) m]_"““— = Cotumn
Month TINYINT  NOT NULL
E;\Neek TINYINT  NOT NULL katest FRTEIEHT) N 0 v 2 sealii o
oty Sl Smin datsTk INT NULL repKBsNamespsce  VARCHAR{255) NOT NULL
i TINVINT(E) NULL ul VARCHAR{255) NULL repKBsNamespacsTh INT NOT NULL|
bel CHAR[®)  NOT NULL dataCenter VARCHAR{255) NULL :::My |50NTMLLINT KEILNLILL
monthLabel CHAR[T) NOT NULL
quarterlzbel CHAR(T) 'NOT NULL
repMonthOrLatest TINYINT — NOT NULL]
sspFiag TINYINT  NOT NULL
future TINYINT{1) NOT NULL
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=lk8s_pv_di
=jColumn
ik INT
identifier VARCHAR(768)
name VARCHAR(255)
clusterdame VYARCHAR(255)
phase VARCHAR(B4) [
pvchlame VARCHAR(255) [
id INT [
latest TIMNYINT(1) [l
dateTk INT [
=lk8s_cluster
=l Column
Ptk INT
identifier  VARCHAR(762)
name VARCHAR(255)
id INT [
latest TINYINT(1) [
P dateTk  INT [

Capacita del porto

—_————

—

o TlkBs_pvc_s
= Column
Pt INT
dateTk INT
pvcTK INT
clusterTk INT
namespaceTk DOUBLE
pvTk INT
pwSizeBytes DOUBLE [
pucSizeBytes DOUBLE [] _i
| | |
S | |
l |
|
|
=lk8s_nam L
=|Column
Ptk INT
identifier WARCHAR(TES)
name VARCHAR(255)
clusterame VARCHAR(255)
id INT [l
latest TINYINT(1) [F]
dateTk INT [

=ldate_di
=]Column

7tk INT
fullDate DATETIME
dayinMonth TINYINT
daylnYear SMALLINT
dateYear SMALLINT
yearLabel CHAR({4)
monthMum TINYINT
monthLabel CHAR(T)
dayinWeekMum  TINYINT
quarter TINYINT
quarterLahel CHAR(T)
daylnQuarter SMALLINT
repQuarter TINYINT
repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINT(1) [
future TINYINTIT)

=lk8s_pvc_ ¢ -

=] Column

Ttk INT
identifier WARCHAR(7G8)
name VARCHAR(255)
clusterMame VARCHAR(255)
namespaceMame VARCHAR(255)
pviame VARCHAR(255) [
phase VARCHAR(B4) [
id INT [l
latest TINYINT{1) [
dateTk INT [
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—ports_fact - =l connected _device meirﬁ GENERIC DEVICE |
Pt INT itk
7 dateTk [T M & ek
P sattchTk IMT M anuEctuer STORLGE
. connecedDeviceTk |MNT i ol AT
? portTk IMT type
fabiic VARCHARZSS) finmaare TAPE
peed VARCHARAD) idl
connedtivityT yoe EMUR | sted
type YVARCHARESS)
datus . ? VARCHARGOD — — — — — — — — — — *|
[ S _ |
| | |
ZIport_dimension Sdate_dimension Iswitch_dimension_
dth [T th INT Ptk INT
P WARCHAR(2SS)e | fullDate DAT ETIME T WARCHAR(25 5]
Pid FMT davi nonth TIRMINT M e WARCHARZ5 5]
lated  TIMYINT1] dayinear ShALLINT ip WARCHARZ5 5]
P dateTk INT date Year S ALLINT tn oclel WARCHARZ55)
tm anthitum TINT [ — “®  manufacturer VAR CHAR(ZS5)
dayd mrveekMum TIMYIMT firmweare VAR CHAR[ZSE)
uarer TINYIMT '} id INT
dayinQuarter  SMALLINT late TIMYINT (1]
repcuater TIMYINT ’:{ dateTk IMT
reptdonth TIMYINT dataCenter VARCHAR[ZSS)
repiEek TIRMINT anitchlewvel  WARCHAR[ZSS)
repbay TIMYINT
| ates TIRMINT




Slcoumn

T =ppBroupTk INT NOT NULL

B apeTk INT NOT NULL
isRep TINYINT(1) NULL

Sistorage_pool_ dimension IS

e
T INT NOT HULL
Mentifier VARGHARITER) NGT NULL]
3 opteasi S| - nnchamce hor
Slcoumn [ INT NOT NULL storageName VARCHAR(255) NOT NULL|
T INT NOT NULL name  VARCHAR(2E5) NOT NULL ::””E‘P x:;zxgg::) ﬂ‘_"“‘-‘-
uence  INT NULL pe
o ] e m Cow | mL,  dEmE
e aun 4 i il Syt A T ST
Pt pesi est  TINVINTG) NULL
ik S latest TINVINTIY  HULL
dateTk INT NULL
T isWirual TINYVINT(T)  NULL
usesFlashPocks TINYINT()  NOT NULL|
| VARGHAR(ZES) NULL

|
|
g

s namespace drmerEEAINEY]

SiColum
S aspiication_cimension || NIPS] T INT NOT NULL
Bcoumn 0 o INT MOT MULLfw— identifier VARCHAR(TE8) NOT NULL|
Tk INT NOT NULLE>— — — — g T NOT NULL name VARCHAR@EGNOTNULLE — —
nams VARCHARIZ55) NOT NULL| storsgeTk INT NOT NULL clusterName VARCHAR(Z55) NULL l
description VARCHAR{285) NULL <toragePoolTk INT NOT NULLp— — — —x ® INT NULL
pridly VARCHARR Y imtemalVolumsTk  INT NOT NULL] e TGS ‘lkts namespace sroup riaae M|
W INT NULL atresTh INT NOT NULL dateTk INT NULL SColumn
latest  TINYINT(1)  NULL virtusiStorageTk INT NOT NULL INT NOT NULL
dateTk INT HULL tieiTk INT NOT NULL}  kBsNamespaceTk INT NOT MULL}
url VARCHAR(256) NULL sarvicsLevelTk INT NOT NULL =Rep TNV MU
applicationTk INT NOT NULL G et S
spplicationGroupTh INT NOT NULL]
businessUnit VARCHAR(Z55) NOT NULL b
Srvic T Jemr SR e |
L —— — —#7 kEsNamespaceTk INT NOT NULL
T NOT NULL k8sNamespaceGroupTk INT NOT NULL kiR INT NOT NULL |
storagebccessType  ENUM NOTNULLE™ — — — —=  repi8sNamespace  VARGHAR(256) NOT NULLFS— — — — —
\‘-’:THCHAH{M& :ﬁl”’m protectionType VARCHAR(255) NOT NULL] repiBshamespaceTk INT NOT NULL
Dl G hardLimitCapacityMB  BIGINT NOT NULL] candinality SMALLINT NOT NULL|
A | e =
S a
P A [ e Saese_amenson - ES)|
| missingQuotalimit= ENUM NOT NULLE®™— — colmn
| T "y T | Gt INT NOT NULL
| | name VARGHAR(25E) NOT NULL
e _| | | | s identifier VARCHAR(TEE) NOT NULL
= Column | | | | storagaldentifier VARCHAR[TEE) NOT NULL
Foe INT NOT NULL] | | type ENUM NOT NULL
name VARCHAR(255) NOT NULL| l | - Ll it
entifier VARCHAR(TES) NOT NULL | | lstest TINVINT{T)  NULL
torageFoolidentifier VARGHAR(TES) NOT NULL) | dat=Tk INT NULL
storageName VARCHAR(ZEE) NOT NULL [
storagelF VARCHAR(1024) NOT NULLE & T i | | _
:‘;:am'* x:;g::gg:‘;: :3‘1‘ fulname  VARCHAR{1024) NOT NULL] ==
tenant VARCHAR{255) NOT NULL| l l = bk
BRI B D lob VARCHAR{Z55) NOT NULL| T INT HOT NULY
t::?:::&'f’swm I::z:m:; :i businessUnit VARCHAR{ZS5) NOT NULL| = storage P DATETIVE NOT NULL
el i I el
; nYear
:ugmwdmmrﬂ r;:TRCWm’ zﬁ ks ALEhEL I, kLl name VARCHAR(ZES) NOT NULL datefear SMALLINT HOT NULL
ey e daisTk INT NULL identifier VARCHAR(TEE) NOT NULL manthium TINYINT  NOT NULL
dareTk INT NULL P VARGHAR(1024) NOT NULL day:n';\:\‘eekwm ;:m:jr NNSI zil-
model VARCHAR(25E) NOT NULL quar
L SRR manufacturer VARCHAR(255) NOT NULL] daylnCuarter SMALLINT NOT NULL
seralNumber  VARCHAR(Z5E) NULL repQuarter TINYINT  NOT NULL
micropodeVersion VARGHAR(255) NULL rephionth TINYINT - NOT NULL
Farily VARCHAR regilesk TINYINT  NOT NULL
u INT NULL repDay TINYINT  NOT NULL
latest TINYINT(T)  NULL latest TINYINT() NULL
dateTk INT NULL yeouiahol CHAR(4}  NOT NULL
wil VARCHAR(255) NULL menthLabel CHAR(T) NOT NULLJ
dataCanter VARCHAR(2EE) NULL quaterlabel  CHAR(T) NOT NULLJ
rephonthOrLatest TINYINT  NOT NULLJ
sspFiag TINYINT  NOT NULL
future TINYINT{1) NOT NULL
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=l efficiency_fact

= Column

7tk INT NOT NULL
¥ dateTk INT NOT NULL
? storageTk INT MOT MULL

rawCapacityMB BIGINT
| backendCapacityMB BIGIMNT
storageTechnology VARCHAR(255) MULL

gainMB BIGINT MOT MULL
lossMB BIGIMT MOT MULL
potentialGainMB BIGIMNT MOT MULL

potentialLossMB BIGIMNT MOT MULL

|
|
|
1
|
}

=Istorage_dimension

=] Column

? tk INT NOT NULL
name VARCHAR(255) NOT NULL
identifier VARCHAR(768) NOT NULL
ip VARCHAR(1024) NOT NULL
model VARCHAR(255) NOT NULL

manufacturer
serialMumber
microcodeVersion

VARCHAR(255)
VARCHAR(255)
VARCHAR(255)

family VARCHAR(255) NOT MULL
id INT NULL
latest TINYINT(1) NULL

¢ dateTk INT NULL
url VARCHAR(255) NULL

dataCenter VARCHAR(255)
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=Jdate_dimension

— T T T~ column

7tk INT NOT NULL
fullDate DATETIME MNOT MWULL
daylnMonth TINYINT  MOT NULL
daylnYear SMALLINT  MOT MULL
dateYear SMALLINT  MOT MULL
monthMNum TINYINT  MOT MULL
daylnWeekMum  TINYINT  NOT MULL
quarter TINYINT  MOT NULL
daylnCluarter SMALLINT  MOT MULL
repQuarter TINYINT ~ MOT MULL
rephonth TINYINT  MOT NULL
repWeek TINYINT  MOT NULL
repDay TINYIMT ~ MOT NULL
latest TINYINT(1) MULL
yearLabel CHAR(4) MNOT MULL
monthLabel CHAR(T)  MOT MULL
quarterLabel CHARIT)  MNWOT MULL
repMonthOrLatest TINYINT MOT MULL
sspFlag TINYINT  MOT NULL
future TINYIMNT(1) MOT NULL




=ldate_dimension

=ltier_dimension _

=l Column

7tk INT NOT NULL
identifier VARCHAR(YG8) NOT NULL
name VARCHAR(255) NOT NULL
storageName VARCHAR(255) NOT MULL
storagelP VARCHAR{1024) NOT NULL
type VARCHAR(255) NULL
redundancy VARCHAR(255) NULL
thinProvisioningSupported TINYINT(1) NULL
virtual TIMYINT( 1) NULL
usesFlashPools TIMNYINT( 1) NOT MULL
id INT NULL
latest TINYINT( 1) NULL
dateTk INT NULL
isVirtual TIMNYIMNT ) NULL
url VARCHAR(255) NULL

=lcolumn = Column
Pk INT NOT NULL ? ik INT NOT NULL
fullDate DATETIME MNOT NULL name VARCHAR(255) NOT NULL
daylnMonth TINYINT ~ NOT NULL sequence INT NULL
daylnYear SMALLINT  MNOT NULL cost DOUBLE NULL
dateYear SMALLINT  MNOT NULL id INT NULL
monthMNum TINYINT ~ MOT NULL latest TINYINT(1) NULL
dayinWeekNum  TINYINT ~ NOT NULL dateTk INT MNULL
quarter TIMYINT MOT MULL
| daylnQuarter SMALLINT  NOT NULL] Y
repQuarer TIMNYINT MNOT NULL |
repionth TINYINT MOT MULL
repWeek TIMYINT ~ NOT MULL. |
repDay TIMNYINT MNOT NULL |
latest TINYINT{1) NULL
yearLabel CHAR(4)  NOTNULL |
maonthLabel CHAR(T)  NOTNULL i
quarterLabel CHAR(7)  NOT NULL =lstorage_and_storage_pool,
repMonthOrLatest TINYINT MNOT NULL =lColumn
sspFlag TINYINT ~ NOTNULLE— | ¢ INT NOT NULL - — — —
future TIMYINT{1) NOT NULL .? dateTk Nt NOT NULL
? storagePoolTk INT MOT MULL
? storageTk INT MOT MULL
'? tierTk INT MOT MULL
Zlstorage_dimension backend TINYINT(1) NOT NULL
=lcolumn virtual TINYINT{1) NOT MULL
Tk INT NOT NULL capacityMB BIGINT  NOTNULL
rawCapacityMB BIGINT MOT MULL
ot vaRcraRen noThuL|  USeCmee il
) usedRawCapaci
L O snapshotUsedCapacityMB BIGINT  NOTNULL
el VARG Sl o snapshotUsedRawCapacityMB BIGINT  NOTNULL
mamer ULL isVirtual TINYINT{1) NOT MULL
se.rla i . softLimitCapacityMB BIGINT MULL
;:';:;mdeversmn xﬁggﬁg:g; :S'LI'IT\IULL unconfiguredRawCapacityMe BIGINT  NOTNULL
id INT NULL spareRawCapacityMB BIGINT MOT MULL
|atest TINYINT(1) NULL failedRawCapacityMB BIGINT MOT MULL
unusedVolumeCapaci
:stacemer xﬁggﬁg:g; :Stt volumsConsumadCapacityMe BIGINT  NOTNULL
mappedyolumeCapacityMB BIGINT MOT MULL
maskedVolumeCapacityMB BIGINT MNOT MULL
internalVolumeAllocatedCapacityMB  BIGINT MOT MULL
internalVolumelUsedCapacityMB BIGINT MOT MULL
internalVolumeConsumedCapacityMB  BIGINT MOT MULL
dedupeRatio FLOAT MULL
dedupeSavingsGB BIGINT MULL
compressionRatio FLOAT MULL
compressionSavingsGB BIGINT MULL
compactionRatio FLOAT MNULL
compactionSavingsGB BIGINT MULL
objectStorelsedSpaceGB BIGINT MULL
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= Column

T INT NOT NULL
name VARCHAR{255) NOT NULL
sequence  INT MULL
cost DOUBLE NULL
id INT NULL
latest TINYINT()  MULL
dateTk  INT NULL

= Column
¥tk INT NOT NULL = Column
name VARCHAR{ZES) NOT NULL it INT NOT NULL
identifier VARCHAR(TEE) NOT NULL T dateT INT NOT NULL
version VARCHAR{ZEE) NOT MULL R storageTk INT MOT HULL
modsl VARCHAR{ZES) NOT NULLf— — — — —# ] storsgeNodeTk INT NoThULLE,
serislNumber VARGHAR{ZEE) NOT NULL G b= INT NOT NULL
siteMName VARCHAR{ZE5) NUILL totaiNodeC spacity UtilEationMB DOUBLE NULL
url VARCHAR{ZE5) NULL usableModzCapacity UtilizationMB DOUBLE MULL
i INT NULL usedhodeCapacityUtiizationMB DOUBLE MULL
Istest TINYINT(1)  NULL ussdMstaDataNodeCapacityltizationMB  DOUBLE NULL
datsTk INT NULL allowsdhetaD CapacityltilzationMB DOUBLE NULL
o|
1
= Cohsmn
Ttk INT NOT NULL]

name VARCHAR{2E5) NOT NULL

ilentifier VARCHAR{TEE) NOT NULL

ip VARCHAR{1024) NOT NULL

model VARCHAR{2EE) NOT NULL

manufacturer  VARCHAR{ZEE) NOT NULL

serislMumber  VARCHAR(255) MULL

microcodeVersion VARCHAR(ZE5) MULL

famity VARCHAR{2EE) NOT NULL

W INT NULL

latest TINYINT{1) MULL

dateTk INT MULL

wrl VARCHAR{2EE) NULL

dataCenter VARCHAR{2EE) NULL
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= date_di

= Column

e INT NOT NULL
fullDate DATETIME NOT NULL
dayinMonth TINVINT  MOT MULL
daylin¥ear SMALLINT MOT MULL
dateYear SMALLINT MOT MULL
manthhum TINYINT  MOT HULL
dayinWeskNum  TINYINT  MOT NULL
quarter TINVINT  MOT NMULL
dayInCuarter SMALLINT MOT MULL
repluarter TINYINT  MOT MULL
rephonth TINYVINT  MOT NULL
repiVesk TINYINT  MOT MULL
repDay TINYINT  MOT MULL
latest TINYINT{T) MULL
yearLabal CHAR{#)  MOT MULL
maonthl sbel CHAR(T) MOT NULL
quarterLabel CHAR{T)  MOT MULL
rephonthOrLatest TINYINT  MOT NULL
sspFlag TINYINT  MOT MULL
furture TINYINT{E) MOT MULL




Slvm dimension |

SColumn
Tk INT NOT NULL
=
name VARCHAR(ZEE) NOT NULL
naturslitey  VARCHAR{TEE) MOT NULLJ ?CWM E:”:mc"&—'“m o T MOT NULL
o VARGHAR[ZEE) NULL o e INT NOT NULL
— name  VARCHAR(ZES) NOT NULL
virtuaiGenterlp VARCHAR(255) NULL ‘ name VARCHAR(2E5) NOT NULL| ¥ e i sl — nos INT MULL
i INT NULL sequence INT NULL used TINYINT(1)  NULL [ ;Eq"'e i S
latest TINYINT(1)  NULL | e DOUBLE NULL vmSpecific TINYINT(1)  NULL | 5 i T
dateTk INT NULL i INT NULL replicationSpecific TINYINT(1)  NULL
: latest  TINYINT(T)  NULL
ips VARGHAR(4088) NULL | laest  TINVINT()  NULL description VARGHAR(ZEE) NULL | s | o 0 s
url VARCHAR{255) NULL ‘ dateTk INT NULL T |
e smensonED| ‘ | -
e ‘ | l | Column
T INT NOT NULL ‘ ] Fu INT NOT NULL
name VARCHAR(255) NOT NULL Elvm_capacity_ract NES. — — — — — — tephpp  VARCHAR(255) NOT NULL
identifier VARGHAR(TEE) NOT NULL ‘ I —— L NOT NULL
storageldentifier VARCHAR(TES) NOT NULL NOT NULL cardinality SMALLINT  NOT NULL ——
type ENUM NOT NULL NGT NULL dateTk  INT NULL  — =] application_
id INT NULL NOT NULL [ Sl Column
Iatest TINYINT{1)  NULL NOT NULL T 2ppGroupTk INT NOT NULL]
dateTk INT NULL NOT NULL P 2poTk INT NOT NULL]
intemalVolumeTk  INT NOT NULL] i M Rep TINYINT(1) NULL
Tk INT NoTHULLE*— — — — — — — —
Sldatastore il O bl EETINE
‘S Column it s st T INT NOT NULL
T T NOT NULL wﬁwl:ﬁ S T rame  VARCHAR(Z55) NOT NULLJ
apy roup
naturalKey VARGHAR(285) NOT NULL] tarTk INT NOT NULL Sescpion: VAR BH A
name VARCHAR(2E5) NOTNULLE— —— —— ~— —— —— “® ¥ sarvicelevellk INT NOTNULLR — _‘ ;’"’"’Y YGRCHAW} :b’&
'moid VARCHAR(255) NULL wmTk INT MOT NULL
d INT NULL datastorsTk INT NOT NULL bies TITYIECH S
West  TINYINT()  NULL atsStorsName  VARCHARGIZINULL  fp— — — = \ ::‘e“‘ \‘JTRCHAR :t't
dzeTk INT NULL datsStoreld INT NULL (255)
vimaiCenterlp  VARGHAR(Z55) NULL |
businessUnit VARGHAR(Z52) NOT NULL IS — — — — | |
businessEntityTk  INT NOT NULL|
M P kBsNodeTk INT NOT NULL ‘ | ‘
fo— — — — — —#*  ciorageAcosssType ENUM NOTHULLRy |
INT NOT NULL 1 capaciyTyps ENUM NOT NULL 1 ‘ e e e
VARCHAR(2EE) NOT NULL st BIGINT NCT NULL | | |
identifier VARCHAR(TSE) NOT NULL] — == = =% pwvisoncdMB  BIGINT NOT NULL VARGHAR(Z55) NOT NULLJ
storag=Poolldentifier VARGHAR(TE8) NOT NULL | . | ‘ | Eleatifer, VA ]
storageName VARCHAR(Z55) NOT NULL | | L7 VARGHARINI NEE ARt
storagalP VARGHAR{1024) NOT NULL | | | | o= ::;g:gﬂm :OU‘T‘LNULL
type VARCHAR(258) NULL | |
; manufacturer VARCHAR(ZEE)  NOT NULL]
vinuaiStorage VARCHAR(2EE) NULL | | :
INT NULL
spaceGuarantes VARCHAR(255) NULL | | .
thinProvisioningSupported TINYINT{T) NULL | | | ‘ | ::1‘1 E;YINT{H zi‘t Slhost_group.
thinProvisioned TINYINT(1) NULL | | ‘ ot s i L » = Column
waid VARCHAR(25S) NULL | [ i i {25? AL T hosiGroupTk INT NOT NULL
flexGroupldentifier VARGHAR(TES) NULL | | | | il pd i hestrc INT NOT NULL
] INT NULL :
latest TINYINT(T) NULL | B Lol b | ‘ | —— LS
dateTk INT NULL | | identifier  VARGHAR(7EE) NOT NULL] |
url VARGHAR(25E) NULL name VARCHAR(ZES) NOT NULLY | |
| clusterName VARCHAR(ZE5) NULL | |
| i INT HULL ik INT NOT NULL
Scoum met iR | | eprost VARCHAR(ZE8) NOT NULL
| T INT NOT NULL l J> k'l repH.nst.Tk INT NOT NULL]
| fullDate DATETIME NOT NULL k ::T“:""" I“”N’_'r""‘"m :&_TL"”""
INT NOT NULL dayinonth TINYINT  NOT NULL Sl storage_
VARCHAR[1024) NOT NULL | evinvesr SMALLINT NOT NULL Scolmn
VARCHAR(Z55) NOT NULL b greoien SMALLITE Dy e T INT NOT NULL
VARCHAR(255) NOT NULL} o monthNum TINYINT  NOT NULL| p— VARCHA NOT NULL
VARCHAR(ZEE) NOT NULL daylnWeskNum TINYINT ~ NOT NULL it s o ekt
VARGHAR(255) NOT NULL} ixley TR io VARCHAR{1024) NOT NULL}
5 o T dayinQuarer  SMALLINT NOT NULL
rter TINYINT  NOT NULL i b S o P
latest TINYINT(T) NULL W\i:h Slan e VARCHAR NOT NULL
SateTk INT NULL i il e seralNumber  VARCHAR{ZES) NULL
t microcodeVersion VARCHAR(ZE5) NULL
replay: TREHTE Mt famiy VARCHAR(2EE) NOT NULL]
latest TINYINT(1) NULL . o il
yearlabel CHAR{#) NOT NULL
monthLabel CHAR(T} NOT NULL :::_;k T;T‘m{“ :ﬁ
quaterlsbel  CHAR[T) NOT NULL . e
repllonthOrLatest TINYINT  NOT NULL R
sspFlag TINYINT  NOT NULL o
future TINYINT(1) NOT NULL
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Svotme st Y e s s

Siiemor votme amensin S|

Scolumn ?3:"'“’"" = e
i INT NOT HULL T T RO
storsgeldentifies VARCHAR(7E8) NULL identifier WARCHAR(7ES] NOT NULI e VARCHAR(255) NOT NULL T WO NuLL]
btk VARCMR{Es’"O.: i g i el identifier VARCHARITE8) NOT NULI VARCHARI258) NOT NULL] ) .
thinProvisioned TINVINT()  NOT NuLLY storagelP VARCHAR(1024)NOT NULL storsgePoolidentifier  VARCHAR(7ES) NOT NULI VARCHAR(788) NOT NULL] Sservice_lavel
b Vi e o VARCHAR(255) NULL storageName: ARCHARI2E8) NOT NULI VARCHAR(1024)NOT NULLY Hlcolumn
i S L oy VARGHAR(255) NULL storagelP’ VARCHAR(1024) NOT UL VARCHARIZ5S) NOT NULLY T — ST
it e thinProvisioningSusporedTINYINTE1)  NULL ype VARCHAR(258) NULL manufscturer  VARCHAR(255) NOT NULL} s AT
e L PH e i TINVINTH)  NOT NULL vinusiStorage VARCHARI25S) NULL seriaiNumber  VARCHARI2SS]) NULL o e i
I T k aE el spacaGuarantes VARCHAR(25S) NULL micocodeVarsion VARCHAR(ZSS) NULL | o, e i,
8 i il ot TINYINT( NULL inProvisioningSupponsdTINYINT(1)  NULL family VARCHARI25S) NOT NULLY 8 R i
Iatest TINVINT1)  NULL isVirtual TINVINT(1)  NULL Smbyovmdred TIENT( R IEED: i LA HuLL | latest  TINVINT{)  NULL
o TINVINTE)  NULL . VARCHAR(Z55) NULL uuid VARCHARI255) NULL Istest TINYINT(1)  NULL | fowr _wr i
R § dateTx M T :\dexﬁmup\denhlls ::::{CHARF!BE) :SLTLNUL ::lacen(u x::gm;g.::: :3\1_ e
¥ =l Ui | ? st TINMINT(T)  NULL § asteTx INT NULL |
1 e ML | s om s, o S
| |  ostet INT NULL T | =
Sloharsebact foct | | | | 7 mr__ wor wuu
Bt | § storageFool Tk INT HOT HULL]
P INT NOT NULI | ‘ | { storageTk INT NOT NULL]
§ storageTx INT NOT NULL M 77777 il # tieTk INT NOT NULY
'§ storageFool Tk INT NOT NULI | | # badend TINYINT(1)NOT MULL]
§ intenalVolumeTe  INT NOT NULI | INT worn g il capaciyMB BIGINT  NOT HuLU
§ gtreeTic INT NOT NUL = e rawCapacityMB. BIGINT  HOT HULL]
hostTk T NOT NUL | S Mo usedCapadityMB. BIGINT  NOT NULL]
F hostGroupTe INT NOT NULL | Bt G N U U U Ve SENG S VSRS RS S e .. usedRswCspacityMB BIGINT  NOT NULL]
applicationTk INT NOT NULL el ey snapshotUsedCapacityMB BIGINT  NOT NULL]
§ applicationGroupTk  INT NOT NULI | R HEE R e snasshatlsesRenCassciMa BIGINT  NOT NULL]
B tierTk INT wornl = 02020—————— | bt or ] imen: unconfiguredRanCapacityMs BIGINT  HOT HULL]
F senviceLevelTx T NULL nostGroupTE i Hes Scotumn spareRawCapaciyMB BIGINT  NOT NULLJ
businassUnit VARCHAR(ZES)NOT NULLE— — — — — — — — — —8 G e ot e INT NOT NULL] failedRawCapacityMB BIGINT  NOT NULY
1 businessEntiy Tk 1T HOTIRE serviceLevel T INT NOT NULL name VARCHAR(255) NOT NULLJ s ol hoEME
# protectionType VARCHAR(255) NOT NULI storagePoal Tk NT NOT NULL identifier  VARCHAR(768) NCT NULL] usiisediyolumeCapactyiLy EEal leliiis
¥ storagercoessType  ENUM T NULL internslVolumaTk INT noT NuLL ie VARCHAR(1024) NOT NULL} b El T o ]
resourceName VARCHAR{ZE5) NOT NULI qrresTk INT vornuchy T VARCHAR(ZSS) NULL softLimitCapacityMB BIGINT  NULL
§ resourceType 2T REEL KAsNamespacaTk INT NOT NULL model VARCHAR(255) NOT NULLI Yoltmegormune s At S HOTN
# mappedByvi TINYINT(1)  NOT NULI 8sNamespaceGroupTk INT NOT NULL manufacturer VARCHAR(255) NOT NULLL mapradvoiimeCapac L Heann LRl
VirualStorage: TINYINT(1)  NOT NULI isirtual TINYINTIT)  NOT NULY i NT NOLL meged ol e S sty
provisionedCapacityMEBIGINT NOT NULL isBaciend TINYINT(1)  NOT NULL atest TINVINTI)  NULL T O A |
usedCspacityMB BIGINT NOT NULL protectionType VARGHAR(255) NOT NULI url VARCHAR(255) NULL Al O e e ]
 ameTs Lt LEUAL ishecazsad TINYINT{1}  NOT NULI datsCentar VARCHAR(ZES) NULL intearra Vo imaConstimedCapan B I B
isOrphaned TINYINT(1)  NOT NULL astetx INT NULL dacipanato TLoAT L
isProtection TINYINT(1]  NOT NULL Y Y i IF:S“T :g:-uuu
isUnused TINYINT(1)  NOT NULY
ishasked TINYINT(1)  NOT NULL > e s coniions s oy
= isMapped TINYINT{1)  NOT NULI $
L I ] HOjHE provisionedCapecityMB BIGINT NoTnULy Acihc:‘s!m_
name VARCHAR(255)NOT NULLFP— — — — — — — — — — #*  aoceccdCepactyME  BIGINT NULL. - z —" 3 host_group)
igentifier VARCHARI768) NOT NULI crphanedCapacityMB  BIGINT NULL B INT NOT WULLY oo
storapaldentifier VARCHAR{7E8) NOT NULI protectionCapacityMB  BIGINT NULL. repHost  VARCHAR(25B)NOT NULLES— —— —#.= —
type ENUM NOT NULI unusedCapsciyMB  BIGINT NULL F repHostTE INT NoT NuLLE ‘ﬂ hosicaoinTE NI AL
L LA s I T*  consumedCapacityM8  BIGINT MOTNULLGg — — cardinality SMALLINT  NOT NULL] § nostre LA NOT NULL
Istest TINYINT(1) NULL daysSinceLastAcoessed INT NULL § dsteTk INT NULL isRep TINVINT{1jNULL
9 dateTk i e | | —_—
url VARCHARIZEE) NULL | 1 T | .
i J> . Sldate dimension
| K HColumn
i S8 namespace grol e namespace dincision S| e WT___wor L
E‘m’—‘_ | Scolumn fullDste DATETIMENOT NuLL|
Scalumn | W INT NOT NULI INT NOT NULL dayinManth TINYINT  NOT NULL
B INT NOT NULL (255) NOT NUL VARCHAR(TE8)NOT NULL] deylnYesr SMALLINT NOT NULL
name:  VARGHARIZBOING EERY | repkBsNamespacaT INT NOT NULL VARCHAR(258)NOT NULLY dteYear SMALLINT HOT HULL
sequence INT NULL o — cerdinality Mt e clusterName VARCHARI2E5)NULL yasrl akel CHAR(4) NOT NULLJ
cost COUBLE NULL s S e i T NULL monthNum TINYINT  NOT HULL
i LA R Istest TINYINT(1)  NULL monthLabel  CHAR(7) NOT NULLJ
Istest TINYINT(1)  NULL T dateTk INT NULL dayinWeekNum  TINYINT  NOT NULL
FaateTe INT NULL quarter TINYVINT  NOT NULL]
| -—h quanerlabel  CHAR() NOT NULL
dayinQuarter  SMALLINT NOT HULL
oz sz iz oz = - rapQuarier TINYINT  NOT NULL]
rephontn TINYINT  NOT NULL]
repWesk TINYINT  NOT NULL
s r2pDay TINYINT  NOT HULL]
repMonthOrLatest TINVINT  NOT NULL
Blcalwit sspFlag TINYINT  NOT NULL
T sNsmespaceGroupTk INT NOT NULL ey TINYINT(NOLL
B i8shamespaceTk ML L L future: TINYINT{1JNOT NULL

isRep
L3

TINYINT{1)NULL
INT NULL.

Performance Datamart

Le immagini seguenti descrivono il datamart delle prestazioni.
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= Column

7tk INT
Slapplication_volume | name  VARCHAR(255)
=JColumn =]Column descripion VARCHAR(255) [
7tk INT P tk BIGINT priority VARCHAR(255) [[]
name VARCHAR(255) PP timeTk INT RS U VARCHAR(255) [[]
sequence INT [ fo————— —#9 dateTk INT id INT [l
cost DOUBLE & 7 applicationTk INT latest TINYINT(1) &
id INT F #? applicationGroupTk INT P dateTk INT [
latest TINYINT(1) Fl P tierTk INT ?
P dateTk  INT = FP senviceLevelTk INT
7 businessEntityTk INT |
readResponseTime DOUBLE |
writeResponseTime DOUBLE |
totalResponseTime DOUBLE ; T
lolalResponseTimeNiax DOUBLE | lapplication group biidgel)
) readThroughput DOUBLE | SlCalumn
business_entit writsThroughput DOUBLE ¥ appGroupTk INT
SlColumn sumOfaveragesVolumeThroughput DOUBLE | P® appTk INT
7tk INT maxOMaxvolumeThroughput DOUBLE | . IsRep TINYINT(1) [
ullname VARCHAR(1024) sumOfilaxVelumeThroughput DOUBLE |
tenant VARCHAR(255) readions feeius |
lob VARCHAR(255) —_———® writelops DOUBLE
businessUnit VARCHAR(255) sumOfaveragesvolumelops DOUBLE *
project VARCHAR(255) maxOfdaxVolumelops DOUBLE M
id INT sumOMaxVolumelops DOUBLE S comn -
|atest TINVINT(1) readCacheHitRatio DOUBLE [7] =
@ dateTk INT writeCacheHitRatio DOUBLE [ 7t L
totalCacheHitRatio DOUBLE [ — ———< repapp WARCHAR(255)
totalCacheHitRatioMax DOUBLE [7] ? repAppTk  INT
writePending BIGINT cardinality SMALLINT
readloDensity DOUBLE [ ¢ dateTk INT [
writeloDensity DOUBLE [
2 totalloDensity DOUBLE [7]
SColumn totalloDensityMax DOUBLE []
7t Lf __ __ ____ _ compressionSavingsPercent DOUBLE [ - -
name VARCHAR(255) compressionSavingsSpace DOUBLE [ Eldate_dimi
sequence INT [l totalTimeToFull DOUBLE [T] T T T T Hcelumn
cost DOUBLE [ confidencelntervalTimeToFull DOUBLE [F] Ptk INT
d 7 & fullDate DATETIME
fatest ATV daylnMonth TINYINT
P dateTk __INT [l dayinVear SMALLINT
dateYear SMALLINT
yearLabel CHAR(4)
=i monthNum TINYINT
Ptk INT monthLabel CHAR(T)
? hourDateTime DATETIME daylnWeekNum  TINYINT
hour TINYINT quarter TINYINT
minute TINYINT quarterLabel CHAR(T)
second TINYINT daylnQuarter SMALLINT
microsecond MEDIUMINT repQuarter TINYINT
F dateTk wr - e — % repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TIMYINT{1) [
future TINYINT(1)

Prestazioni dello switch cluster
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Eltime_dii

= Column

Ptk INT

'? hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond MEDIUMINT
dateTk INT

i

=ldate_dimensic
=|Column

290
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e
| 7tk INT — ] =l cluster_switch _p_
fullDate DATETIME | =lColumn
Hcluster_switch_port | dayinionth TINYINT 7« INT
=J|Column daylnYear SMALLINT | “}’ timestamp BIGINT
R« INT dateYear SMALLINT | timeTk DOUBLE
¢ timestamp BIGINT yearLabel CHAR(4) L @& dateTk INT
timeTk DOUBLE monthhum TINYINT clusterSwitchPortTk INT
dateTk INT monthl abel CHAR(T) clusterSwitchTk ~ INT Fl
clusterSwitchPorTk INT daymWe sk I EIhE storageTk INT ]
clusterSwitchTk  INT B L o storageMaodeTk  INT B
storageTk INT Fl Ry . quatedaby CHAR(T) __ __., receiveBytes DOUBLE []
storageModeTk  INT & daylnQuarter SMALLINT transmitBytes DOUBLE [T
receiveBytes DOUBLE [ rEpOtixies TINYINT totalBytes DOUBLE []
transmitBytes DOUBLE [ rephionth TINYINT receiveDiscards ~ DOUBLE [
totalBytes DOUBLE [7] repWeek TINYINT transmitDiscards DOUBLE [
receiveDiscards DOUBLE [T Teplyay bl totalDiscards DOUBLE [F]
transmitDiscards  DOUBLE [ repMoninQit:atest iRy receiveErmors DOUBLE []
totalDiscards DOUBLE [T sspFlag TINYINT transmitErrors DOUBLE []
receiveErors DOUBLE [[] IatesE TINYINT(1) ] totalErrors DOUBLE [T
transmitErrors DOUBLE [] T HETNEET receivePackets DOUBLE [
tatalErrors DOUBLE [ | transmitPackets DOUBLE [
receivePackets DOUBLE [7] | totalPackets DOUBLE []
transmitPackets DOUBLE [ | Y
totalPackets DOUBLE [f] SoElarlE ] |
¥ | R
|
I ! | = cluster_switch_|
| SColumn | B t INT
| 7R INT | identifier VARCHAR(255)
| identifier VARCHAR(TES) clusterSwitchid INT Il
| name VARCHAR(255) | storageld INT [l
| address VARCHAR(255) [ | storageNodeld INT E
serialMumber VARCHAR(255) | name VARCHAR(255) []
| netwark VARCHAR(255) [] ] duplexType VARCHAR(255) []
—— —<  version VARCHAR(255) [ — — — storageModePortName VARCHAR(255) [
model VARCHAR(255) [ - storageModePorthMtu VARCHAR(255) []
manitored CHAR 1 portindex VARCHAR(255) [[]
monitoringEnabled CHAR F isl CHAR [
monitoringReason CHAR ] macAddress VARCHAR(255) [
id INT F mtu VARCHAR(255) [
latest TINYINT(1) B number VARCHAR(255) [
? dateTk INT [l type VARCHAR(255) []
? timestamp BIGINT 1 speed VARCHAR(255) [
id INT F
latest CHAR E
dateTk INT F
P timestamp BIGINT E]




Hldate_di

=lColumn
7t INT |
fullDate DATETIME
daylnMaonth TIMNYINT
daylnYear SMALLINT
dateYear SMALLINT
yearLabel CHAR({4)
monthNum TIMYINT
monthLabel CHAR(T)
dayinWeekMum  TINYINT
quarter TINYINT
quarterLabel CHAR(T)
daylnQuarter SMALLINT
repQuarter TINYINT
repMonth TIMNYINT
repWeek TIMNYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINT(1) [
future TINYINT(T)
»
=ldisk_dime

=lColumn

R INT
identifier VARCHAR(768) [
storageldentifier VARCHAR(TG8) []
name VARCHAR(258) [
speed INT ]
location VARCHAR(266) [
role ENUM
vendor VARCHAR(255) [
madel VARCHAR(255) [
type EMUM
diskGroup VARCHAR(255) []
status ENUM
serialNumber  VARCHAR(255) []
url VARCHAR(266) [
id INT 1
latest TINYINT(1) [

P dateTk INT [l

Prestazioni orarie del disco

=]Column
0tk INT
——————————————————— —# name VARCHAR(255) [¥]
identifier VARCHAR(T68)
ip VARCHAR(1024)
E model VARCHAR(255)
Eldisk_daily manufacturer  VARCHAR(255)
=lColumn serialNumber VARCHAR(255) [[]
?g ti INT microcodeVersion VARCHAR(255) [[]
7 timestamp BIGINT family VARCHAR(255)
dateTk INT T Ty Al VARCHAR(255) [7]
diskTk INT & 3 £l
_____ o storageTk INT latest TINYINT(4) [
storagePoolTk INT y deyatienie VARCHAR(285) [
readThroughput ~ DOUBLE [] ¥ oateTk Ll £l
writeThroughput ~ DOUBLE [7]
totalThroughput DOUBLE []
totalThroughputMax DOUBLE [7]
A aE e readlops DOUBLE [ -
| writelops DOUBLE [ Zlstorage_pool_di
| totallops DOUBLE [] =Column
| totallopshax DOUBLE [ 72tk INT l
| ree.lduti.li.zati.on DOUBLE [ b Edonbifer VARCHAR(768)
writeUtilization DOUBLE [7] A VARCHAR(255)
| fotaltfureahon DOUBLE [] storageName VARCHAR(256)
i -I— — totalUtilizationMax ~ DOUBLE [] storagelP VARCHAR(1024)
| accessed INT 7 fpe VARCHAR(255) [
redundancy VARCHAR(255) [7]
| thinProvisioningSupported TIMNYINT{1) [
| usesFlashPools TINYINT(1)
L e U VARCHAR(255) [[]
id INT [
latest TINYINT(1) [
isVirtual TINYINT(1) [
¢ dateTk INT [l

=lstorage_dimens
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S]Column =lColumn
Rtk INT W« BIGINT Bstorage. gl
® hourDateTime DATETIME ¢ timestamp BIGINT =lColumn
hour R — e * imeTk INT T w5
minute TINYINT dateTk INT - - -
o TINVINT TR e identifier VARCHAR(768)
microsecond  MEDIUMINT storageTk INT name ST )
9 dateTk INT AN o storageiame VARCHAR(255)
LN g g B
readThroughput  DOUBLE [] ;t;’eragelp :ﬁgﬁﬁggﬁ;ﬁ
writeThroughput ~ DOUBLE [[] f[® — — — — —
redundancy VARCHAR(255) []
o proug DOUBLE [F] thinProvisioningSupported TINYINT(1) 1
totalThroughputiMax DOUBLE [] C
readin s DOUBLE [ usesFlashPools TINYINT()
writelops DOUBLE [ Iudrl :}ECHARQSS] S
| totallops DOUBLE
SColumn totallogsru'lax DOUBLE E i et .
7t INT readUtilization  DOUBLE [ ? :;';';‘ka' H;Y'NT(” S
fullDate DATETIME I — — — — — Y write Utilization DOUBLE [F]
daylnMonth TINYINT totalUtilization DOUBLE [T
dayinYear SMALLINT totalUtilizationMax  DOUBLE [
dateYear SMALLINT accessed INT [ r _
yearLabel CHAR(4) SlColumn
monthNum TINYINT L Pt INT |
monthLabel CHAR(T) | name VARCHAR(255)
daylnWeekNum  TINYINT | identifier VARCHARI(T768)
quarter TINYINT “1disk_dimens ip VARCHAR(1024)
quarterLabel CHAR(T) = - model VARCHAR(255)
dayinQuarter  SMALLINT SColumn manufacturer  VARCHAR(255)
repQuarter TINYINT e Bl | serialNumber  VARCHAR(255) [
repMonth TINYINT identifier VARCHAR(768) microcodeVersion VARCHAR(255) [
repWeek TINYINT storageldentifier VARCHAR(768) [[] family VARCHAR(255)
repDay TINYINT name VARCHAR(255) [[] VARCHAR{255) W
repMonthOrLatest TINYINT speed INT 7] id INT Fl
sspFlag TINYINT location VARCHAR(255) [7] |atest TINYINT(1) E]
latest TINYINT(1) [ role ENUM dataCenter VARCHAR(255) [O]
future TINYINT(1) vendar VARCHAR(255) [ 9 dateTk INT E
model VARCHAR(255) [[]
type ENUM
diskGroup VARCHAR(255) [[]
status ENUM
serialNumber  VARCHAR(255) [7]
url VARCHAR(255) [[]
id INT [
latest TINYINT{1) [
® dateTk INT =

Prestazioni orarie dell’host
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=lhost_volume_hol

=lColumn = Column
=IColumn ? BNt 7t INT
7tk INT . P timeTk INT name VARCHAR(255)
fullname VARCHAR(1024) ? dateTk INT identifier VARCHAR(768)
tenant VARCHAR(255) 'ﬁ hostTk INT ip VARCHAR(1024)
lob VARCHAR(255) - ‘ﬁ hostGroupTk INT . 08 VARCHAR(255) [
businessUnit VARCHAR(255) P tierTk INT model VARCHAR(255)
PFOJECT VARCHAR(255) B serviceLevelTk INT manufacturer VARCHAR(255)
id INT [l @ businessEntiyTk INT url VARCHAR(255) [
- Jeeat TINYINT(1) £l readResponseTime DOUBLE id INT El
? dateTk i = writResponseTime DOUBLE latest TINYINT(1) E
totalResponseTime DOUBLE ? dateTk INT 1
totalResponseTimeMax DOUBLE dataCenter VARCHAR(255) []
=] service | : readThroughput DOUBLE
=|column 'l | writeThroughput DOUBLE Y
9, th INT sumOfAveragesVolumeThroughput DOUBLE [7] |
maxOfilaxvolumeThroughput DOUBLE
name  VARCHAREEI sumOfaxvolumeThroughput DOUBLE | Thost_group_bridge NIIES)
sequence INT El-— % isadops DOUBLE |  Scolumn
_COSt DOUBLE il writelops DOUBLE | 77 hostGroupTk INT
id INT £l sumOfAveragesVolumelops DOUBLE P
latest TINYINT(1) 1 | ﬁ i "
maxOflaxvolumelops DOUBLE 2
P dateTk INT ] sumOfMaxVolumelops DOUBLE | il il Dl
readCacheHitRatio DOUBLE []
writeCacheHitRatio DOUBLE [ l
totalCacheHitRatio DOUBLE [ M_
: ! totalCacheHitRatiolax DOUBLE [ ;Column
=lColumn writePending BIGINT ? tk INT
? i INT readloDensity DOUBLE [] . . TR RCEee
fullDate DATETIME writeloDensity DOUBLE [ ? :DHE;TK = (255)
daylntlonth TINYINT e ks 4 rainalty SHALLINT
Y o totalloDensityMax DOUBLE [] ? ;a; !‘ka ity b =
dateYear SMALLINT compressionSavingsPercent DOUBLE [ S
yearLabel CHAR(4) compressionSavingsSpace DOUBLE [
monthiNum TINYINT totalTimeToFull DOUBLE [
monthLabel CHAR(T) confidencelntervalTimeToFull DOUBLE [ Hltier_di
daylnWeekNum  TINYINT ’ '| =JColumn
quarter TINYINT ¥tk INT
quarterLabel CHAR(T) | - ?name VARCHAR(255)
daylnQuarter SMALLINT sequence INT El
repQuarter TINYINT cost DOUBLE A
repMonth TINYINT id INT Fl
repWeek TINYINT =l Column latest  TINVINT(1) [
repDay TINYINT 9t INT s @ dateTk  INT &
rephonthOrLatest TINYINT RS —.? hourDateTime DATETIME
sspFlag TINYINT S TINYINT
latest TINYINT(1) [ L s
o TR second TINYINT
microsecond  MEDIUMINT
@ dateTk INT

Prestazioni giornaliere della VM host
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=ldate_dimensi

= Column
f tk INT
fullDrate DATETIME
daylniMeonth TINYINT
=lhost_vm_daily dayinYear SMALLINT
=l Column dateYear SMALLINT
7tk INT yearLabel CHAR(4)
? dateTk INT manthMum TINYINT
? hostTk INT maonthLabel CHAR(T)
readlops DOUBLE [F] dayinWeekMum  TINYINT
writelops DOUBLE [7] quarter TINYINT
totallops DOUBLE [] guarterLabel CHAR(T)
totallopsMax DOUBLE [l . — daylnQuarter SMALLINT
readThroughput DOUBLE [] i T
writeThroughput DOUBLE [] EEph Ut
totalThroughput DOUBLE [] re”"t';"ee" I:::::I
totalThroughputiax DOUBLE FER
readRespgnzeTime Lo E repMonthOrLatest TINYINT
writeResponseTime DOUBLE [ sspFlag TINYINT
totalResponseTime DOUBLE [] kel TINYINT(1) []
totalResponseTimeMax ~ DOUBLE [ ot TR
cpultilization DOUBLE [
maxCOfavgCpultilization DOUBLE [
memaorylitilization DOUBLE [
maxOfivgMemoryUtilization DOUBLE [T *
swaplnRate DOUBLE [ T host i
maxOfavgSwapinRate DOUBLE [ =
swapOutRate DOUBLE [F] =IColumn
maxOfdvgSWapOutRate  DOUBLE [7] 7 ik
swapTotalRate DOUBLE [T ¥ dateTk INT [
swapTotalRateMax DOUBLE [ name VARCHAR(255)
timestamp Blgwt Gl __ . identifier VARCHAR(763)
ipReceiveThroughput DOUBLE [] ip VARCHAR(1024)
ipTransmitThroughput DOUBLE [T 0s VARCHAR(255) [
ipTotalThroughput DOUBLE [ model VARCHAR(255)
ipTotalThroughputhlax DOUBLE [ manufacturer VARCHAR(255)
The performance daily data for hostvm id INT ]
perfarmance. latest TIMNYINT(1) E7
dataCenter VARCHAR(255) [
url VARCHAR(255) [

Prestazioni orarie della VM host
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=ltime_dimens

=|Column
7 tk INT
? dateTk INT
? hourCateTime DATETIME
hour TINYINT
minute TINYINT =ldate dim
second TINYINT =JColumn
microsecond  MEDIUMINT _— 7t i

Time dimension for performance fullDate DATETIME

fact tables.

daylnManth TINYINT

daylnYear SMALLINT

dateYear SMALLINT

‘ yearLabel CHAR(4)

“Ihost vm_hourly _p monthNum TINYINT
=JColumn monthLabel CHAR(7)
P tk BIGINT dayinWeekMum  TINYINT
— guarter TINYINT
§ omeTk it quaterLabel  CHAR(7)
{ daterk - dayinQuarter  SMALLINT
oot i repQuarter TINYINT
Liadon IRt ., __« rephlonth TINYINT
writelops DOUBLE repWeek TINYVINT
totallops DOUBLE repDay TINYVINT
SotauippaEn ettt rephonthOrLatest TINYINT
re E.ldT hroughput DOUBLE sspFlag TINYVINT
writeThroughput DOUBLE fatast TINYINT(1) [
totalThroughput DOUBLE Kkt TINYINT(1)

totalThroughputiax DOUBLE
readResponseTime DOUBLE
writeResponseTime DOUBLE
totalResponseTime DOUBLE
totalResponseTimelMax DOUBLE

OoOONEOENOCEOOEEEEEEEEDEEE E

cpulltilization DOUBLE g host_dime ;
memaryUtilization DOUBLE 'ECnIumn
swaplnRate DOUBLE _ ? i s
swapOutRate DOUBLE :
swapTotalRate DOUBLE ' dateTk INT l
swapTotalRateMax DOUBLE Rl VARCHAR(255)
timestamp Beat e ., o o g identifier VARCHAR(7ES)
ipReceiveThroughput  DOUBLE ip VARCHAR(1024)
ipTransmitThroughput DOUBLE 0s & Eﬁg:ﬁg:::
ipTotalThroughput DOUBLE e
ipTotalThroughputMax  DOUBLE Eﬂ”UfﬂﬂTUfer EECHAREEEEI
|
The performance hourly data for host W TINVINTC) B
il dataCenter VARCHAR(255) [
url VARCHAR(255) [
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Prestazioni orarie del volume interno

S Column

Pk INT
name VARCHAR(255)
sequence INT |
cost DOUBLE (|
id INT F
latest TINYINT(1) F

P dateTk INT |

=] Column
F ik INT
identifier VARCHAR(768)
name VARCHAR(255)
storageName VARCHAR(255)
storagelP VARCHAR(255)
type VARCHAR(255) [[]
redundancy VARCHAR(255) [7]
thinProvisioningSupported TINYINT(1) [l
isVirtual TINYINT(1) El
usesFlashPools TINYINT(1)
url VARCHAR(255) [C]
id INT M————=
latest TINYINT(1} Fl
P dateTk INT [Fl
=]Column
7tk INT
name VARCHAR(255)
identifier VARCHAR(768)
storagePoolldentifier VARCHAR(768)
storageName VARCHAR(255)
storagelP VARCHAR(255)
type VARCHAR(255)
vinualstorage VARCHAR(255) [If—— — — #
spaceGuarantee VARCHAR(255)
thinProvisioningSupported TINYINT(1)
thinProvisioned TINYINT(1)
uuid VARCHAR(255)
flexGroupldentifier VARCHAR(768)
url VARCHAR(255)
id INT
latest TINYINT(1)
P dateTk INT
=lColumn
Pk INT
fullname VARCHAR(1024)
tenant VARCHAR(255)
lob VARCHAR(255) [@If—— — — — B
businessUnit VARCHAR(255)
project VARCHAR(255)
id INT
latest TINYINT(1)
P dateTk INT

name VARCHAR(255)
sequence INT Fl
cost DOUBLE (=l
id INT El
latest TINYINT(1) El
P dateTk  INT ]
|
L]
=linternal_volume |
= Column
7Rt INT
7 tmestamp BIGINT
timeTk INT
dateTk INT
internalVolumeTk INT
storageTk INT
viualStorageTk INT
storageNodeTk INT
storagePoolTk INT
applicationTk INT
applicationGroupTk INT
tierTk INT
senviceLevelTk INT
businessEntityTk INT
kBsNamespaceTk INT
kBsNamespaceGroupTk INT
readResponseTime DOUBLE [
writeResponseTime DOUBLE [T]
totalResponseTime DOUBLE  []
totalResponseTimeMax DOUBLE [
readThroughput DOUBLE [
writeThroughput DOUBLE [T
totalThroughput DOUBLE [F]
totalThroughputiax DOUBLE [
readlops DOUBLE [F]
writelops DOUBLE [0
totallops DOUBLE [7]
totallopshax DOUBLE [F]
writePending BIGINT |
readioDensity DOUBLE [
writeloDensity DOUBLE [
totalloDensity DOUBLE [
totalloDensityMax DOUBLE [T
abjectCount DOUBLE [
accessed INT I
frontend TINYINT(1)
backend TINYINT(1)
filesystemCapacityPhysicalUsed DOUBLE [
filesystemCapacityPhysicalAvailable DOUBLE  []
filesystemCapacityLogicalUsed DOUBLE [
totalTimeToFull DOUBLE [
confidenceintervalTimeToFull DOUBLE [

INT

name VARCHAR(255) VARCHAR(255)
identifier VARCHAR(768) identifier VARCHAR(768)
ip VARCHAR(255) version VARCHAR(255)
model VARCHAR(255) idel VARGHAR(258)
manufacturer VARCHAR(255) serialumber VARCHAR(255)
serialNumber VARCHAR(255) [ siteName VARCHAR(255)
microcodeVersion VARCHAR(255) [7] url VARCHAR(255)
family VARCHAR(255) id INT
url VARCHAR(258) [ Jatest TINYINT(1)
id INT = dateTk INT
latest TINYINT(T) [

P dateTk INT =
dataCenter VARCHAR(255) []

Performance giornaliera del volume interno
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name

priority

url

id

latest
P dateTk

=lapplication_

description VARCHAR(255)

VARCHAR(255)

VARCHAR(255)
VARCHAR(255)
INT

TINYINTCT)

INT

i e i e

4

=Column
isRep TINYINT(1) []
‘? appGroupTk INT
P appTk INT
L]

=JColumn
P INT
T repApp VARCHAR(255)

‘# repAppTk  INT
cardinality SMALLINT

¢ dateTk INT El

=lColumn

Ttk INT
identifier VARCHAR(768)
name VARCHAR(255)
clusterName VARCHAR(255) [C]
id INT
Iatest TINYINT(1) ]

————— < dateTk INT El

fullDate
dayinMonth
daylnYear
dateYear
yearLabel
manthNum
monthLabel
dayinWeekNum
quarter
quarter_abel
dayinCuarter
repQuarter
repMonth
repWeek
repDay
repMonthOrLatest
sspFlag

latest

future

i

=1ks_namespace.
=Column

Wt INT
repK8sNamespace  VARCHAR(255)
repKgshamespaceTk INT
cardinality SMALLINT
dateTk INT

‘ =lColumn
I ™

hour

minute
& Second
DATETIME
TINYINT
SMALLINT
SMALLINT
CHAR(4)
TINYINT
CHAR(T)
TINYINT
TINYINT
CHAR(T)
SMALLINT
TINYINT
TINYINT
TINYINT
TINYINT
TINYINT
TINYINT
TINYINT(1) [
TINYINT(1)

P dateTk

INT

‘¢ hourDateTime DATETIME

TINYINT
TINYINT
TINYINT

microsecond  MEDIUMINT

INT

=lColumn
?3 k8sNamespaceGroupTk INT
72 K8sNamespaceTk INT
isRep TINYINT(1) [




INT =]Column =JColumn =JColumn
name VARCHAR(255) [V ¥ w4 P INT F t INT
i VARCHAR(768) [V name VARCHAR(255) name VARCHAR(255) [V dentifier VARCHAR(TEB) [V
i = VARCHAR(255) [/ sequence  INT & sequence  INT al name VARCHAR(2SS) [Z
) VARCHAR(2ES)  [7 cost DOUBLE & cost DOUBLE E clusterName  VARCHAR(ZSS) [
serialNumber  VARCHAR(255) E id NT D id INT E d T E
shefae S RRCHAHE S Iatest TINVINT(1) & latest TIYINT(T) E latest TINYINT(T) il
”ﬂr' ‘::RCHARCZ&'" E PoateTe T & Paaek  WT &l dateTk INT F
latest TINYINT(1) [l ?
dateTk INT [l
|
Sstorage_poo dimensioi NS | Sxes_namespace groip BragelE)
=Column =lcolumn | éculu;n B
P o7 . B . #7 kasNamespaceGroupTk  INT
identifier VARCHAR(T68) [V § timestamp BIGINT J | $ kasmmessacﬂ_k P i
name VARCHAR(2S5) [/ e dteT INT 2 | :
: i isRep TNYINT(1) [
storageName VARCHAR(255) [ internalolumeTk INT & |
storagelP VARCHAR(1024) [ storageTk INT 2
type VARCHAR(25S) [ virtualStorageTk INT 2 |
redundancy VARCHAR(258) [ storageNodeTk INT ¥ i |
thinProvisioningSupported  TINYINT(1) [ storagePoolTk INT [l 4
isWirtual TINYINT(1) [ applicationTk INT Il Slkes.n
usesFlashPools TINYINT(1) ™ applicationGroupTk INT 2 =
url VARCHAR(255) [ tierTk INT 2 _ECD’”"”“
id INT F serviceLevelTk INT Fa o INT
latest TINYINT(1) I« businessEntityTk INT 2 repk; VARCHAR(255) [
P dateTk INT F kBsNamespaceTk INT [l repKashamespaceTk  INT &
kBsNamespaceGroupTk INT & cardinality SMALLINT I
readResponseTime DOUBLE & dateTk INT Il
writeResponseTime DOUBLE i
totaResponseTime DOUBLE [ == B
totalResponseTimeMax DOUBLE E2 lapplication ¢
=]Column readThroughput DOUBLE [ Slcolumn
Pt = . writeThroughput DOUBLE [ Ptk INT
name VARCHAR(Z55) totalThroughput DOUBLE l: name. ) VARCHAR(255)
identifier VARCHAR(T68) totalThroughputMax DOUBLE E' dB.SC.FIDlIDI'I VARCHAR(255) |:|
storagePoolidentifier VARCHAR(TEE) readips iy priority  VARCHAR(255) [T
storageName WVARCHAR(255) b DOUBLE [T url VARCHAR(255) [F]
storagelP VARCHAR(1024) tnfaogs DOUBLE [0 d INT 1]
totallopsMax DOUBLE E2 latest TINYINT(1) [E
type VARCHAR(255)  [] : : ’
virtualStorage VARCHAR(zSS) [fi———————————————* wrnaPendm.g BIGINT E2 ? dateTk INT ]
spaceGuarantee VARCHARESS) [ ———— TTiEE [ ?
thinProvisioningSupported  TINYINT(T) F richenly ek
thinProvisioned TINYINT(1) 0 {otaloDensty i |
o e |
flexGroupkdentifier VARCHAR(768) [ e . —
url VARCHAR(255) D ﬁl&systemCapacrtyPhysfoalAvalee DOUBLE [ | E olumn
" NT D ﬁlesystemcapac.rryPny.slcaIUsed DOUBLE l: | e??appGrDup‘l‘k INT
\atest TINYINT(T) & filesystemCapacityLogicallsed DOUBLE [P ?? appTk INT
,? dateTk NT D confidencelntervalimeToFull DOUBLE E | L isRep TNYINTCT) [
totalTimeToFull oousle [T R |
accessed INT i
frontend TNYINT(1) [ ‘
?Culumn backend TNYINT(1) [F
tk INT
fullname VARCHAR(1024) [Z S conim
tenant VARCHAR(255) [V Pt INT
lob VARCHAR(Z55) [& repApp WVARCHAR(255) [#
businessUnit  VARCHAR(255) (& @ repAppTk  INT (2
project VARCHAR(2SS) [ =lcolumn : cardinalty  SMALLINT 2
id T E 7t INT . Slcolumn R osteTk T il
latest TINYNT(T) F fulDate DATETME |7 Pt T
 dateTk HT [ dayinkionth T @ name VARCHAR(ZSS) [V
daylnear SMALLINT [ identifier VARCHAR(768) [V
dateYear SMALLINT [ i VARCHAR(1024) [
vearLabel CHAR(4) [& model VARCHAR(255) [
monthNum TINYINT E manufacturer WVARCHAR(255) E
mblabel  CHART ¥
daylnWeekNum  TINYINT i microcodeVersion  VARCHAR(255) [
quarter TNYINT [ family VARCHAR(2S5) [
quarterLabel CHAR{T} il url VARCHAR(255) [F
daylnQuarter SMALLINT [ id INT [
repQuarter TINYINT E2 latest TINYINT(1) [F
repMonth THYINT [ P dateTk INT F
repWeek TINYINT E dataCenter VARCHAR(255) [
repDay TINYINT @
repMonthOrLatest  TINYINT &
sspFlag TINYINT &
latest TINYINT(1) [
future TINYINT(1) [
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E dhDatztype (NN SiCoumn | hDatatyps NN EColumn dhbststyps NN
fi=Ed INT ] e INT ] = INT ]
Sirame | VARCHAR(ZEE) [ Srame | VARCHAREZSS] ] S identifier VARGHAR(TEE) | [3
=] sequence | INT & = sequence | INT & Sname VARCHAR{ZEE)
" Hoost DOUBLE | Scost DOUBLE 0 S storageName | VARCHAR(255) ||
=L INT O EL] INT O S storagelF VARCHAR{1024)
Satest | TINVINT() | [ Siatest | TINYINTIY) | [ r— ;WDQ ::gm; ia
T [ ‘ = thin TINYINT() | [
Hevimal TINVINT() [
Hstorage_« | | | = us=sFls=hPoais TINVINT() | [
= Coumn &Daatype | NN | ‘ g VARCHAR(EES [
(= INT g A =1 INT
name VARCHAR(2ES) | [ | | | Erry TINVINT(T)
identifier VARCHAR{TEE) | [ i l ‘
S | VARCE AR i TN -
Eme! e L Slarea_daily_performance fast NNE | | e cE—
SJmanufacturer | VARCHAR(ZS) | [7] ScColumn D o
SJseraumber | VARCHAREZES) | [ =% T SlColumn s Datatype
= microcodeVersion | VARCHAR(255) | [ e (=D INT
= family VARCHARDES) [FIf— — — — — — =5 — = = Slidentifier | VARCHAR(7E2)
El VARCHAR(ZS%) | [ Saem s @t — — — —% Smm VARCHAR[2E5)
L m— . B
=S B B e Hntemavioumets —[INT ] Beee — e ]
i INT &)
Stk INT ] ¥ . l
Scoumn Saatpe NN S senvioalevate INT = | M
i=E3 INT i ; o :g g S ] g;olmm - Imz-
Hname VARCHAR({255) | [ 4 ;_
igentifier IVeRcHARGE® (B T T —* ; 'fk :: L] e O
S storageF VARCHAR(TEE) | [7] 5 i Tl | l =JisRep TINYINT{T).
B stormgelame, {WARHAR{0)E " =i = ——]lL)E — L]
Ssiorssdl? VARGHAR(1024) [F i Lk kes_namespace_grous dimensienizs| |
B wciangss Of | e - R rErm |
® INT ]
Guarantes 1 ‘ ‘ T | | = repKas! VARCHARRSS) Fff— — — — — —!
TINYINT(1) | | | El INT &
Sincrovisionsd TINYINT(T) | | = carinaiity SMALLNT | [
Srocusies | o sme— | (R C—
roupldantifier _dimer
£ | SiColurnn B0 ‘ | |
=4 INT ] E=1 INT [t
== i ] - ‘ = rulDate DATETIME | [ ‘ | | 3 3
‘ = a=yinkonth TINYINT | [#] ‘ | =lColumn Dststyps NN
= daylinear SMALLINT |[# | =L INT i
Tbusiness | S astevaar SWALLINT | [ l | | Sneme | VARCHAR[ZES)
SlCalumn @Datatype NN SyzarLatel CHARM | . — —— — S description | VARCHAR(255)
FED INT ‘ =] monthNum TINVINT [ (] atree | FE e TR
full TR ‘ B moal e CHARTY [ = 4B Datatyy S VARCHAR(255,
=l Wﬂ =l dayinWeekNum | TINYINT | [# =L INT 8] | Hia INT
Hterant sz il B = quarter TINYINT | [ Srame VARCHAR(255) [ T Sllatest | TINVINT(T)
b VARCHAR(255) | [ & i 3 & |
B businesolit | VARCHAREESIHE SdsylnQuarter | SMALLINT | [ R ::Qﬁmm =] | T
5 = R{TE8)
- — | — i o i a— o I J o
Slatest TINYINT() e S gu v 5 | l :$ 5
= repbay TINYINT | [#] tatest TINYINT{T) B =
=] repMonthOrLatest| TINYINT | [#] | L animﬁn_ HisRep TINYINT{S) [
= =spFlag TINVINT | [ o & R +
Slistest TINYINT(T) | ] Tow - RS
El TINYINT(1) | [ - S
— SlrepApp | VARCHAR(25E) [F]
= repAppTk | INT ]
=] cardinalinyl SMALLINT | [#]
=
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S[Colbmn | @ Datatype SlComn | fHDatatypa Datatype
Fa= INT T INT ;:,T m
= VARCHAR(2EE) =
;mm& \;‘GRCMR{ZES} g"’“‘* o VARCHAR(TEE) | 7]
Soast DOUBLE & Hoost DOUBLE ::igmmm E
=L L gﬁm ITlemu) VARCHAR(1024)
Hiatest TINYINT(1} -‘ VARCHAR{255)
L VARCHAR{285)
‘ T TINYINT(1} M
| TINVINT{1} ]
Blsoea B | [TiNviNTiy | |
SiCoiumn BDstatype | | VARCHAR(ZEE) | [
L1 INT * L a
= name VARCHAR{ZEE) ‘ gmee_lnm TINYINT(1} ]
= igentifier VARCHAR(TEE) Catumn
S aRCha(26 e T ks namespace diEiHRA|
= model VARCHAR(ZEE) | i Stmestamp BIGINT [ (/] Scoumn Dzatype NN
%m[&m&t VARCHAR(ZEE) S timeTk INT = F =L INT
seralNumber | VARCHAR(ZEE) 4 Haaen INT 5} i HariTe) [
S misrocodsiarsen | VARCHARIZSS) ¥ Haveete INT ‘L RO %mxH % e S R S
_ S tamiy A S =torageTk INT il =] clusteriame| VARCHAR:
= wrl VARCHAR{258) | [ Sl storageFooTk INT JEil - INT
d INT ~
=] intemalVolumeTk INT i)
;I&El Irl.::é:}“ = virtualStoragsTk INT [} gxﬁ I‘T’l::wmm o i
dataCenter R{255) | [ = tierTk INT JEi} = 5
Sservicelavallk INT =1 ;E INE =
= applicationTk INT JEi} = INT 0]
Tk INT = =isRep TINVINT{1)| [
=] businessEntity Tk INT |[# | J>
= % INT [E]
INT ]
Vg;l:m IJ:Tmeve NN —_—_—————— — ¢t Ha DOUBLE ([ — — — — — —=SColmn dbDatatype NN
= Y E —— & Stotalopiax DOUBLE [[1f® — — 3% L 7l
rame -—T 5 Lo som som s e e o
S B | T ‘ | ;mpﬂ!s:anﬁpaneﬂc ‘ll,r':rmmmﬁ7 %
VARCHAR(TES) | [
=] cardinality SMALLINT &
VARCHAR(255) | [¥]| | | ‘ ‘ | gf;m INT 0
VARCHAR(1024) [ | | |
VARCHAR(ZES) | [
VARCHAR(ZSE) | O | | L lication._
VARCHAR(ZES) | [ ‘ ‘ | appl
TINYINT() | | [ =D INT
vARCHARESH) | || | " Svewe | vARCHAREE]
[VARCHAR{Z55) | — — — —=  Edescription | VARCHAR(z55] (1 j#— — — — ]
INT ‘ ‘ Spriorty | VARCHAR(255] |
Hotest [t |1 | Home THlwn [vARGHARGS é
- = ¢ - =
‘Sl fiexGroupldentifier VARCHAR(TEE) | [ | = oy ‘ ‘ g;ﬁ !r,;ﬁwmm } = -
Column 7 S
ED INT £l | A
| SfulDate DATETIE | [, | T = e e
SJdaylnkdonth TINYINT | [
hDatsyype | NN| | Saaylnvear SMALLINT | [ ‘ T T T T ‘ Filsten INYVINTY ]
INT £ | ~ SldateYear SMALLINT | (3] g S| A L
fullname VARCHAR(1024) [ | ] Slysariabel CHAR() | J} l J} SappGroupTk | INT ]
S viecwnn (E), | Srewse o (2 L speticsion oroue SiRESABREI)| T
Er VARGHAR(258) | [ _ SmonthLabel GHAROSH i = i
SbusinessUnit | VARCHAR(ZEE) | (7] SdaylnWeskNum [TINYINT | [ ?;xm \ﬁ-rnw Mru |
| quarter TINYINT = | i
%zm \‘.'NJ:RCHAR&EQ % Squarteriabel CHAR(T) % (ELS Slrzpfpp | VARCHAR(255] E -
St TR |0 StayQuaner | SHALLINT |1 — — — — ¥ Slhowrbaelime | CATETINE | 7] ShrephosTr | INT @
Srepuznz TINYINT | [ Shost TR | 0 Scardinality| SMALLINT | [
E] TINVINT | @ Sminute TINYINT | [ P s
g;‘“wc i T Hseoond TINYINT | [#]
SirepDay TINYINT = Smicrosecond | MEDIUMINT [
SrepblonthOrLatest | TINYINT | [
=soFlag TINYINT | [
iatest TINYINT(1) [
E [ TINYINTC)| [
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Pk INT

name VARCHAR{255)
identifier VARCHAR(768)
ip VARCHAR(1024)
model VARCHAR(255)

manufacturer VARCHAR(255)
serialNumber VARCHAR(255)
microcodeVersion VARCHAR(255)

CooOoEE0EEREEE

family VARCHAR(255)
url VARCHAR{255)
=ldate_dime id INT
=lcolumn latest TINYIMT()
? t* INT l ; dataCenter VARCHAR(255)
7 dateTk INT
fullDate DATETIME
dayinMonth TINYINT |
dayinYear SMALLINT |
dateYear SMALLINT |
yearLabel CHAR({4)
manthMum TINYINT :
monthLabel CHAR(T) Elstorage_node
dayinWeekNum  TINYINT =]Column
quarter TINYINT T ik INT
quarterl_abel CHAR(T) 7 timestamp BIGINT M
dayinQuarter SMALLINT dateTk INT =lcolumn
repQuarter TINYINT storageTk INT T INT
repionth TNYINT Fpb¥———— — — — — E storageNodeTk INT = VARCHAR(255)
repWeek TINYINT tierTk INT lo— — — — Seiies Fl
s U readResponseTime DOUBLE [] o DOUBLE Fl
repMonthOrLatest TINYINT writeResponseTime DOUBLE [7] = ih &
sspFiag T totalResponseTime DOUBLE [ st i IR
raliess TINVINT(T) [] totalResponseTimeMax ~ DOUBLE [7] @ dateTk  INT &
future TINYINT(1) readThroughput DOUBLE [
writeThroughput DOUBLE []
totalThroughput DOUBLE [7]
totalThroughputiax DOUBLE [
readlops DOUBLE [T
writelops DOUBLE [T
=lColumn totallops DOUBLE [0
7tk INT totallopsMax DOUBLE [M]
ane VARCHAR(255) diskReadsReplaced DOUBLE [
identifier VARCHAR(768) cacheHitRatio DOUBLE [[]
s VARCHAR(255) utilization DOUBLE [
model VARCHAR(255) Wf —— — — — — — — @&  utilizationMax DOUBLE []
serialNumber VARCHAR(255) readFileSystemlops DOUBLE []
siteName VARCHAR(255) [ writeFileSystemlops DOUBLE []
iiF VARCHAR(255) [F1] readFileSystemThroughput DOUBLE []
id INT 0 writeFileSystemThroughput DOUBLE [
|atest TINYINT{1) & portUtilization DOUBLE [7]
? dateTk INT E] portErrors BIGINT  []
portTraffic DOUBLE [
accessed INT [
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=lColumn

7tk INT 1
name VARCHAR(255) m— -
identifier  VARCHAR(768) tier_dimension NN
version VARCHAR(255) =lColumn
model VARCHAR(255) Pk INT
seriaiNumber VARCHAR(255) name WVARCHAR(255)
7tk INT I Eirtlel\lame :ﬁg:ﬁg::; g M~ — sequence INT ]
'-? hourDateTime DATETIME id 2 B | F;st :Z:JC_)FUEILE E
|
hour TINYINT latest TINYINT(1) Fl |
: ; latest TINYINT(1) [
minute TINYINT P dateTk INT Fl | S B =
second TINYINT ? date
microsecond  MEDIUMINT | |
dateTk INT l |
| | =lstorage node_he |
| | =lColumn |
| | Ttk INT |
| | ¢ timestamp BIGINT |
| —— — — — — — % imeTk INT | PR Zstorage._di
dateTk INT Scolumn
_ * storageTk INT 7 G I
Hldate_dime storageMNodeTk INT L
SiColumn tierTk INT i VAREHREAY)
7 t INT I readResponseTime DOUBLE [] FEnbReE gt
: i ip VARCHAR(1024) [#
fullDate DATETIME wnteResponseﬁme DOUBLE [ i VARCHAR(255)
dayinblonth TINYINT totalResponseTime DOUBLE [
it totalResponseTimeMax ~ DOUBLE [ manitiaciures. S8 el SEIE R
daylnYear SMALLINT p :
reRdThrGU AT DOUBLE [7] serialMumber VARCHAR(255) [
dateYear SMALLINT anp L !
L microcodeVersion WARCHAR(255) [O]
writeThroughput DOUBLE [
yearLabel CHAR(4) family VARCHAR(255)
totalThroughput DOUBLE []
maonthNum TINYINT i VARCHAR(255) [
totalThroughputhasx DOUBLE [7] e
monthLabel CHAR(T) B DOUBLE [F] id INT El
daylnWeekNum  TINYINT sl ::reilte;:}; oowee F latest TINYINT(1) ]
guarter TINYINT dataCenter VARCHAR(255) [7]
totallops DOUBLE [
quarterLabel CHAR(T) et DOUBLE [ P dateTk INT £
dayinQuarter SMALLINT olalpnsar
repQuarter TINYINT d|skRe§dsReplaced DOUBLE [
rephlonth TINYINT caTr.;hel.—htRatlo DOUBLE [
repWeek TINYINT Ulenon DOUBLE []
aniiae TINYINT ut|I|zat.|0nMax DOUBLE [7]
rephonthOrLatest TINYINT readilietysteniops DOUBLE []
sspFlag TINYINT wr|teF.|IeSystemI0ps DOUBLE [
latest TINVINT(1) [ readFileSystemThroughput DOUBLE [
fitire TINYINT(1) wnteF?I.eSy.stemThroughput DOUBLE [
portUtilization DOUBLE [
porErrors BIGINT [
portTraffic DOUBLE [
accessed INT il
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=]l application Zlswitch_performal

=lColumn =lColumn
7k INT | 7 i BIGINT
repApp  VARCHAR(255) [ fo—————— ® 9 timeTk INT
¢ repAppTk  INT P dateTk INT
cardinality SMALLINT @ hostTk INT
P dateTk  INT ] — ¢ applicationTk INT
| ¢ applicationGroupTk INT
| § businessEntityTk INT Pt L |
niTraffic DOUBLE [] name VARCHAR(255)
| teTraffic DOUBLE [ identifier VARCHAR(768)
=l application_grot | errorRateFlag TINYINT(1) [] ip VARCHAR(1024)
EColumn | crcErrorRateFlag TINYINT(1) [C] fo— . 08 VARCHAR(255) E
syncLossCount BIGINT [l model VARCHAR(255) [¥]
% :ﬁﬁ?;ouka ::1 | signalLossCount BIGINT 1 manufacturer VARCHAR{255)
= | class3DiscardCount BIGINT 1 id INT
L iskep TINYINTCT) [ | frameTooShortCount BIGINT [ _
| frameTooLongCount BIGINT 1 ? dateTk INT
bbCreditErrorCount BIGINT [ url VARCHAR(255)
| m DOUBLE [ dataCenter  VARCHAR(255)
— | t DOUBLE [
=lapplication_d | nax DOUBLE [
=lCalumn tlax DOUBLE [ =] business i
? tk INT | balancelndex SMALLINT [T =lColumn
— VARCHAR(255) | weightedBalancelndex SMALLINT E 7tk INT
description VARCHAR(255) [] i portSpeed INT
piority  VARCHAR(258) [] o AT ' o :ﬁﬁﬁﬁlﬁ?ﬁ"
id INT B e st i saee s s totalTraffic DOUBLE [ | P SR
latest TINYINT(1) £l trafficUtilizationTotal DOUBLE [ businessUNit VARCHAR(255)
? dateTk INT E trafficltilizationTotalMax DOUBLE [ S T e
- i D nLinkResets BIGNT [ proj 22)
tiLinkResets BIGINT [ id i 0
portErrorsLinkFailure BIGNT [ e IS a
bbCreditZeroRx BIGNT [ ¥ gateTk i [l
bbCreditZeroTx BIGINT |
bbCreditZeroMsTx DOUBLE [
bbCreditZeroTotal BIGINT [l
Scolumn | trafficRateTx DOUBLE [T]
7t INT trafficRateRx DOUBLE [
trafficRateTotal DOUBLE [
s s trafficFrameRateTx DOUBLE [
e SR trafficFrameRateRx DOuBLE [
g::’:“(\:r" i:it::l |, _ _g taficFrameRateTotal DOUBLE [
trafficFrameSizeAvgTx BIGINT 1
yeartanel R trafficFramesSizeAvgRx BIGINT [
massiitiam Al portErrorsTimeoutDiscardTy BIGINT 1
THoNHE AN CHEE porEmorsCre BIGINT [ S, 1. S |
dayinWeebiimiS EL I porErorsEncin BIGINT El ‘§ hourDateTime DATETIME
auarles Ll perEmorsEncOut BIGINT [ hour TINYINT
quarterl.abel CHAR(T) minute TINYINT
daylnQuarter SMALLINT  [& sBcoued TINYINT
TRpLEHEE UG gy T # microsecond  MEDIUMINT
repMonth TINYINT 9 dateTk INT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
latest TINYINT(1) [
future TINYINT(1)
sspFlag TINYINT
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lfabric_dim

=JColumn

?tk INT
identifier VARCHAR(T68)
wwn VARCHAR(255)
name VARCHAR(255)
vsanEnabled  TINYINT(1)
vsanld VARCHAR(255) [
zoningEnabled TINYINT(1)
id INT 7
atest TINYINT(1) 7

F dateTk INT E]
url VARCHAR(255) [

=lColumn

7 tk INT
wwn VARCHAR(255)
name VARCHAR(255)
ghicType  VARCHAR(258) [7]
type VARCHAR(255) [F]
speed VARCHAR(12) [F]
id INT [l
latest TINYINT(1) [El

7 dateTk INT ]
isGenerated TINYINT(1)
url VARCHAR(255) [

=lColumn

Pk INT
hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond MEDIUMINT

P dateTk INT

=lswitch_perfo
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=]Column
P BIGINT ESicolima
P timeTk INT 1 Fk - =
? dateTk INT identifier VARCHAR(TH8)
? portTk INT name VARCHAR(255)
@ switchTk INT le— — -~ manufacturer VARCHAR(255) ]
$ fabricTk - model VARCHAR(255) [7]
# connectedDeviceTk INT type ENUM el
connectvityType ENUM firmware VARCHAR(255) [
isl TINYINT(1) id INT [l
rxTraffic DOUBLE [ ) latest TINYINT(1) [
biTraffic DOUBLE [ § gateTk INT [
errorRateFlag TINYINT{1) []
crcErrorRateFlag TINYINT{1) [] 3swilch_d'
synclLossCount BIGINT F =\Column
signalLossCount BIGINT [El 7 INT
class3DiscardCount BIGINT Il
frameTooShortCount BIGNT [ iy VAREE SN
frameTooLongCount BIGINT [l fams VARCHAHE )
bbCreditErrorCount BIGNT [ ldentfier: S VARCTEHICH)
o DOUBLE [ ip VARCHAR(1024)
& DOUBLE [] model VARCHAR(255)
e DOUBLE [ manufacturer VARCHAR(255) [7]
b DOUBLE [ b~ fimware VARCHAR(255) [F]
timestamp BIGINT seriaibumber VARCHAR(255) M
totalTraffic DOUBLE [ Y TRaEn
trafficUtilizationTotal DOUBLE [ type LN B
traficUtilizationTotalMax ~ DOUBLE [ id INT ]
nlinkResets BIGINT [ Iatest TINYINT(1) f
LinkResets BIGINT B dataCenter VARCHAR(255) [
portErrorsLinkFailure BIGINT  [F] _ switchLevel  VARCHAR(258)  []
bbCreditZeroRx BIGINT [ ? dateTk INT [
bbCreditZeroTx BIGINT Fl isGenerated  TIMNYINT{1)
bbCreditZeroMsTx DOUBLE [ url VARCHAR(255) [[]
bbCreditZeroTotal BIGINT F
trafficRateTx DOUBLE [
trafficRateRx DOUBLE [
trafficRateTotal DOUBLE [f] =lColumn
trafficFrameRateTx DOUBLE [I] ? tk INT
trafficFrameRateRx DOUBLE  [7] fulDate DATETIME
trafficFrameRateTotal DOUBLE [F] daylnkonth TINYINT
trafficFrameSizeAvgTx BIGINT [l IP—— ——  gavinvear SMALLINT
traficFrameSizeAvaRx BIGINT [ dateYear SHALLINT
pontErrorsTimeoutDiscardTx BIGINT ] yearLabel CHAR(4)
portErrorsCre BIGINT [ T TINYINT
porErrorsencin BIGINT Fl manthLabel CHAR(T)
portErrorsEncout BIGINT 1 dayinWeekNum  TINYINT
quarter TINYINT
———————————————————————— —<  qguarterLabel CHAR(T)
daylinQuarter SMALLINT
repQuarter TINYINT
rephonth TINYINT
rep\Week TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
latest TINYINT(T) [
future TINYINT(1)
sspFlag TINYINT
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=lstorage_di
=l Column

=Iswitch_performance for
=l Column

7 tk BIGINT 7 INT
’? timeTk INT name YARCHAR(255)
? dateTk INT identifier YARCHAR(TGE)
? storageTk INT ip YARCHAR(1024)
riTraffic DOUBLE [7] model YARCHAR(255)
tTraffic DOUBLE [ . manufacturer VARCHAR(255)
errorRateFlag TINYINT(1) [ serialMumber VARCHAR(258) [
crcErrorRateFlag TINYINT(1) [ microcodeVersion VARCHAR(255) @
syncLossCount BIGINT [ family VARCHAR(255)
signalLossCount BIGINT [ id INT [
class3DiscardCount BIGINT [ latest TINYINTT) [
frameTooShotCount BIGINT [ ? dateTk INT [
frameToolLongCount BIGINT [ dataCenter VARCHAR({255) [
bbCreditErrorCount BIGINT [ url VARCHAR(255) [
i DOUBLE [
e DOUBLE [
rhax DOUBLE [ ; 7
behdax DOUBLE [T =ldate duas
balancelndex SMALLINT  [7] =JColumn
weightedBalancelndex SMALLINT [ 7tk INT
portSpeed IMNT fullDate DATETIME
portCount INT daylnMonth TIMNYINT
totalTraffic DOUBLE [ daylnYear SMALLINT
trafficltilizationT otal DOUBLE [ dateYear SMALLINT
trafficlMtilizationTotalMax DOUBLE [ yearLabel CHAR(4)
rLinkResets BIGINT [ monthum TINYINT
tLinkReseis BIGINT [ maonthLabel CHART)
portErrorsLinkFailure BIGINT [ - daylnWeekMum  TINYINT
bbCreditZeroRx BIGINT [F quarter TINYINT
bbCreditZeroTx BIGINT [ quarterLabel CHAR(T)
bbCreditZeroMsTx DOUBLE [ daylnCuarter SMALLINT
bbCreditZeroTotal BIGINT [ repCluarter TINYINT
trafficRateTx DOUBLE [ rephMonth TINYINT
trafficRateRx DOUBLE [ repWeek TINYINT
trafficRateTotal DOUBLE [ repDay TIMYINT
trafficFrameRateTx DOUBLE [ repMonthOrLatest TINYINT
trafficFrameRateRx DOUBLE [ latest TINYINT(1) [
frafficFrameRateTotal DOUBLE [ future TIMNYIMNT(T)
trafficFrameSizefvgTx BIGINT [ sspFlag TIMYINT
frafficFrameSizeAvgRx BIGINT [
portErrorsTimeoutDiscardTx BIGINT [
pontErrorsCreo BIGINT [ *
portErrorsEncin BIGINT ] Stime di
portErrorsEncCut BIGINT [ - T —

7tk
hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond  MEDIUMINT
? dateTk INT
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Cambia le prestazioni orarie per il nastro

=lswitch_performance_ =ltape_dime

= Column = Column
7tk BIGINT 7 tk INT
? timeTk INT name VARCHAR(Z55)
P dateTk INT identifier VARCHAR(768)
¥ tapeTk INT — — —% ip VARCHAR(1024)
rcTraffic DOUBLE [ manufacturer VARCHAR(255) [
Traffic DOUBLE [0 seriaiMumber VARCHAR({255) M
errorRateFlag TINYINT() [ id INT [
crcErrorRateFlag TINYINT) [ |atest TIMYINTI(T) [
syncLossCount BIGINT [ ¥ dateTk INT ]
signalLossCount BIGINT [
class3DiscardCount BIGIMT il
frameTooShontCount BIGIMT [ “Jdate dime""ﬂ"
frameTooLongCount BIGINT [ : =
bbCreditErrorCount BIGINT [ = Coum
o DOUBLE [ 7t INT
tx DOUBLE [ fullDate DATETIME
reMax DOUBLE [ daylnMonth TINYINT
bMax DOUBLE [T daylnYear SMALLIMNT
balancelndex SMALLINT [ dateYear SMALLINT
weightedBalancelndex SMALLINT [T yearLabel CHAR(4)
portSpeed INT maonthMum TINYINT
portCount INT monthLabel CHAR(T)
totalTraffic DOUBLE [ s daynWeekNum  TINYINT
trafficitilizationTotal DOUBLE [ quarter TIMYINT
trafficUtilizationTotalMax DOUBLE [ quarterLabel CHAR(T)
riLinkResets BIGINT [ daylnCuarter SMALLINT
tilinkResets BIGINT il repQuarer TINYINT
porErrorsLinkFailure BIGINT [ repMonth TINYINT
bbCreditZeroRx BIGINT [ repWeek TINYINT
bbCreditZeroTx BIGINT [ repDay TINYINT
bbCreditZeroMsTx DOUBLE [ repMonthOrLatest TINYINT
bbCreditZeroTotal BIGINT [ latest TINYINT(1) [
trafficRateTx DOUBLE [ future TINYINT(1)
trafficRateRx DOUBLE [0 sspFlag TINYINT
trafficRateTotal DOUBLE [
trafficFrameRateTx DOUBLE [
trafficFrameRateRx DOUBLE [ ‘
trafficFrameRateTotal DOUBLE [ ; =
trafficFrameSizeAvgTx BIGINT [ time_di
trafficFrameSizeAvgRx BIGINT [ =l Column
porErrorsTimeoutDiscardTx BIGINT [ S | ;?tk IMT
portErrorsCre BIGINT [ hourDateTime DATETIME
portErrarsEncin BIGINT il o TINYINT
porErrorsEncOut BIGINT [ i TINYINT
second TIMYINT
microsecond  MEDIUMINT
¥ dateTk INT
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Prestazioni della VM

=l business

=lColumn

¥t INT i |
fullname VARCHAR{1024})
tenant VARCHAR(255)
lob WARCHAR({255)
businessUnit VARCHAR(255)
project WARCHAR(255)
id INT [l
latest TINYINT(1) )

§ dateTk INT ]

Slappli
=l Column
i i Ol
name VARCHAR(2558)
description VARCHAR({255) [
priarity VARCHAR(258) [
url VARCHAR(255) [[]
id INT ]
latest TINYINTET) [l
P dateTk INT ]

Zlapplicati
=iColumn
I appGroupTk INT
T2 appTk INT
isRep TINYINT(Y) W

lapplication
=]Column -
Ptk INT
repApp WVARCHAR(255)

“F repAppTk  INT
cardinality SMALLINT
W dateTk  INT

OEEE| =
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— — —®] dateTk

o]

=lvm_hourh ?tf;olumn T - I
=lColumn - '
_ 7 dateTk INT [l
?ﬁ A HihT name VARCHAR(255)
f timeTk INT naturalkey  WARCHAR(768)
INT 05 VARCHAR(255) [
¢ hostTk INT vitualCenterlp VARCHAR(255) [
? VMTE INT id INT E
businessEntitka |NT latest T|NY|NT('1)
applicationTk INT url VARCHAR(255) [
EleﬂCEltiOl"lGrOUDTK INT iDS VHRW.-‘\R(“UQS] I:‘
readlops DOUBLE []
writelops DOUBLE [
totallops DOUBLE Zlhost_di
totallopsMax DOUBLE [T =calumn
readThroughput DOUBLE ? e
writeThroughput DOUBLE [ ; =
totalThroughput DOUBLE '} dateTk INT _
totalThroughputiax ~ DOUBLE [ name VARCHAR(255)
readResponseTime DOUBLE [7] identifier VARCHAR(768)
writeResponseTime  DOUBLE [le— — — — — — 1P Yo )
totalResponseTime  DOUBLE a5 VARCHAR(ESY ]
totalRespenseTimelMax DOUBLE [0 model VARCHAR({255)
cpulltilization DOUBLE manufacturer VARCHAR(Z55)
memonyUtilization DOUBLE [ i T 0
swaplnRate DOUBLE tatect TRME
swapOuiRate DOUBLE [T dataCenter VARCHAR(255) []
swapTotalRate DOUBLE [] url VARCHAR(255) [
swapTotalRateMax DOUBLE [T
timestamp BIGINT
ipReceiveThroughput  DOUBLE
ipTransmitThroughput DOUBLE
ipTotalThroughput DOUBLE [ ;
ipTotalThroughputMax  DOUBLE o SColumn
processors INT [l Pt INT
memory BIGINT [ fullDate DATETIME
dayinManth TINYINT
dayln¥ear SMALLINT
| | dateYear SMALLINT
| | yearLabel CHAR(4)
| | manthMum TINYINT
| monthLabel CHARI(T)
J> daylnWeekMum  TINYINT
| quarter TINYINT
| quarterLabel CHAR(TS
daylnCuarter SMALLINT
| ¥ INT [ | repQuarter TINVINT
| P dateTk INT rephanth TINYINT
| '*? hourDateTime DATETIME T E s —E repWeek TINYINT
hour TINYINT repDay TIMNYINT
minute TINYINT rephonthOrlatest TINYINT
second TINYINT sspFlag TINYINT
microsecond MEDIUMINT latest TINYINT(A
future TINYINT1)




=lvm_dimensior

=lColumn
7t INT i |
= g : e f ' dateTk INT al
___:—glb"s'm— gl ! name VARCHAR(255) [@
Scolumn i naturalikey  VARCHAR(768)
Tk INT i | Slvm_daily 05 VARCHAR(255) [
fullname VARCHAR(1024) S Column vitualCenterlp VARCHAR(255) [
tenant VARCHAR(255) Rt INT y Y INT [
lob VARCHAR(2RE)  [¥] ﬁ dateTk INT 1} latest TINYINT(1)
businessUnit VARCHAR(255) — — — — %7 fimestamp BIGINT /] url VARCHAR(255) [
project VARCHAR(255) 7 hostrk INT ips VARCHAR(4096) [7]
id INT 0 P vmTk INT ]
Iatest TINYINT(1) £l businessEntityTk INT J>
P dateTk INT Fl applicationTk INT = i
applicationGroupTk INT =l ol HitE
readlops DOUBLE [] SColumn
: ) writelops DoUBLE [ P INT
=l applicatio totallops DOUBLE [T fullDate DATETIME
ECGIumﬂ | totallopsiMax DOUBLE [ daylnMonth TIMNYINT
? th INT I_ _____ Py readThroughput DOUBLE [7] daylnYear SMALLINT
P— VARCHAR(255) writeThroughput DOUBLE [ dateYear SMM_UNT
description VARCHAR(255) totalThroughput DOUBLE [ yearLabel CHAR{4)
priority VARCHAR(255) [ totalThroughqulax DOUBLE [] monthMum TINYINT
url \fARCJ—!AR(ESS') & ree.ldResponseT{me DOUBLE [7] maonthLabel CJ—MR(?]
id INT Bl wrlteResponseTme DOUBLE [ SRS S | daylnWeekMum  TINYINT
latest TINYINTCT) totaIResponseT?me DOUBLE [T quarter TINYINT
,? dataTk INT [l totalResponseTimeMax DOUBLE [] quarterLabel CHARI(7)
cpulltilization DOUBLE [7] daylnQuarter SMALLIMT
? maxCiavgCpultilization DOUBLE [ repQuarter TINYINT
memaryltilization DOUBLE [7] replonth TINYINT
| maxOfavoMemornyUtilization DOUBLE [ repWeek TINYINT
| swaplnRate DOUBLE [} repDay TIMYINT
| maxOfsvgSwapinRate DOUBLE [ repMonthiOrLatest TINYINT
swapOutRate DOUBLE [T sspFlag TINYINT
| maxOfivgSwapOutRate DOUBLE [ latest TINYINTT)
=lColumn | swapTotalRate DOUBLE [] future TIMNYINT(T)
72 appGroupTk INT | swapTotalRateMax DOUBLE [
8 appTk INT | ipF{ecei'«'e'[_ll'jr:ough'::ﬂutt Bgﬂgti E
; - ipTransmitThroughpu
il T Fl | ipTotalThroughput DOUBLE [ .
| ipTotalThroughputilax DOUBLE [ - =lColumn
processors INT [F1] Tt INT
) l Lt Hiowr B name VARCHAR{255)
Elappﬁcatiqﬁ; 1 1 , identifier VARCHAR(TEE)
Sjcolumn i | in VARCHAR(255)
7 INT /] | os VARCHAR(255)
= maodel VARCHAR{255)
i Ak | manufacturer VARCHAR(255)
# repAppTk  INT s - =4 i e i
. cardinality SMALLINT et TINVINT()
§ gateTk _INT & dataCenter  VARCHAR(255)
url VARCHAR(255])
@ dateTk INT
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Zltime_dimen

=Column

7 tk INT 1

¢ hourDateTime DATETIME

—— —<  hour TNYINT

minute TINYINT
second TINYINT
microsecond  MEDIUMINT
dateTk INT

|
|
|
|
|
|
|
|

=]Column _
7tk INT — ] =lvmware_host_dz
fullDate DATETIME | =|Column
Slvmware_host_h daylnionth TINYINT — 7 & INT
=lColumn O daylnYear SMALLINT 1{ timestamp BIGINT
T« INT y dateYear SMALLINT timeTk DOUBLE
7 timestamp BIGINT I yearLabel CHAR(4) dateTk INT
timeTk DouBlE @ @« e mgHEuny Tl vmwareHostTk INT
dateTk INT monthLabel CHAR(T) powerAvg DOUBLE [
vmwareHostTk INT dayinWeekNum  TINYINT powerCapAvg DOUBLE []
powerAyg  DOUBLE [] P T energyAva  DOUBLE [7]
powerCaptvg DOUBLE [ quarterLabel CHAR(T)
ety DOUBLE [] daylinQuarter SMALLINT ?
repQuarter TINYINT
’ repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINTE) [
future TINYINT(1)

=lvmware_host_di

=|Column

7 i INT N
identifier VARCHAR(TEE)
name WVARCHAR(255)
numCpuCaores BIGINT [
numCpuPackages  BIGINT

L__ _ _ . numCpuThreads BIGINT |

numiodes BIGINT 1]
hyperThreadActive CHAR [F]
hyperThreadAvailable CHAR [l
hyperThreadConfig  CHAR [
id INT ]
latest TIMYINT() I

§ dateTk INT 1

§ timestamp BIGINT 1
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=lvm_dimensior

=lColumn
7t INT i |
= g : e f ' dateTk INT al
___:—glb"s'm— gl ! name VARCHAR(255) [@
Scolumn i naturalikey  VARCHAR(768)
Tk INT i | Slvm_daily 05 VARCHAR(255) [
fullname VARCHAR(1024) S Column vitualCenterlp VARCHAR(255) [
tenant VARCHAR(255) Rt INT y Y INT [
lob VARCHAR(2RE)  [¥] ﬁ dateTk INT 1} latest TINYINT(1)
businessUnit VARCHAR(255) — — — — %7 fimestamp BIGINT /] url VARCHAR(255) [
project VARCHAR(255) 7 hostrk INT ips VARCHAR(4096) [7]
id INT 0 P vmTk INT ]
Iatest TINYINT(1) £l businessEntityTk INT J>
P dateTk INT Fl applicationTk INT = i
applicationGroupTk INT =l ol HitE
readlops DOUBLE [] SColumn
: ) writelops DoUBLE [ P INT
=l applicatio totallops DOUBLE [T fullDate DATETIME
ECGIumﬂ | totallopsiMax DOUBLE [ daylnMonth TIMNYINT
? th INT I_ _____ Py readThroughput DOUBLE [7] daylnYear SMALLINT
P— VARCHAR(255) writeThroughput DOUBLE [ dateYear SMM_UNT
description VARCHAR(255) totalThroughput DOUBLE [ yearLabel CHAR{4)
priority VARCHAR(255) [ totalThroughqulax DOUBLE [] monthMum TINYINT
url \fARCJ—!AR(ESS') & ree.ldResponseT{me DOUBLE [7] maonthLabel CJ—MR(?]
id INT Bl wrlteResponseTme DOUBLE [ SRS S | daylnWeekMum  TINYINT
latest TINYINTCT) totaIResponseT?me DOUBLE [T quarter TINYINT
,? dataTk INT [l totalResponseTimeMax DOUBLE [] quarterLabel CHARI(7)
cpulltilization DOUBLE [7] daylnQuarter SMALLIMT
? maxCiavgCpultilization DOUBLE [ repQuarter TINYINT
memaryltilization DOUBLE [7] replonth TINYINT
| maxOfavoMemornyUtilization DOUBLE [ repWeek TINYINT
| swaplnRate DOUBLE [} repDay TIMYINT
| maxOfsvgSwapinRate DOUBLE [ repMonthiOrLatest TINYINT
swapOutRate DOUBLE [T sspFlag TINYINT
| maxOfivgSwapOutRate DOUBLE [ latest TINYINTT)
=lColumn | swapTotalRate DOUBLE [] future TIMNYINT(T)
72 appGroupTk INT | swapTotalRateMax DOUBLE [
8 appTk INT | ipF{ecei'«'e'[_ll'jr:ough'::ﬂutt Bgﬂgti E
; - ipTransmitThroughpu
il T Fl | ipTotalThroughput DOUBLE [ .
| ipTotalThroughputilax DOUBLE [ - =lColumn
processors INT [F1] Tt INT
) l Lt Hiowr B name VARCHAR{255)
Elappﬁcatiqﬁ; 1 1 , identifier VARCHAR(TEE)
Sjcolumn i | in VARCHAR(255)
7 INT /] | os VARCHAR(255)
= maodel VARCHAR{255)
i Ak | manufacturer VARCHAR(255)
# repAppTk  INT s - =4 i e i
. cardinality SMALLINT et TINVINT()
§ gateTk _INT & dataCenter  VARCHAR(255)
url VARCHAR(255])
@ dateTk INT
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= Column

=Column
i INT i | 7tk INT M |
fulinamea VARCHAR(1024) 7 dateTk INT E
tenant VARCHAR(255) name VARCHAR(255)
lob VARCHAR(255) : _ naturalkey ~ VARCHAR(768)
businessUnit VARCHAR(255) — @7 oateTk e 0s VARCHAR(255) [[]
project  VARCHAR(255) g Wy i virtualCenterlp VARCHAR(255) g
id INT id INT
latest TINVINT(1) S il it latest TINYINT(1)
.? dataTk INT |:| apMicationTk INT url meﬁR(zﬁs) D
applicationGroupTk INT ips VARCHAR(4096) I:‘
readlops DOUBLE [
writelops DOUBLE [
= applica totallops DOUBLE
— totallopsMax DOUBLE [T =Calumn
Column readThroughput DOUBLE - e
Ttk HEL &  writeThroughput DOUBLE [ 1 -
name VARCHAR(255) totalThroughput DOUBLE P dateTk INT .
description VARCHAR(255) [ totalThroughputhax DOUBLE [T} name VARCHAR(Z55)
priority VARCHAR(255) [7] readResponseTime  DOUBLE [ identifier VARCHARI768)
url VARCHAR(Z85) [[] writeResponseTime  DOUBLE [f#— — — — — — 1P VAR )
id INT 1 totalResponseTime  DOUBLE os VARCHAR(285) [
latest TINYINT() Fl totalResponseTimeMax DOUBLE [ maodel WARCHAR(Z55)
¥ dateTk INT Fl cpulltilization DOUBLE manufacturer VARCHAR(255)
memonyUtilization DOUBLE [ id INT £
swaplnRate DOUBLE latest TINYINTCT)
| swapOutRate DOUBLE [ dataCenter  VARCHAR(258) [
swapTotalRate DOUBLE [ url VARCHAR(255) [[]
| swapTotalRateMax DOUBLE [ ?
| timestamp BIGINT
= | ipReceiveThroughput  DOUBLE ))
¢ appGroupTk INT ipTransmitThroughput  DOUBLE
77 appTk INT | ipTotaThroughput DOUBLE [ Sldate_di
TINYINT(Y) | ipTotalThroughputiax  DOUBLE . _ _QEColumn
| processors INT [l Ptk INT
memary BIGINT  [] fullDate DATETIME
| dayinManth TINYINT
| | dayinYear SMALLINT
| dateYear SMALLINT
| yearLabel CHAR(4)
| | monthium TINYINT
| monthLabel CHAR(T)
| | daylnWeekMum  TINYINT
» | quarter TIMNYINT
lapplication g : | quarterLabel CHAR(TY
— Colu.mn. —= | : dayinCuarter SMALLINT
_ _ Pt INT i | repQuarter TINYINT
Pt i) £ | 9 dateTk INT rephonth TINYINT
- TepApp  VARCHAR(255) | % hourDateTime DATETIME repiVeek TINYINT
F repAppTk  INT [+ N hour TINYINT repDay TIMYINT
cardinality  SMALLINT T T minute TINYINT rephonthOrLatest TINYINT
P dateTk INT E second TINYINT sspFlag TINYINT [
micresecond  MEDIUMINT latest TINYINT(1)
future TINYIMT{1)
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INT [#]
VARCHAR(Z55) [#

INT = wmdk_t
VARCHAR(255) [#] il L -
DOUBLE 0 = Column
identifier VARCHAR(TES) [#] e 0 T NT [
i VARCHAR{1024)[#
A Vﬁﬂcm\:ims;) latest  TINVINT() [ naturalkey VARCHAR(TES) [#]
Lt ¥ dateTe  INT [l name VARCHAR{255) [#]

manufacturer VARCHAR{255)
serialNumber VARCHAR(255)

| url VARCHAR{255) [[]

migooedeVersion VARCHAR(2E5) INT
family VARCHAR{25S5) TiNvINT(1) [
url VARCHAR[Z5E) INT
id INT
e AL — — i — —*  timestamp BIGINT []
¥ dateTk INT
dataCenter VARCHAR(255) d:::;; :$ %
i
dataStoreTk INT e}
wmTk INT [
res v Sitatstore_smension WY
tierTk INT [ Slcolumn
servicelevel Tk INT = e NT E
i::ﬁ,? ::’SUBLE % naturalKey  VARCHAR(7ES) [+
e — - writelops R :::I’;E ::;gm:}:;:%
’ totallops DOUBLE [ :
name  VARCHAR{255)[# totallopshiax DOUBLE [0 virtus|CenterlpVARCHAR(255) [[]
sequence INT npr———mM—m—mm—m————— —#  readThroughput DOUBLE [7 b VARCHAR(255) [
cost DOUBLE O writeThroughput DOUBLE [0 id INT O
id INT | totslThroughput DOUBLE [ latest TINYINT(1) [
|atest TINVINTIT) [ total ThroughputMax  DOUBLE [[] § dsteTe e
? dateTk INT = readResponseTime DCOUBLE D
T T e PeenoheeTime | (DOLIBEE [P
| totalResponseTime  DOUBLE [
| . totalResponse TimeMaxDOUBLE %
& [ ] S S S S| =
e Sivost simension Y]
| ' =Hcolumn
| | P INT ]
| name VARCHAR(255) [
| identifier  VARCHAR(7G8) [
Svm | | ip WARCHAR{1024) [#]
Edm_g os VARCHAR(255) [
,gcnlum" - | = Column model VARCHAR(255) [
e G - ¥ e o manufacturer VARCHAR(255) [F]
name VARCHAR(288) [#] | TS DATETIMED] . VARCHAR(265) W
naturalkey VARCHAR(TES) i | deyiniionth TINVINT (7] id INT A
a5 VARCHAR(255) [ e s w i |atest TINYINT{1) s
virtuz|CenterlpVARCHAR(255) [ ::ﬂ:}:"' :mitt:ﬂ% P dateTx INT 0
:Jdll IVN!_&I_RCH&R{ZSE: E i chnmia dataCenter VARCHAR(2SE) [
.. TINYINT{) | manthHum TINYINT [
 dateTk e & manthLabel cHarm =
ins VARCHAR(4058) [] daylnWeekNum TINYINT  [&]
quarter TINYINT [+
quarterLabel CcHarm)  [#
daylnQuarter SMALLINT []
repQuarter TINYINT [
repMonth TINYINT  [#]
repWeek TINYINT  [#]
repDay TINYINT  [+]
repMonthOrLatestTINYINT [
sspFlag TINYINT [
latest TINYINT{1} ]
future TINYINT{1) [#]
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Slvm_dimensic

Sl Column
1+ oy i STvmok_dimension |
name VARCHAR(ZEE) [# = Column
nstursl(ey  VARCHAR(TES) [ T INT IEd]
o= VARCHAR(255) [ naturalizy VARCHAR(TES) [F
vitusiCenterlp VARCHAR(255) [ s s g e gk Sedd VARCHAR(ES) [
ol VARCGHBEIZ IR ) | ur VARCHAR(ZEE) [
i InT O o INT A
latest TINYINT(T) & | : venty
tier_ ' a==Tk INT O | §aateTe  INT
SiCohmn ips VARCHAR(4038) [
f INT T |
name VARCHAR(255) |
sequence  INT |
cost DOUBLE * | = datastore_di
i INT = vmdl_| | = Column
Istest TINYINT{1} — — — — — ®Scoumn e INT [+
Ve 5l2 i e BIGINT [ | naturalidey  VARCHAR(TEE) [F
§ timestamp BIGINT [/ fo— — name VARCHAR(E1Z) [
timsTk INT = moid VARCHAR(255) [
dat=Tk INT [ wvirtesiCanterlp VARCHAR{2E5) [
vmdkTk INT & ur VARCHAR(255) [1]
dataStoreTk INT Wi — T e M INT s
S storage_dimension || vtk N @ latest TNYINTI) [
SColumn hostTk INT = R dateTk INT O
%tk INT 1] tierTk INT =
name VARCHAR(ZSS) [ sarvicelevelTk INT il
dentifier VARGHAR(TSS) [7] ;‘;"I@‘m‘ :::gLIBLE =
o VARCHAR[1024) [] : I"DE’ St O
modal VARCHAR[ZSS) [7] writelogs A
manufscturer  WARCHAR[2ES) [7] R DOUBLE [T
WARCHAR| totallopshian DOUELE E T T -
5 = readThro DOUBLE —
microcodeVersion  WARCHAR(2E5) [ i rineThrmm DouBLE [ name VARCHAR(255) [
iy YARCHnl I T entifier  VARCHAR(TES) [
totalThroughput DOUBLE ] g — — —— . .
il ViptsRC) ST ip VARCHAR(1024) [
e e A totalThroughputMax.  DOUBLE [0
readResponseTime DOUBLE [] oE VARCHAR(Z55) [
latest TINYINT{1) H z ; model VARGHA i
writeResponsaTime DOUBLE [ R B
dateTk INT [ »-—
?dm VARCHAREZES) [ totalResponseTime DOUBLE [F] ] manufscturer VARCHAR(25E) [
nter
=il totslResponseTimeMax DOUBLE [7] | :1 r:TRCHARm E
* Iatest TINYINT(1) 0
| | F dateTk INT O
| | dataCenter  VARCHAR(255) [
ftime_dimen | |
S column . |
T INT gdﬂb_ . |
| Column
Vibitem o0 T i Slservice level dimeRsion |
hour TINYINT y | z
minute TINYINT fullDate DATETIME s wew wew wew w IEW"'“" =
second TINYINT dayinMonth TINYINT  te INT il
microsecond  MECIUMINT daylinYesr SMALLINT name VARCHAR{ZES) [
9 dsteTx INT dateear SMALLINT sequence  INT H
yearLabel CHAR(4) cost DOUBLE &
monthNum TINYINT ] INT ]
monthLabel CHAR(T) latest TINYINT() [
daylnWeskNum  TINYINT JdateTk  INT 0
quarter TINYINT
quarterLabel CHAR(T)
dayinQuarter  SMALLINT
repQusrter TINYINT
repMonth TINYINT
repiesk TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
s=pFlag TINYINT
latest TINYINT() [
future TINYINT(1) [
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=l Column
B Cokmi - R INT 2] e INT [
P - el = nsme  VARCHAR(255) [7] name VARCHAR(ZES) [
storsgelgentifier VARCHAR(TES) [ sequence  INT & identifier  VARCHARTEZ) [F
name VARCHAR(255) [7] cost DOUBLE il in VARCHAR{1024) [7]
bl VARGHAR{255) [ W INT O os VARCHAR(ZEE) [
thinProvisioned TINYINT{1} = atest TINYINT(1) | modal VARCHAR{255) [#
type VARCHAR(265) [ FdateTk  INT F manufacturer VARCHAR(ZES) [F]
isWirtus! TINYVINTT) [ w VARCHAR(ZES) [
mats TINYINT() [ l - INT ]
srepshut TP latest TINYINT(E
technologyType ENUM IF1 volume. | s O daeT i i E
wuid VARGHAR(255) [ = BT | dataCenter  VARCHAR(SS) [ hd
i=Mzinframs TINYINT{1} = ? timestamp BIGINT _I
url VARCHAR(255) [T — — gy = T
i INT 0 timeTk INT isRep TINVINT(T} [
latest TINYINTE) [ R INT 4 i hostTk INT =
LA SL— = e e Snost aroup diensongal) — — T osCeer 0T
) storageTh INT = Column
S business_entity_dimensioz| ik o Tw
storageModeThk INT =
Slcaumn wapwrrk e —— —  epHost  VARCHAR(ZSS) (7]
th INT
T [ ey o ] repHostT INT =
fulame  VARCHAR{1024) [# applicationGroupTk it cardingiity SMALLINT #
tenant VARCHAR{25E) [# hostTk INT ¥ dateTk INT Ik
st VARCHAR(255) [ e INT
businessUnit VARCHAR(Z55) [# o e
poist  VARGHAR(2SS) [ servieLevelTk INT licés_namespace_dimensii |
" INT O businessEntityTk INT Scoiumn
atest TINYINT(T) 0 kBzMamezpaceTk INT [ INT L]
i =Tk 14T A kBzMamespaceGroupTk  INT dentifier  VARCHAR(TES) [
rzadResponssTime DOUBLE — —— ——=  nams VARCHAR(2ES) [ B— — — — — — ——
writeResponseTime DOUBLE clusterMame VARCHAR{255) [ |
aate_simension ) i DOet 4 i =
BEicokes 0 totslResponseTimahax DOUBLE latest TINVINT(Y [
Ta — readThroughput DOUBLE dateTk INT i ames
e writeThroughput DOUBLE = Column
fullDate totaThroughput DOUBLE ﬁ ? kBzMamespaceGroupTk INT =
ey /oot LA totafThroughputhlax COUELE . 1 kBsNamespaceTk INT
daylnyear SMALLINT readiops DOUBLE Slk8s_namespace_arolp dinensiory| =Rep TINYINT(1) [
dateYeow ML writelops DOUBLE =] Column P o &
yearLabel CHAR[4) totallops DOUBLE Te T
monthMum TINYINT it opaatat e =5 L]
hi bl CHAI e T 7%  repMBsMamespace  VARCHAR(ZES) Mf~— — — — — —
mont R{7) readCacheHitRatio DOUELE a3 i
daylnWeskNum  TINYINT writeCacheHitRatio DOUBLE repkBshiamespace
quarter TINYINT totaiCacheHitRatio DOUELE %
ucated ahel CHBR totaiGacheHitRatioMax DOUBLE
daylnQuarter  SMALLINT wiitePending BIGINT
repQuarter RV IR readloDensity DOUBLE
rephonth ilosdcis writeloDensity DOUBLE
Ielcek L totalloDensity DOUBLE
replay AL totalloDensityhax DOUELE
repMonthi et et TIREEME compressionSavingsPercent DOUBLE
sspFlag T compressionSavingsSpace  DOUBLE
atest TINYINT(T) O confidencelnteryaimeToFull DOUBLE
future TINYINT(1) [# totalTimeToFul DOUBLE
ks i | oo v SHAGEES
frontend TINYINT(S) [ a2 Soomn
P backend TINYINT(T) 5]
ime_simension ] ¥ f T
= Column | | i apeTh INT il
¥ INT ] | | | . =ppGrougTk INT =
 hourDateTime DATETIME [#] | | SiColumn
hour TINYINT [ | i INT
e I::‘;::‘Tr % | | | | erPop | NARCHAR[ZED) [
microsscond  MEDIUMINT [ | | ¥ retpph =
| cardinality SMALLINT E
T aateTx INT [l | | QoaeTk T =
| | =
T storage_di | | | Slstorage_pool_t
= Column | l — — — — — — — EColumn
Fx INT " e INT [4]
pt =9 stor. e
e VARCHARZEE) [ gw age._| identifier VARCHAR(TES) [
identifier VARCHAR(TER) [ - il name entiantet Ly
ip VARCHAR(1024) [# T é [ INT [ storageMame VARGHAR(255) [
model VARCHAR{Z5%) [ (288) name VARCHAR{255) [ storagelF VARCHAR{1024) [
manufacterer  VARGHAR(2E5) [7 sequence  INT = identifier  VARGHAR(TES) [ type VARCHAR(285) [
seralNumber  VARCHAR(ZSS) [ cos LYyt O version VARGHAR(Z55) [ redundancy |
microcodeVersion VARCHAR(2E5) [ u ks 0 model VARCHAR(255) [ thinProvisieningupported TINYINT(1) [
family VARCHAR(ZSS) [H mtest  TINYINT(D [ oiavumber VARCHAR(ZSS) [ isVirtual TINYINT{T) [
i VARCHAR(2ES) [ INT | siteName  VARCHAR{ES) [ ysesFlashPocls TINYINT{1) 5
it INT O url VARCHAR{255) [] url VARCHAR(255) [
latest TINYINT{1) s id INT = id INT O
i dst=Tk INT n Istest TINYINT{1} | latest TINYINT{1) =
dataCenter VARCHAR(255) [ dateTk INT | § dateTk INT ]

Volume delle prestazioni giornaliere
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=lstorage_dimen:

=lservice_level

=lcolumn =Column =Jcalumn
7t INT Tk INT
AL INT
t name WARCHAR(255) name VARCHAR(255)
.name VAHCHANC Y sequence INT (=) description VARCHAR(255) [/} =
ider RS SR cost DOUBLE & r priotity  VARCHAR(255) []
i VARCHANIE id INT & \ url varcHarzss) O |
modet yaRG U latest  TINYINT() [ | id INT i .
ma”:‘s““:’ :ﬁig:ﬁ(;::’ 2 PoateTk  INT & | g e ] |
i o o wr o] | Cepcsiosmm—
microcodeVersion VARCHAR(285) [7] ‘ |
family VARCHAR(255) (f | Slcolumn
url VARCHAR(255) [ \ AN
id INT ] ‘ ‘ isRep TINYINT(1) [7]
latest TINYINT(1) El SColumn .- — ‘ P appTk INT
¢ dateTk INT A ————*2 - o @ P appGroupTk INT
7 INT lapplication,
dataCenter VARCHAR(255) [ A
¢ timestamp BIGINT Scolumn
dateTk INT i INT
Youme A ® — — fepApp  VARCHAR(255)
Sicolumn storageTk INT ? repApBTK  INT
o i uAon st oI cardinality SMALLINT
storageNodeTk INT ? dateTk INT B
fullDate DATETIME storagePoolTk INT
dayinMonth TINYINT applicationTk INT
dayinYear SMALLINT application GroupTk INT Zlk8s_namespace dinieHSONIS|
dateYear SMALLINT hostTk INT =lColumn
yearLabel CHAR(4) hostGroupTk INT \? 1 INT
monthNum TINYINT uerT.K INT dentier VARCHAR(T68)
monthLabel CHAR(T) senvicelLevelTk INT gine VARCHAR(255)
dayinWeekNum  TINYINT e e e oy businessEntityTk INT . — — S R VARCHAR(255) [
quarter TINYINT k8sMNamespaceTk INT d INT
quarterLabel CHAR(7) KEsNamespacegmuka DOUBLE Jatest TINYINT() Fi
daylnQuarter SMALLINT readResponseTime DOUBLE dateTk T B
repQuarter TINYINT writeResponseTime DOUBLE
repMonth TINVINT totalResponseTime DOUBLE B colanis
repWWeek TINYINT totalResponseTimeNlax DOUBLE i { k8sNamespaceGroupTk INT
repDay TINYINT readThroughput DOUBLE  [F] B ktis e » § kBsNamespaceTk INT
repMonthOrLatest TINYINT writeThroughput DOUBLE [ ECU\J’TITI isRep TINYINT(1) [
sspFlag TINYINT totalThroughput DOUBLE [7] = ? tk INT [
Iatest TINVINT(1) [ totalThroughputhlax DOUBLE i e
future TINYINT(1) [¥] readlops DOUBLE [f] repk8sNamespace  VARCHAR(255) -
writelops DOUBLE [ . —— —< repk8sMNamespaceTk INT
totallops DOUBLE [7] cardinality SMALLINT
totallopsMax DOUBLE dateTk INT F
readCacheHitRatio DOUBLE []
writeCacheHitRatio DOUBLE —
INT
storageldentifier VARCHAR(768) [ totalCacheHitRatio DOUBLE  [F] Zlhost_group_
name WARCHAR(255) totalCacheHitRatiolMax DOUBLE [ =Column
label VARCHAR(255) [ writePending BIGINT Eftk INT
thinProvisioned TINYINT(1) readloDensity DOUBLE [ f¢o — — — — repHost  VARGCHAR(255) 7|
type VARCHAR(255) [[] writeloDensity DOUBLE  [F] @ repHosiTk INT
isVirtual TINYINT(1) [l —_—— % tntallnDens?ty DOUBLE [f] cardinality SMALLINT |
meta TINYINT(1) 1l totalloDensityMax DOUBLE [F] @ daleTk INT | - hosl_gmM
snapshot TINYINT(1) F compressionSavingsPercent DOUBLE [
technologyType ENUM 1 o — compressionSavingsSpace DOUBLE [ | | =lGolumn
uuid VARCHAR(258) [ | totalTimeToFull DOUBLE [7] l »
isMainframe TINYINT(1) confidencelntervalTimeToFull DOUBLE [ isRep TINYINT(1) 7]
.url VARCHAR(255) [ | accessed INT & Qhost_dime '.? hostGroupTk INT
id INT | | frontend TINYINT(1} Scol ? hosiTk INT
latest TNYINT(T) ] | backend TINVINT(1) 3 Ll
¢ dateTk INT (| 3 & INT
| ? | ? name VARCHAR(255)
— | | | identifier  VARCHAR(768)
J ‘ | | ip VARCHAR(1024)
— | [ 0s VARCHAR(255)
INT ‘ | model VARCHAR(255)
fullname VARCHAR(1024) ‘ | — manufacturer VARCHAR(255)
tenant VARCHAR(255) ‘ | url VARCHAR(255) [T]
lob VARCHAR(255) | | [ id INT £l
businessUnit VARCHAR(255) | | latest TINYINT(1) [
project VARCHAR(255) | | $ dateTk INT &
id INT =] J} | dataCenter  VARCHAR(255) [
latest TINYINT(1) ) | |
F dateTk INT [ ﬁstorage_mﬂ_ Zltier_dimens lstorage_pool_dimer
=lColumn S column =Column
Ptk INT 7t INT P INT J
name VARCHAR(255) name  VARCHAR(255) identifier VARCHAR(768)
identifier VARCHAR(768} sequence INT El name VARCHAR(255)
version VARCHAR(255) cost DOUBLE & storageName WARCHAR(255)
model VARCHAR(255) id INT Bl storagelP WARCHAR(1024)
serialNumber VARCHAR(255) Jatest TINYINT(1) & type VARCHAR(255) [
siteName  VARCHAR(255) [CIf @ gateTk  INT 0 redundancy VAR 55)
url VARCHAR(255) [ thinProvisioningSupported TINYINT(1) ]
id INT [F1 isVirtual TINYINT(1) [
latest TINYINT(1) [ usesFlashPools TINYINT(1)
dateTk INT [ url VARCHAR(255) [I]
id INT Fl
latest TINYINT(1) [
P dateTk INT F

Schemi Data Infrastructure Insights per la creazione di report

Queste tabelle e diagrammi di schema vengono forniti qui come riferimento per Data
Infrastructure Insights Reporting.
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"Tabelle degli schemi"in formato .PDF. Fare clic sul collegamento per aprirlo oppure fare clic con il pulsante
destro del mouse e scegliere Salva con nome... per scaricarlo.

"Diagrammi di schema"

@ La funzionalita di reporting € disponibile in Data Infrastructure Insights"Edizione Premium" .
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