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Analisi dei dati

Panoramica dell’analizzatore SAN

La SAN svolge un ruolo cruciale nella gestione di carichi di lavoro vitali, ma la sua
complessita pud causare interruzioni significative e disagi per i clienti. Con SAN
Analyzer di DI, la gestione della SAN diventa piu semplice ed efficiente. Questo potente
strumento offre visibilita end-to-end, mappando le dipendenze da VM/host a rete, LUN e
storage. Grazie a una mappa topologica interattiva, SAN Analyzer consente di
individuare i problemi, comprendere i cambiamenti e migliorare la comprensione del
flusso di dati. Semplifica la gestione SAN in ambienti IT complessi con SAN Analyzer e
aumenta la visibilita sui carichi di lavoro a blocchi.
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Esplora le connessioni tra le tue risorse

Selezionare Osservabilita > Analizza > Analizzatore SAN per visualizzare I'analizzatore SAN. Imposta un
filtro per Applicazione, Host, Fabric e/o Storage. Viene visualizzata la mappa degli oggetti, che mostra gl
oggetti collegati. Passa il mouse su un oggetto per visualizzare le metriche del traffico per quelle connessioni.
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La maggior parte dei filtri di SAN Analyzer (inclusi quelli che puoi aggiungere) sono contestuali;

@ quando selezioni un oggetto in uno di questi filtri, le scelte presentate negli altri menu a discesa
dei filtri vengono aggiornate in base al contesto dell’'oggetto o degli oggetti selezionati. Le
uniche eccezioni sono Applicazione, Porta e Switch; questi filtri non sono contestuali.

Facendo clic su un oggetto o un gruppo si apre un pannello scorrevole che fornisce ulteriori dettagli
sull’'oggetto e sulle sue connessioni. Il pannello scorrevole visualizza un riepilogo che fornisce dettagli
sull’oggetto selezionato (ad esempio, IP, Hypervisor, Connected Fabric, ecc., a seconda del tipo di oggetto) e
grafici che mostrano le metriche per 'oggetto, come latenza o IOPS, nonché modifiche e avvisi, se pertinenti.
Se lo desideri, puoi anche scegliere di visualizzare le metriche per gli oggetti piu correlati nei grafici.

Oltre alla scheda Riepilogo, il pannello scorrevole visualizza schede per informazioni quali i dettagli della porta
o le informazioni sulla zona, a seconda dell’oggetto scelto.
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Se il tuo ambiente ha protocolli diversi, puoi filtrare per iSCSI o FC:
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Se I'ambiente include dispositivi iISCSI, passando il mouse sull’oggetto iSCS/ vengono evidenziate le
connessioni relative a tali dispositivi iISCSI.
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Suggerimenti per la risoluzione dei problemi

Ecco alcune cose da provare se riscontri problemi:



Problema:

Prova questo:

Vedo <0, =0 o >0 nella legenda per metriche come Cio potrebbe verificarsi in casi molto rari in cui i valori

trafficUtilization o trafficRate.

metrici sono inferiori a due cifre decimali, ad esempio
0,000123. Ampliare la finestra temporale potrebbe
aiutare ad analizzare la metrica in modo piu efficace.

Panoramica di VM Analyzer

Con VM Analyzer di DII, la gestione delle risorse virtuali diventa piu semplice ed
efficiente. Questo potente strumento offre visibilita end-to-end, mappando le dipendenze
da VMDK/VM a Host, a Datastore, a Volume interno/Volume a Storage.

Grazie a una mappa topologica interattiva, VM Analyzer consente di individuare i problemi, comprendere i
cambiamenti e migliorare la comprensione del flusso di dati. Semplifica la gestione delle VM e aumenta la

visibilita sui carichi di lavoro virtuali.

Observability / Analyze / VM Analyzer

Filter By - Application = All v (X
Virtual Machine | Arrow-OTS-01 X v | X

Volume | All '

Internal Volume | All v i (7]

Protocol: All - Connection Size: | IOPS-Total (I0/s) +

@ Last 3 Hours - °

Virtual Machine Ry | X

! Arrow-0TS-01 [l Expand Details

dizktiops total: 58.06 10/s Iﬁ

Map Legend @ diskLatencytotal 1.89 ms W

Metric Displayed: Latency - Total (ms) + Group VMsby:  Automatic ¥

Reset
VMDK [7) VM 1) Host {1)
[NetApp-Ont..S-01.vmdk : ; e
o Arrow-0T5-01
Latency - Totsk 1.89ms
[NetApp-Ont .07_1.wmdk I0PS - Totsl: S806/0/=
S - Throughput - Total: 0.6Mig/s

[NetApp-Ont._01_2 vmdk
101 ms

1€

[NetApp-Ont.01_3.vmdk
B96 m=

[NetApp-Ont_07_4 wmdk

485 ms

3 |

[NetApp-Ot..017 S.vmdk
057 ms

FHe

diskThroughputtotsl: 0.60 MiB/fs ﬁ
TS v | +

Datastore (1

Performance Additional Resources Alerts & Changes
@)- .
NEW‘FO"?‘EEE—S:BE o [ ] Arrow-0T5-01 & Settings
Top Correlated [ 0 Alertz and 0 Changes

O ﬂ geminid NFRAD...

o5%

diskLatency.total {ms)

Workload Contention
[] L) stjerna-kemi il
83% @ Changes
[] i) BlueXPConnect... 2:00 PM J00FM 400 PM
an%
disklops.total (10/s)
Q. Search Asseis 500
i v
4 >

Esplora le connessioni tra le tue risorse

Selezionare Osservabilita > Analizza > Analizzatore VM per visualizzare I'analizzatore VM. Imposta un filtro
per Applicazione, Macchina virtuale, Volume, Volume interno oppure aggiungi i tuoi filtri. Viene visualizzata la
mappa degli oggetti, che mostra gli oggetti collegati. Passa il mouse su un oggetto per visualizzare le metriche

del traffico per quelle connessioni.
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La maggior parte dei filtri di VM Analyzer (inclusi quelli che puoi aggiungere) sono contestuali;
@ qguando selezioni un oggetto in uno di questi filtri, le scelte presentate negli altri menu a discesa
dei filtri vengono aggiornate in base al contesto dell’'oggetto o degli oggetti selezionati.

Facendo clic su un oggetto o un gruppo si apre un pannello scorrevole che fornisce ulteriori dettagli
sull’'oggetto e sulle sue connessioni. Il pannello scorrevole visualizza un riepilogo che fornisce dettagli
sull’'oggetto selezionato (ad esempio, produttivita o utilizzo, a seconda del tipo di oggetto) e grafici che
mostrano le metriche per 'oggetto, come latenza o IOPS. Le schede aggiuntive consentono di esplorare
risorse aggiuntive correlate o modifiche e avvisi. Se lo si desidera, & possibile scegliere di visualizzare anche
le metriche per gli oggetti piu correlati o in competizione nei grafici.

Guardalo in azione

Risoluzione dei problemi semplificata con VM Analyzer (video),window=read-later

Monitorare lo stato di salute delle infrastrutture

Data Infrastructure Insights fornisce un monitoraggio completo dello stato
dell’infrastruttura che tiene traccia delle prestazioni, della capacita, della configurazione e
dello stato dei componenti del tuo ambiente di archiviazione. | punteggi di integrita
vengono calcolati in base agli avvisi di monitoraggio in queste categorie, offrendo una
visione unificata dello stato di integrita del sistema e consentendo una risoluzione
proattiva dei problemi.

Il dashboard sulla salute delle infrastrutture

@ Il monitoraggio della salute delle infrastrutture € un"Anteprima" funzionalita ed € soggetta a
modifiche.

Vai su Osservabilita > Analizza e seleziona Stato dell’infrastruttura. La dashboard fornisce una panoramica
dello stato di salute del sistema, in base alle categorie di avviso del monitor e ai punteggi, come spiegato di
seguito. Imposta i filtri in alto per restringere il campo della tua indagine.


https://media.netapp.com/video-detail/0e62b784-8456-5ef7-8879-f0352135a0f1/simplified-troubleshooting-with-vm-analyzer
concept_preview_features.html
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Per impostazione predefinita, i punteggi di integrita sono raggruppati per data center; puoi selezionare il
raggruppamento piu adatto alla tua sessione.

Configurare i monitor da utilizzare per lo stato dell’infrastruttura
| punteggi di integrita sono determinati da avvisi configurati per I'inclusione nei calcoli di integrita del sistema.

Quando si crea un monitor per un oggetto infrastrutturale, & possibile scegliere se includere gli avvisi del
monitor nei calcoli. Nella parte inferiore dello schermo, espandi Configurazione avanzata e seleziona Includi
nel calcolo dello stato dell’infrastruttura. Selezionare una categoria a cui applicare il calcolo per il monitor:

» Stato dei componenti: guasto della ventola, processore di servizio offline, ecc.

+ Stato delle prestazioni: elevato utilizzo dei nodi di archiviazione, picco anomalo nella latenza dei nodi,
ecc.

» Stato della capacita: capacita del pool di archiviazione quasi piena, spazio insufficiente per snapshot
LUN, ecc.

« Stato della configurazione: livello cloud non raggiungibile, relazione SnapMirror non sincronizzata, ecc.
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Spiegazione dei punteggi di salute

| punteggi vengono presentati su una scala da 0 a 100, dove 100 corrisponde a piena salute. Gli oggetti
infrastrutturali monitorati che presentano problemi attuali o recenti abbasseranno questo punteggio in base alle
seguenti medie ponderate:

« Componenti, prestazioni o capacita: 30% ciascuno

» Configurazione: 10%

| punteggi di integrita sono influenzati dagli avvisi generati dai monitor configurati per essere inclusi nei calcoli
di integrita dell'infrastruttura nei seguenti modi:

 Gli avvisi critici abbassano il punteggio di salute del peso della categoria completa

 Gli avvisi di avvertimento abbassano il punteggio di meta del peso della categoria.
Se una categoria non viene segnalata, la media ponderata verra adeguata di conseguenza.

Ad esempio: 1 avviso critico sui Componenti (-30) e 1 avviso di avvertenza sulle Prestazioni (50% di 30 = -15)
producono un punteggio di integrita di 55 (100 meno 45).

Una volta risolti gli avvisi, le riduzioni del punteggio di integrita diminuiscono gradualmente e il punteggio viene
ripristinato completamente entro 2 ore.
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