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Note di rilascio

Novita di NetApp Disaster Recovery

Scopri le novita di NetApp Disaster Recovery.

12 gennaio 2026

Versione 4.2.9

Supporto per piu agenti Console in ambienti on-premise

Se utilizzi il Disaster Recovery in locale, ora puoi distribuire un agente Console per ogni istanza di vCenter,
migliorando la resilienza.

Ad esempio, se si dispone di due siti (siti A e B), il sito A puo avere I'agente console A collegato a vCenter 1,
distribuzione ONTAP 1 e distribuzione ONTAP 2. |l sito B puo avere I'agente Console B collegato alle
distribuzioni vCenter 2 e ONTAP 3 e 4.

Per informazioni sull’agente Console in Disaster Recovery, vedere "Creare I'agente della console".

Aggiungere VM dopo il failover per i piani di replicazione utilizzando la protezione basata su datastore

Quando viene attivato il failover, qualsiasi piano di replica che utilizza la protezione basata su datastore include
le VM aggiunte al datastore, a condizione che siano state rilevate. E necessario fornire i dettagli di mappatura
per le VM aggiunte prima del completamento del failover.

Per maggiori informazioni, vedere "Failover delle applicazioni".

Nuove notifiche e-mail

Disaster Recovery ora fornisce notifiche e-mail per i seguenti eventi:

* Avvicinamento al limite di utilizzo della capacita
» Generazione del report completata
 Fallimenti lavorativi

» Scadenza o violazioni della licenza

Miglioramenti di Swagger

Ora ¢ possibile accedere alla documentazione di Swagger dall'interno di Disaster Recovery. In Disaster
Recovery, seleziona Impostazioni, quindi Documentazione API per collegarti a Swagger oppure visita questo
URL nella modalita di navigazione in incognito/privata del tuo browser:
"https://snapcenter.cloudmanager.cloud.netapp.com/api/api-doc/draas".

Interfacce utente migliorate

Disaster Recovery ora fornisce avvisi e risoluzioni degli errori migliorati. Questa versione corregge un errore
che impediva la visualizzazione dei lavori annullati nell'interfaccia utente. Ora i lavori annullati sono visibili. E
presente anche un nuovo avviso quando la stessa rete di destinazione viene mappata su piu reti di origine

diverse.


https://docs.netapp.com/us-en/data-services-disaster-recovery/get-started/dr-prerequisites.html#netapp-console-prerequisites
https://docs.netapp.com/us-en/data-services-disaster-recovery/use/failover.html
https://snapcenter.cloudmanager.cloud.netapp.com/api/api-doc/draas

Mantieni la struttura delle cartelle della VM aggiunta come predefinita nei piani di replica

Quando si crea una replica, la nuova impostazione predefinita &€ quella di mantenere la struttura delle cartelle
della VM. Se la destinazione di ripristino non dispone della gerarchia di cartelle originale, Disaster Recovery la
crea. E possibile deselezionare questa opzione per ignorare la gerarchia delle cartelle originale.

Per maggiori informazioni, vedere "Creare un piano di replicazione".

09 dicembre 2025

Versione 4.2.8P1

Conservazione della gerarchia delle cartelle

Per impostazione predefinita, Disaster Recovery mantiene la gerarchia dell’inventario delle VM (struttura delle
cartelle) durante il failover. Se la destinazione di ripristino non dispone della cartella richiesta, Disaster
Recovery la crea.

Ora e possibile ignorare questa impostazione designando una nuova cartella VM padre o deselezionando
'opzione Mantieni gerarchia cartelle originale.

Per maggiori informazioni, vedere "Creare un piano di replicazione".

Aggiornamento semplificato dell’agente della console

Disaster Recovery ora supporta un processo semplificato per I'utilizzo di pit agenti Console in un ambiente di
lavoro. Per passare da un agente Console all’altro, € necessario modificare la configurazione di vCenter,
riscoprire le credenziali e aggiornare i piani di replica per utilizzare il nuovo agente Console.

Per maggiori informazioni, vedere "Agenti della console Switch".

01 dicembre 2025

Versione 4.2.8

Supporto per Google Cloud VMware Engine tramite Google Cloud NetApp Volumes

NetApp Disaster Recovery ora supporta Google Cloud VMware Engine utilizzando Google Cloud NetApp
Volumes per le operazioni di migrazione, failover, failback e test. Questa integrazione consente flussi di lavoro
di disaster recovery senza interruzioni tra ambienti on-premise e Google Cloud.

Assicurati di rivedere il"prerequisiti" E"limitazioni" per Google Cloud.

10 novembre 2025

Versione 4.2.7

Supporto failover a cascata

Ora e possibile configurare una relazione a cascata in ONTAP e utilizzare qualsiasi parte di tale relazione di
replica per il ripristino di emergenza.


https://docs.netapp.com/us-en/data-services-disaster-recovery/use/drplan-create.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/use/drplan-create.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/reference/switch-console-agent.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/get-started/dr-prerequisites.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/release-notes/dr-limitations.html

Ridurre il supporto hardware VMware durante la registrazione

Disaster Recovery ora supporta il downgrade del’hardware VMware a una versione precedente di vSphere
durante la registrazione. Questa funzionalita & utile quando I'host ESX di origine esegue una versione
successiva a quella del sito di ripristino di emergenza.

Per maggiori informazioni, vedere "Creare un piano di replica in NetApp Disaster Recovery".

Arresto graduale

Disaster Recovery ora arresta correttamente le VM anziché spegnerle. Se una determinata VM impiega piu di
dieci minuti per spegnersi, Disaster Recovery la spegne.

Supporto per script pre-backup

Ora e possibile inserire script personalizzati nel flusso di lavoro di failover da eseguire prima di creare un
backup. Gli script di pre-backup consentono di controllare lo stato della VM prima che venga replicato uno
snapshot e di preparare una VM per una transizione. Ad esempio, & possibile inserire uno script che smonta
un mount NFS che verra rimontato utilizzando uno script diverso dopo il failover.

Per maggiori informazioni, vedere "Creare un piano di replica in NetApp Disaster Recovery".

06 ottobre 2025

Versione 4.2.6

Il BlueXP disaster recovery & ora NetApp Disaster Recovery

Il BlueXP disaster recovery & stato rinominato NetApp Disaster Recovery.

BlueXP é ora NetApp Console

NetApp Console, basata sulle fondamenta BlueXP migliorate e ristrutturate, offre una gestione centralizzata
dello storage NetApp e NetApp Data Services in ambienti on-premise e cloud di livello aziendale, offrendo
informazioni in tempo reale, flussi di lavoro piu rapidi e un’amministrazione semplificata, il tutto in modo
altamente sicuro e conforme.

Per i dettagli su cosa &€ cambiato, vedere il "Note sulla versione NetApp Console".

Altri aggiornamenti

* |l supporto per Amazon Elastic VMware Service (EVS) con Amazon FSx for NetApp ONTAP era disponibile
in anteprima pubblica. Con questa versione, la funzionalita & ora disponibile al pubblico. Per i dettagli, fare
riferimento a"Introduzione di NetApp Disaster Recovery tramite Amazon Elastic VMware Service e Amazon
FSx for NetApp ONTAP" .

« Miglioramenti nella scoperta dello storage, inclusi tempi di scoperta ridotti per le distribuzioni on-premise

» Supporto per la gestione delle identita e degli accessi (IAM), incluso il controllo degli accessi basato sui
ruoli (RBAC) e autorizzazioni utente migliorate

» Supporto di anteprima privata per la soluzione Azure VMware e Cloud Volumes ONTAP. Grazie a questo
supporto, ora € possibile configurare la protezione del disaster recovery da locale alla soluzione Azure
VMware utilizzando I'archiviazione Cloud Volumes ONTAP .


https://docs.netapp.com/us-en/data-services-disaster-recovery/use/drplan-create.html#select-vcenter-servers
https://docs.netapp.com/us-en/data-services-disaster-recovery/use/drplan-create.html#select-vcenter-servers
https://docs.netapp.com/us-en/console-relnotes/index.html
../reference/evs-deploy-guide-introduction.html
../reference/evs-deploy-guide-introduction.html

04 agosto 2025

Versione 4.2.5P2

Aggiornamenti NetApp Disaster Recovery

Questa versione include i seguenti aggiornamenti:

+ Migliorato il supporto VMFS per gestire lo stesso LUN presentato da pit macchine virtuali di archiviazione.
» Migliorata la pulizia dello teardown del test per gestire il datastore gia smontato e/o eliminato.

* Mappatura della subnet migliorata in modo che ora convalidi che il gateway immesso sia contenuto nella
rete fornita.

« E stato risolto un problema che poteva causare il fallimento del piano di replica se il nome della VM
conteneva ".com".

« E stata rimossa una restrizione che impediva al volume di destinazione di essere uguale al volume di
origine durante la creazione del volume come parte della creazione del piano di replica.

» Aggiunto il supporto per un abbonamento con pagamento in base al consumo (PAYGO) a NetApp
Intelligent Services in Azure Marketplace e aggiunto un collegamento ad Azure Marketplace nella finestra
di dialogo della prova gratuita.

Per i dettagli, vedere "Licenza NetApp Disaster Recovery" E "Impostare la licenza per NetApp Disaster
Recovery" .

14 luglio 2025

Versione 4.2.5

Ruoli utente in NetApp Disaster Recovery

NetApp Disaster Recovery ora utilizza ruoli per gestire 'accesso di ciascun utente a funzionalita e azioni
specifiche.

Il servizio utilizza i seguenti ruoli specifici di NetApp Disaster Recovery.

 Amministratore del ripristino di emergenza: esegue qualsiasi azione in NetApp Disaster Recovery.

« Amministratore failover di disaster recovery: esegue azioni di failover e migrazione in NetApp Disaster
Recovery.

+ Amministratore dell’applicazione di disaster recovery: crea e modifica piani di replica e avvia failover di
prova.

* Visualizzatore di disaster recovery: visualizza le informazioni in NetApp Disaster Recovery, ma non puo
eseguire alcuna azione.

Se si fa clic sul servizio NetApp Disaster Recovery e lo si configura per la prima volta, & necessario disporre
dell’'autorizzazione SnapCenterAdmin o del ruolo Organization Admin.

Per i dettagli, vedere"Ruoli utente e autorizzazioni in NetApp Disaster Recovery" .

"Scopri i ruoli di accesso per tutti i servizi".


https://docs.netapp.com/us-en/data-services-disaster-recovery/get-started/dr-intro.html#licensing
https://docs.netapp.com/us-en/data-services-disaster-recovery/get-started/dr-licensing.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/get-started/dr-licensing.html
https://docs.netapp.com/us-en/console-setup-admin/reference-iam-disaster-rec-roles.html
https://docs.netapp.com/us-en/console-setup-admin/reference-iam-predefined-roles.html

Altri aggiornamenti in NetApp Disaster Recovery

* Rilevamento di rete migliorato
* Miglioramenti della scalabilita:
o Filtraggio per i metadati richiesti anziché per tutti i dettagli
> Miglioramenti della scoperta per recuperare e aggiornare piu velocemente le risorse della VM
o Ottimizzazione della memoria e delle prestazioni per il recupero e I'aggiornamento dei dati
> Miglioramenti nella creazione del client vCenter SDK e nella gestione del pool
» Gestione dei dati obsoleti alla prossima individuazione programmata o manuale:

> Quando una VM viene eliminata in vCenter, NetApp Disaster Recovery ora la rimuove
automaticamente dal piano di replica.

> Quando un datastore o una rete vengono eliminati in vCenter, NetApp Disaster Recovery li elimina ora
dal piano di replica e dal gruppo di risorse.

o Quando un cluster, un host o un data center viene eliminato in vCenter, NetApp Disaster Recovery ora
lo elimina dal piano di replica e dal gruppo di risorse.

* Ora puoi accedere alla documentazione di Swagger nella modalita di navigazione in incognito del tuo
browser. E possibile accedervi da NetApp Disaster Recovery tramite I'opzione Impostazioni >
Documentazione API oppure direttamente al seguente URL nella modalita di navigazione in incognito del
browser: "Documentazione Swagger" .

* In alcune situazioni, dopo un’operazione di failback, I'iGroup veniva lasciato indietro al termine
dell’'operazione. Questo aggiornamento rimuove iGroup se & obsoleto.

» Se nel piano di replica & stato utilizzato 'TFQDN NFS, NetApp Disaster Recovery ora lo risolve in un
indirizzo IP. Questo aggiornamento ¢ utile se il nome di dominio completo non & risolvibile nel sito di
ripristino di emergenza.

» Miglioramenti dell’allineamento dell’interfaccia utente

* Miglioramenti del registro per acquisire i dettagli delle dimensioni di vCenter dopo la corretta individuazione

30 giugno 2025

Versione 4.2.4P2

Miglioramenti della scoperta

Questo aggiornamento migliora il processo di individuazione, riducendone il tempo necessario.

23 giugno 2025

Versione 4.2.4P1

Miglioramenti nella mappatura delle subnet

Questo aggiornamento migliora la finestra di dialogo Aggiungi e modifica mappatura subnet con una nuova
funzionalita di ricerca. Ora puoi trovare rapidamente subnet specifiche inserendo termini di ricerca,
semplificando la gestione delle mappature delle subnet.


https://snapcenter.cloudmanager.cloud.netapp.com/api/api-doc/draas

09 giugno 2025

Versione 4.2.4

Supporto per la soluzione password dell’amministratore locale di Windows (LAPS)

Windows Local Administrator Password Solution (Windows LAPS) € una funzionalita di Windows che gestisce
ed esegue automaticamente il backup della password di un account amministratore locale su Active Directory.

Ora é possibile selezionare le opzioni di mappatura della subnet e selezionare I'opzione LAPS fornendo i
dettagli del controller di dominio. Utilizzando questa opzione non & necessario fornire una password per
ciascuna delle macchine virtuali.

Per i dettagli, fare riferimento a "Creare un piano di replicazione" .

13 maggio 2025

Versione 4.2.3

Mappatura della sottorete

Con questa versione, € possibile gestire gli indirizzi IP in caso di failover in un modo nuovo, utilizzando la
mappatura delle subnet, che consente di aggiungere subnet per ogni vCenter. In questo modo si definiscono il
CIDR IPv4, il gateway predefinito e il DNS per ogni rete virtuale.

In caso di failover, NetApp Disaster Recovery determina I'indirizzo IP appropriato di ogni vNIC esaminando il
CIDR fornito per la rete virtuale mappata e lo utilizza per ricavare il nuovo indirizzo IP.

Per esempio:

* ReteA=10.1.1.0/24
* ReteB = 192.168.1.0/24

VM1 ha una vNIC (10.1.1.50) connessa alla ReteA. Nelle impostazioni del piano di replica, la rete A € mappata
sulla rete B.

In caso di failover, NetApp Disaster Recovery sostituisce la parte di rete dell’indirizzo IP originale (10.1.1) e
mantiene l'indirizzo host (.50) dell’indirizzo IP originale (10.1.1.50). Per VM1, NetApp Disaster Recovery
esamina le impostazioni CIDR per NetworkB e utilizza la porzione di rete NetworkB 192.168.1, mantenendo la
porzione host (.50) per creare il nuovo indirizzo IP per VM1. Il nuovo IP diventa 192.168.1.50.

In sintesi, I'indirizzo host rimane lo stesso, mentre I'indirizzo di rete viene sostituito con quello configurato nella
mappatura della subnet del sito. Cid consente di gestire piu facilmente la riassegnazione degli indirizzi IP in
caso di failover, soprattutto se si hanno centinaia di reti e migliaia di VM da gestire.

Per i dettagli sull'inclusione della mappatura delle subnet nei tuoi siti, fai riferimento a "Aggiungi siti server
vCenter" .

Protezione contro gli ostacoli

Ora e possibile ignorare la protezione in modo che il servizio non crei automaticamente una relazione di
protezione inversa dopo un failover del piano di replica. Questa opzione € utile se si desidera eseguire
operazioni aggiuntive sul sito ripristinato prima di riportarlo online in NetApp Disaster Recovery.


https://docs.netapp.com/us-en/data-services-disaster-recovery/use/drplan-create.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/use/sites-add.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/use/sites-add.html

Quando si avvia un failover, per impostazione predefinita il servizio crea automaticamente una relazione di
protezione inversa per ogni volume nel piano di replica, se il sito di origine originale & online. Cio significa che il
servizio crea una relazione SnapMirror dal sito di destinazione al sito di origine. Il servizio inverte
automaticamente anche la relazione SnapMirror quando si avvia un failback.

Quando si avvia un failover, ora & possibile scegliere 'opzione Salta protezione. In questo modo il servizio
non inverte automaticamente la relazione SnapMirror . Invece, lascia il volume scrivibile su entrambi i lati del
piano di replicazione.

Dopo che il sito di origine originale & di nuovo online, &€ possibile stabilire la protezione inversa selezionando
Proteggi risorse dal menu Azioni del piano di replica. In questo modo si tenta di creare una relazione di
replicazione inversa per ogni volume nel piano. E possibile eseguire questo processo pitl volte finché la
protezione non viene ripristinata. Una volta ripristinata la protezione, € possibile avviare un failback nel modo
consueto.

Per i dettagli sulla protezione da salto, fare riferimento a "Eseguire il failover delle applicazioni su un sito
remoto" .

Aggiornamenti della pianificazione SnapMirror nel piano di replica

NetApp Disaster Recovery supporta ora I'uso di soluzioni di gestione degli snapshot esterni, come lo scheduler
di policy nativo ONTAP SnapMirror o integrazioni di terze parti con ONTAP. Se ogni datastore (volume) nel
piano di replicazione ha gia una relazione SnapMirror gestita altrove, & possibile utilizzare tali snapshot come
punti di ripristino in NetApp Disaster Recovery.

Per configurare, nella sezione Piano di replica > Mapping delle risorse, selezionare la casella di controllo Usa
backup e pianificazioni di conservazione gestiti dalla piattaforma durante la configurazione del mapping
dei datastore.

Quando I'opzione ¢ selezionata, NetApp Disaster Recovery non configura una pianificazione di backup.
Tuttavia, & comunque necessario configurare una pianificazione di conservazione perché potrebbero essere
comunque acquisiti snapshot per operazioni di test, failover e failback.

Dopo aver configurato questa funzionalita, il servizio non esegue snapshot programmati regolarmente, ma si
affida all’entita esterna per I'esecuzione e I'aggiornamento di tali snapshot.

Per i dettagli sull’utilizzo di soluzioni snapshot esterne nel piano di replica, fare riferimento a "Creare un piano
di replicazione" .

16 aprile 2025

Versione 4.2.2

Rilevamento pianificato per le VM

NetApp Disaster Recovery esegue la rilevazione una volta ogni 24 ore. Con questa versione, ora puoi
personalizzare la pianificazione dell'individuazione in base alle tue esigenze e ridurre I'impatto sulle prestazioni
quando necessario. Ad esempio, se si dispone di un numero elevato di VM, € possibile impostare la
pianificazione dell’individuazione in modo che venga eseguita ogni 48 ore. Se si dispone di un numero limitato
di VM, é possibile impostare la pianificazione dell'individuazione in modo che venga eseguita ogni 12 ore.

Se non si desidera pianificare I'individuazione, € possibile disattivare I'opzione di individuazione pianificata e
aggiornare manualmente 'individuazione in qualsiasi momento.

Per i dettagli, fare riferimento a "Aggiungi siti server vCenter" .


https://docs.netapp.com/us-en/data-services-disaster-recovery/use/failover.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/use/failover.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/use/drplan-create.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/use/drplan-create.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/use/sites-add.html

Supporto del datastore del gruppo di risorse

In precedenza, era possibile creare gruppi di risorse solo tramite VM. Con questa versione € possibile creare
un gruppo di risorse in base ai datastore. Quando si crea un piano di replicazione e si crea un gruppo di
risorse per tale piano, verranno elencate tutte le VM in un datastore. Questa opzione ¢é utile se si dispone di un
numero elevato di VM e si desidera raggrupparle in base al datastore.

E possibile creare un gruppo di risorse con un datastore nei seguenti modi:
* Quando si aggiunge un gruppo di risorse tramite datastore, € possibile visualizzare un elenco di datastore.
E possibile selezionare uno o piu datastore per creare un gruppo di risorse.
* Quando si crea un piano di replicazione e si crea un gruppo di risorse all’interno del piano, & possibile

visualizzare le VM nei datastore.

Per i dettagli, fare riferimento a "Creare un piano di replicazione" .

Notifiche di prova gratuita o scadenza della licenza

Questa versione fornisce notifiche che la prova gratuita scadra tra 60 giorni per garantire che tu abbia il tempo
di ottenere una licenza. Questa versione fornisce anche notifiche il giorno in cui scade la licenza.

Notifica degli aggiornamenti del servizio

Con questa versione, nella parte superiore viene visualizzato un banner per indicare che i servizi vengono
aggiornati e che il servizio € in modalita di manutenzione. Il banner appare quando il servizio € in fase di
aggiornamento e scompare al termine dell’aggiornamento. Mentre 'aggiornamento € in corso, puoi continuare
a lavorare nell’interfaccia utente, ma non puoi inviare nuovi lavori. | lavori pianificati verranno eseguiti una volta
completato I'aggiornamento e il servizio tornera in modalita di produzione.

10 marzo 2025

Versione 4.2.1

Supporto proxy intelligente

L'agente NetApp Console supporta il proxy intelligente. Il proxy intelligente € un modo leggero, sicuro ed
efficiente per connettere il tuo sistema locale a NetApp Disaster Recovery. Fornisce una connessione sicura
tra il tuo sistema e NetApp Disaster Recovery senza richiedere una VPN o un accesso diretto a Internet.
Questa implementazione proxy ottimizzata scarica il traffico API all’interno della rete locale.

Quando viene configurato un proxy, NetApp Disaster Recovery tenta di comunicare direttamente con VMware
o ONTAP e utilizza il proxy configurato se la comunicazione diretta fallisce.

L'implementazione del proxy NetApp Disaster Recovery richiede la comunicazione sulla porta 443 tra 'agente
della console e tutti i server vCenter e gli array ONTAP che utilizzano un protocollo HTTPS. L'agente NetApp
Disaster Recovery all'interno dell’agente Console comunica direttamente con VMware vSphere, VC o ONTAP
quando esegue qualsiasi azione.

Per ulteriori informazioni sul proxy intelligente per NetApp Disaster Recovery, vedere "Configura la tua
infrastruttura per NetApp Disaster Recovery" .

Per ulteriori informazioni sulla configurazione generale del proxy nella NetApp Console, vedere "Configurare
'agente della console per utilizzare un server proxy" .
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Interrompi la prova gratuita in qualsiasi momento

Puoi interrompere la prova gratuita in qualsiasi momento oppure attendere la sua scadenza.

Vedere "Termina la prova gratuita" .

19 febbraio 2025

Versione 4.2

Supporto ASA r2 per VM e datastore su storage VMFS

Questa versione di NetApp Disaster Recovery fornisce supporto per ASA r2 per VM e datastore su storage
VMFS. Su un sistema ASA r2, il software ONTAP supporta le funzionalita SAN essenziali, rimuovendo al
contempo le funzionalita non supportate negli ambienti SAN.

Questa versione supporta le seguenti funzionalita per ASA r2:

* Provisioning del gruppo di coerenza per I'archiviazione primaria (solo gruppo di coerenza flat, ovvero un
solo livello senza una struttura gerarchica)

» Operazioni di backup (gruppo di coerenza) inclusa 'automazione SnapMirror
Il supporto per ASA r2 in NetApp Disaster Recovery utilizza ONTAP 9.16.1.

Sebbene i datastore possano essere montati su un volume ONTAP o su un’unita di storage ASA r2, un gruppo
di risorse in NetApp Disaster Recovery non puo includere sia un datastore da ONTAP che uno da ASA 2. E
possibile selezionare un datastore da ONTAP o un datastore da ASA r2 in un gruppo di risorse.

30 ottobre 2024

Segnalazione

Ora puoi generare e scaricare report che ti aiuteranno ad analizzare il tuo panorama. | report predefiniti
riepilogano i failover e i failback, mostrano i dettagli della replica su tutti i siti e mostrano i dettagli dei processi
degli ultimi sette giorni.

Fare riferimento a "Creare report di ripristino di emergenza" .

Prova gratuita di 30 giorni

Ora puoi registrarti per una prova gratuita di 30 giorni di NetApp Disaster Recovery. In precedenza, le prove
gratuite duravano 90 giorni.

Fare riferimento a "Impostare la licenza" .

Disabilitare e abilitare i piani di replicazione

Una versione precedente includeva aggiornamenti alla struttura della pianificazione dei test di failover,
necessari per supportare le pianificazioni giornaliere e settimanali. Questo aggiornamento richiedeva di
disabilitare e riabilitare tutti i piani di replica esistenti, in modo da poter utilizzare le nuove pianificazioni dei test
di failover giornalieri e settimanali. Si tratta di un requisito una tantum.

Ecco come fare:
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1. Dal menu, seleziona Piani di replicazione.
2. Selezionare un piano e fare clic sull’icona Azioni per visualizzare il menu a discesa.
3. Selezionare Disabilita.

4. Dopo qualche minuto, seleziona Abilita.

Mappatura delle cartelle

Quando si crea un piano di replica e si mappano le risorse di elaborazione, & ora possibile mappare le cartelle
in modo che le VM vengano ripristinate in una cartella specificata per data center, cluster e host.

Per i dettagli, fare riferimento a "Creare un piano di replicazione" .

Dettagli della VM disponibili per failover, failback e failover di prova

Quando si verifica un errore e si avvia un failover, si esegue un failback o si testa il failover, ora € possibile
visualizzare i dettagli delle VM e identificare quali VM non sono state riavviate.

Fare riferimento a "Eseguire il failover delle applicazioni su un sito remoto" .

Ritardo di avvio della VM con sequenza di avvio ordinata

Quando si crea un piano di replica, € ora possibile impostare un ritardo di avvio per ogni macchina virtuale nel
piano. Cio consente di impostare una sequenza di avvio delle VM per garantire che tutte le VM con priorita uno
siano in esecuzione prima dell’avvio delle VM con priorita successiva.

Per i dettagli, fare riferimento a "Creare un piano di replicazione" .

Informazioni sul sistema operativo della VM

Quando si crea un piano di replicazione, € ora possibile visualizzare il sistema operativo per ogni macchina
virtuale nel piano. Cio € utile per decidere come raggruppare le VM in un gruppo di risorse.

Per i dettagli, fare riferimento a "Creare un piano di replicazione" .

Aliasing del nome della VM

Quando si crea un piano di replica, € ora possibile aggiungere un prefisso e un suffisso ai nomi delle VM sul
sito di disaster recovery. Cio consente di utilizzare un nome piu descrittivo per le VM nel piano.

Per i dettagli, fare riferimento a "Creare un piano di replicazione" .

Pulisci i vecchi snapshot

E possibile eliminare tutti gli snapshot che non sono pitl necessari oltre il numero di conservazione specificato.
Gli snapshot potrebbero accumularsi nel tempo quando si riduce il numero di snapshot conservati; ora &
possibile rimuoverli per liberare spazio. Puoi farlo in qualsiasi momento su richiesta o quando elimini un piano
di replicazione.

Per i dettagli, fare riferimento a "Gestisci siti, gruppi di risorse, piani di replica, datastore e informazioni sulle
macchine virtuali" .
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Riconciliare gli snapshot

Ora puoi riconciliare gli snapshot non sincronizzati tra I'origine e la destinazione. Cio potrebbe verificarsi se gli
snapshot vengono eliminati su una destinazione esterna a NetApp Disaster Recovery. |l servizio elimina
automaticamente lo snapshot sulla sorgente ogni 24 ore. Tuttavia, &€ possibile eseguire questa operazione su
richiesta. Questa funzionalita consente di garantire che gli snapshot siano coerenti in tutti i siti.

Per i dettagli, fare riferimento a "Gestire i piani di replicazione" .

20 settembre 2024

Supporto per datastore VMware VMFS da locale a locale

Questa versione include il supporto per le VM montate su datastore VMware vSphere Virtual Machine File
System (VMFS) per iSCSI e FC protetti su storage locale. In precedenza, il servizio forniva un’anteprima
tecnologica che supportava gli archivi dati VMFS per iSCSI e FC.

Ecco alcune considerazioni aggiuntive riguardanti i protocolli iISCSI e FC:

* |l supporto FC & per i protocolli front-end client, non per la replica.

* NetApp Disaster Recovery supporta solo una singola LUN per volume ONTAP . Il volume non deve avere
pit LUN.

» Per qualsiasi piano di replica, il volume ONTAP di destinazione deve utilizzare gli stessi protocolli del
volume ONTAP di origine che ospita le VM protette. Ad esempio, se la sorgente utilizza un protocollo FC,
anche la destinazione dovrebbe utilizzare FC.

02 agosto 2024

Supporto per datastore VMware VMFS da locale a locale per FC

Questa versione include un’anteprima tecnologica del supporto per le VM montate su datastore VMware
vSphere Virtual Machine File System (VMFS) per FC protette su storage locale. In precedenza, il servizio
forniva un’anteprima tecnologica che supportava i datastore VMFS per iSCSI.

@ NetApp non addebita alcun costo per la capacita di carico di lavoro visualizzata in anteprima.

Annullamento del lavoro

Con questa versione, € ora possibile annullare un lavoro nell’interfaccia utente di Job Monitor.

Fare riferimento a "Monitorare i lavori" .

17 luglio 2024

Pianificazioni dei test di failover

Questa versione include aggiornamenti alla struttura della pianificazione dei test di failover, necessari per
supportare le pianificazioni giornaliere e settimanali. Questo aggiornamento richiede di disabilitare e riabilitare
tutti i piani di replica esistenti, in modo da poter utilizzare le nuove pianificazioni dei test di failover giornalieri e
settimanali. Si tratta di un requisito una tantum.

Ecco come fare:

12


https://docs.netapp.com/us-en/data-services-disaster-recovery/use/manage.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/use/monitor-jobs.html

1. Dal menu, seleziona Piani di replicazione.
2. Selezionare un piano e fare clic sull’icona Azioni per visualizzare il menu a discesa.
3. Selezionare Disabilita.

4. Dopo qualche minuto, seleziona Abilita.

Aggiornamenti del piano di replicazione

Questa versione include aggiornamenti ai dati del piano di replica, che risolvono il problema "snapshot non
trovato". Per fare cio, &€ necessario modificare il conteggio di conservazione in tutti i piani di replicasu 1 e
avviare uno snapshot su richiesta. Questo processo crea un nuovo backup e rimuove tutti i backup precedenti.

Ecco come fare:

1. Dal menu, seleziona Piani di replicazione.

2. Selezionare il piano di replicazione, selezionare la scheda Failover mapping e selezionare I'icona della
matita Modifica.

3. Selezionare la freccia Datastore per espanderla.

4. Prendere nota del valore del conteggio di conservazione nel piano di replica. Una volta completati questi
passaggi, € necessario ripristinare il valore originale.

5. Ridurre il conteggio a 1.

6. Avvia uno snapshot su richiesta. Per farlo, nella pagina Piano di replica, seleziona il piano, seleziona
l'icona Azioni e seleziona Esegui snapshot ora.

7. Dopo aver completato correttamente il processo di snapshot, riportare il conteggio nel piano di replica al
valore originale annotato nel primo passaggio.

8. Ripetere questi passaggi per tutti i piani di replicazione esistenti.

05 luglio 2024

Questa versione NetApp Disaster Recovery include i seguenti aggiornamenti:

Supporto per la serie AFF A

Questa versione supporta le piattaforme hardware NetApp AFF serie A.

Supporto per datastore VMware VMFS da locale a locale

Questa versione include un’anteprima tecnologica del supporto per le VM montate su datastore VMware
vSphere Virtual Machine File System (VMFS) protetti su storage locale. Con questa versione, il disaster
recovery € supportato in un’anteprima tecnologica per carichi di lavoro VMware on-premise in ambienti
VMware on-premise con datastore VMFS.

@ NetApp non addebita alcun costo per la capacita di carico di lavoro visualizzata in anteprima.

Aggiornamenti del piano di replicazione

E possibile aggiungere un piano di replicazione pitl facilmente filtrando le VM in base all’archivio dati nella
pagina Applicazioni e selezionando maggiori dettagli sulla destinazione nella pagina Mappatura risorse. Fare
riferimento a "Creare un piano di replicazione" .
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Modifica i piani di replicazione
Con questa versione, la pagina dei mapping di failover & stata migliorata per renderla piu chiara.

Fare riferimento a "Gestire i piani" .

Modifica VM

Con questa versione, il processo di modifica delle VM nel piano ha incluso alcuni piccoli miglioramenti
all'interfaccia utente.

Fare riferimento a "Gestire le VIM" .

Aggiornamenti failover

Prima di avviare un failover, & ora possibile determinare lo stato delle VM e se sono accese o spente. Il
processo di failover ora consente di acquisire uno snapshot subito o di scegliere gli snapshot.

Fare riferimento a "Eseguire il failover delle applicazioni su un sito remoto" .

Pianificazioni dei test di failover

Ora e possibile modificare i test di failover e impostare pianificazioni giornaliere, settimanali e mensili per i test
di failover.

Fare riferimento a "Gestire i piani" .

Aggiornamenti alle informazioni prerequisite

Le informazioni sui prerequisiti NetApp Disaster Recovery sono state aggiornate.

Fare riferimento a "Prerequisiti NetApp Disaster Recovery" .

15 maggio 2024

Questa versione NetApp Disaster Recovery include i seguenti aggiornamenti:

Replica dei carichi di lavoro VMware da locale a locale

Questa funzionalita & ora disponibile a tutti. In precedenza si trattava di un’anteprima tecnologica con
funzionalita limitate.

Aggiornamenti sulle licenze

Con NetApp Disaster Recovery puoi registrarti per una prova gratuita di 90 giorni, acquistare un abbonamento
pay-as-you-go (PAYGO) con Amazon Marketplace o Bring Your Own License (BYOL), ovvero un file di licenza
NetApp (NLF) che puoi ottenere dal tuo rappresentante commerciale NetApp o dal sito di supporto NetApp
(NSS).

Per i dettagli sulla configurazione delle licenze per NetApp Disaster Recovery, fare riferimento a"Impostare la
licenza" .

"Scopri di piu su NetApp Disaster Recovery".
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05 marzo 2024

Questa ¢ la versione di disponibilita generale di NetApp Disaster Recovery, che include i seguenti
aggiornamenti.

Aggiornamenti sulle licenze

Con NetApp Disaster Recovery puoi registrarti per una prova gratuita di 90 giorni oppure puoi optare per la
soluzione BYOL (Bring Your Own License), ovvero un file di licenza NetApp (NLF) che puoi ottenere dal tuo
rappresentante commerciale NetApp . E possibile utilizzare il numero di serie della licenza per attivare BYOL
negli abbonamenti NetApp Console . | costi di NetApp Disaster Recovery si basano sulla capacita fornita dei
datastore.

Per i dettagli sulla configurazione delle licenze per NetApp Disaster Recovery, fare riferimento a "Impostare la
licenza" .

Per i dettagli sulla gestione delle licenze per tutti i servizi dati NetApp Console , fare riferimento a "Gestisci le
licenze per tutti i servizi dati NetApp Console" .

Modificare gli orari

Con questa versione, € ora possibile impostare pianificazioni per testare la conformita e i test di failover, in
modo da garantire che funzionino correttamente quando necessario.

Per i dettagli, fare riferimento a "Creare il piano di replicazione" .

01 febbraio 2024

Questa versione di anteprima NetApp Disaster Recovery include i seguenti aggiornamenti:

Miglioramento della rete

Con questa versione € ora possibile ridimensionare i valori della CPU e della RAM della VM. Ora € anche
possibile selezionare un indirizzo IP statico o DHCP di rete per la VM.

* DHCP: se si sceglie questa opzione, € necessario fornire le credenziali per la VM.

« |P statico: € possibile selezionare le stesse informazioni o informazioni diverse dalla VM di origine. Se si
sceglie lo stesso della fonte, non & necessario immettere le credenziali. D’altro canto, se si sceglie di
utilizzare informazioni diverse dalla fonte, & possibile fornire le credenziali, I'indirizzo IP, la maschera di
sottorete, il DNS e le informazioni sul gateway.

Per i dettagli, fare riferimento a "Creare un piano di replicazione" .

Script personalizzati

Ora possono essere inclusi come processi post-failover. Con gli script personalizzati, puoi far si che NetApp
Disaster Recovery esegua lo script dopo un processo di failover. Ad esempio, € possibile utilizzare uno script
personalizzato per riprendere tutte le transazioni del database una volta completato il failover.

Per i dettagli, fare riferimento a "Failover su un sito remoto" .

Relazione SnapMirror

Ora e possibile creare una relazione SnapMirror durante lo sviluppo del piano di replica. In precedenza, era

15


https://docs.netapp.com/us-en/data-services-disaster-recovery/get-started/dr-licensing.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/get-started/dr-licensing.html
https://docs.netapp.com/us-en/console-licenses-subscriptions/task-manage-data-services-licenses.html
https://docs.netapp.com/us-en/console-licenses-subscriptions/task-manage-data-services-licenses.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/use/drplan-create.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/use/drplan-create.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/use/failover.html

necessario creare la relazione all’esterno di NetApp Disaster Recovery.

Per i dettagli, fare riferimento a "Creare un piano di replicazione" .

Gruppi di coerenza

Quando si crea un piano di replica, € possibile includere VM provenienti da volumi diversi e SVM diversi.
NetApp Disaster Recovery crea uno snapshot del gruppo di coerenza includendo tutti i volumi e aggiorna tutte
le posizioni secondarie.

Per i dettagli, fare riferimento a "Creare un piano di replicazione" .

Opzione di ritardo di accensione della VM

Quando si crea un piano di replicazione, & possibile aggiungere VM a un gruppo di risorse. Con i gruppi di
risorse € possibile impostare un ritardo su ogni macchina virtuale in modo che si accendano in una sequenza
ritardata.

Per i dettagli, fare riferimento a "Creare un piano di replicazione" .

Copie snapshot coerenti con I'applicazione

E possibile specificare di creare copie Snapshot coerenti con I'applicazione. Il servizio mettera in pausa
I'applicazione e poi eseguira uno snapshot per ottenere uno stato coerente dell’applicazione.

Per i dettagli, fare riferimento a "Creare un piano di replicazione" .

11 gennaio 2024

Questa versione di anteprima di NetApp Disaster Recovery include i seguenti aggiornamenti:

Dashboard piu veloce

Con questa versione, € possibile accedere piu rapidamente alle informazioni su altre pagine della Dashboard.

"Scopri di piu su NetApp Disaster Recovery".

20 ottobre 2023

Questa versione di anteprima di NetApp Disaster Recovery include i seguenti aggiornamenti.

Proteggere i carichi di lavoro VMware basati su NFS in sede

Ora con NetApp Disaster Recovery puoi proteggere i tuoi carichi di lavoro VMware on-premise basati su NFS
da disastri su un altro ambiente VMware on-premise basato su NFS, oltre che sul cloud pubblico. NetApp
Disaster Recovery orchestra il completamento dei piani di disaster recovery.

@ Con questa offerta di anteprima, NetApp si riserva il diritto di modificare i dettagli, i contenuti e la
tempistica dell’offerta prima della disponibilita generale.

"Scopri di pit su NetApp Disaster Recovery".
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27 settembre 2023

Questa versione di anteprima di NetApp Disaster Recovery include i seguenti aggiornamenti:

Aggiornamenti della dashboard

Ora puoi selezionare le opzioni nella Dashboard, rendendo piu semplice e veloce la consultazione delle
informazioni. Inoltre, la Dashboard ora mostra lo stato dei failover e delle migrazioni.

Fare riferimento a "Visualizza lo stato di salute dei tuoi piani di disaster recovery nella Dashboard" .

Aggiornamenti del piano di replicazione

* RPO: ora ¢ possibile immettere 'RPO (Recovery Point Objective) e il conteggio della conservazione nella
sezione Datastore del piano di replica. Indica la quantita di dati che devono esistere e che non siano piu
vecchi del tempo impostato. Ad esempio, se lo si imposta su 5 minuti, in caso di disastro il sistema pud
perdere fino a 5 minuti di dati senza compromettere le esigenze aziendali critiche.

Fare riferimento a "Creare un piano di replicazione" .

* Miglioramenti della rete: quando si esegue il mapping della rete tra le posizioni di origine e di
destinazione nella sezione delle macchine virtuali del piano di replica, NetApp Disaster Recovery offre ora
due opzioni: DHCP o IP statico. In precedenza era supportato solo DHCP. Per gli IP statici, & necessario
configurare la subnet, il gateway e i server DNS. Inoltre, ora € possibile immettere le credenziali per le
macchine virtuali.

Fare riferimento a "Creare un piano di replicazione" .
* Modifica pianificazioni: ora puoi aggiornare le pianificazioni del piano di replicazione.
Fare riferimento a "Gestire le risorse" .

» * Automazione SnapMirror *: durante la creazione del piano di replica in questa versione, & possibile
definire la relazione SnapMirror tra volumi di origine e di destinazione in una delle seguenti configurazioni:
°1ai
> 1 a molti in un’architettura fanout
> Molti a 1 come gruppo di coerenza

o Molti a molti

Fare riferimento a "Creare un piano di replicazione" .

01 agosto 2023

Anteprima di NetApp Disaster Recovery

NetApp Disaster Recovery Preview € un servizio di disaster recovery basato su cloud che automatizza i flussi
di lavoro di disaster recovery. Inizialmente, con I'anteprima di NetApp Disaster Recovery , puoi proteggere i
tuoi carichi di lavoro VMware on-premise basati su NFS che eseguono lo storage NetApp su VMware Cloud
(VMC) su AWS con Amazon FSx for ONTAP.

@ Con questa offerta di anteprima, NetApp si riserva il diritto di modificare i dettagli, i contenuti e la
tempistica dell’'offerta prima della disponibilita generale.
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"Scopri di pit su NetApp Disaster Recovery".

Questa versione include i seguenti aggiornamenti:

Aggiornamento dei gruppi di risorse per I'ordine di avvio

Quando si crea un piano di disaster recovery o di replicazione, & possibile aggiungere macchine virtuali a
gruppi di risorse funzionali. | gruppi di risorse consentono di inserire un set di macchine virtuali dipendenti in
gruppi logici che soddisfano i requisiti. Ad esempio, i gruppi potrebbero contenere un ordine di avvio che pud
essere eseguito al momento del ripristino. Con questa versione, ogni gruppo di risorse pu0 includere una o piu
macchine virtuali. Le macchine virtuali si accenderanno in base alla sequenza in cui le hai incluse nel piano.
Fare riferimento a "Selezionare le applicazioni da replicare e assegnare gruppi di risorse" .

Verifica della replicazione

Dopo aver creato il piano di disaster recovery o di replica, identificato la ricorrenza nella procedura guidata e
avviato una replica su un sito di disaster recovery, ogni 30 minuti NetApp Disaster Recovery verifica che la
replica stia effettivamente avvenendo secondo il piano. E possibile monitorare 'avanzamento nella pagina Job
Monitor. Fare riferimento a "Replicare le applicazioni su un altro sito" .

Il piano di replicazione mostra le pianificazioni di trasferimento dell’obiettivo del punto di ripristino
(RPO)

Quando si crea un piano di disaster recovery o di replicazione, si selezionano le VM. In questa versione € ora
possibile visualizzare lo SnapMirror associato a ciascuno dei volumi associati al datastore o alla VM. E anche
possibile visualizzare le pianificazioni dei trasferimenti RPO associate alla pianificazione SnapMirror . RPO ti
aiuta a determinare se la tua pianificazione di backup € sufficiente per il ripristino dopo un disastro. Fare
riferimento a "Creare un piano di replicazione" .

Aggiornamento del Job Monitor

La pagina Job Monitor ora include un’opzione Aggiorna, che consente di ottenere uno stato aggiornato delle
operazioni. Fare riferimento a "Monitorare i lavori di ripristino di emergenza" .

18 maggio 2023

Questa ¢ la versione iniziale di NetApp Disaster Recovery.

Servizio di disaster recovery basato su cloud

NetApp Disaster Recovery € un servizio di disaster recovery basato su cloud che automatizza i flussi di lavoro
di disaster recovery. Inizialmente, con I'anteprima di NetApp Disaster Recovery , puoi proteggere i tuoi carichi
di lavoro VMware on-premise basati su NFS che eseguono lo storage NetApp su VMware Cloud (VMC) su
AWS con Amazon FSx for ONTAP.

"Scopri di piu su NetApp Disaster Recovery".

Limitazioni nel NetApp Disaster Recovery

Le limitazioni note identificano piattaforme, dispositivi o funzioni che non sono supportati
da questa versione del servizio o che non interagiscono correttamente con esso.
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Attendi il completamento del failback prima di eseguire I'individuazione

Una volta completato un failover, non avviare manualmente I'individuazione sul vCenter di origine. Attendere il
completamento del failback, quindi avviare l'individuazione sul vCenter di origine.

La NetApp Console potrebbe non rilevare Amazon FSx for NetApp ONTAP

A volte, la NetApp Console non rileva i cluster Amazon FSx for NetApp ONTAP . Cio potrebbe essere dovuto
al fatto che le credenziali FSx non erano corrette.

Soluzione alternativa: aggiungere il cluster Amazon FSx for NetApp ONTAP nella NetApp Console e
aggiornare periodicamente il cluster per visualizzare eventuali modifiche.

Se & necessario rimuovere il cluster ONTAP FSx da NetApp Disaster Recovery, completare i seguenti
passaggi:

1. Nell'agente NetApp Console , utilizzare le opzioni di connettivita del provider cloud, connettersi alla VM
Linux su cui € in esecuzione 'agente Console, riavviare il servizio "occm" utilizzando docker restart
occm comando.

Fare riferimento a "Gestisci gli agenti della console esistenti” .

1. Nella pagina Sistemi NetApp Console , aggiungere nuovamente il sistema Amazon FSx for ONTAP e
fornire le credenziali FSx.

Fare riferimento a "Creare un file system Amazon FSx for NetApp ONTAP" .

2.

Da NetApp Disaster Recovery, seleziona Siti, nella riga vCenter seleziona 'opzione Azioni* @ e dal
menu Azioni, seleziona *Aggiorna per aggiornare la scoperta FSx in NetApp Disaster Recovery.

In questo modo si riscopre I'archivio dati, le sue macchine virtuali e la sua relazione di destinazione.

Limitazioni con Google Cloud NetApp Volumes

» Dopo aver eseguito un test di failover, € necessario attendere almeno 52 ore per eliminare il volume clone.
E necessario eliminare il volume manualmente. Dopo 52 ore, € possibile testare nuovamente il failover.

» Se una qualsiasi parte dell’'operazione di montaggio fallisce, il failover non avra esito positivo e i processi
scadranno. Google impiega fino a tre giorni per esaminare il problema, durante i quali tutte le operazioni
relative al datastore su vCenter vengono bloccate.
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Iniziare

Scopri di piu su NetApp Disaster Recovery per VMware

Il disaster recovery nel cloud &€ un modo resiliente ed economico per proteggere i carichi
di lavoro da interruzioni del sito ed eventi di danneggiamento dei dati. Con NetApp
Disaster Recovery per VMware, puoi replicare i carichi di lavoro delle VM VMware o dei
datastore locali che eseguono lo storage ONTAP in un data center software-defined
VMware in un cloud pubblico utilizzando lo storage cloud NetApp o in un altro ambiente
VMware locale con storage ONTAP come sito di disaster recovery. E possibile utilizzare
Disaster Recovery anche per migrare i carichi di lavoro delle VM da un sito all’altro.

NetApp Disaster Recovery € un servizio di disaster recovery basato su cloud che automatizza i flussi di lavoro
di disaster recovery. Con NetApp Disaster Recovery puoi proteggere i tuoi carichi di lavoro locali basati su NFS
e i datastore VMware vSphere Virtual Machine File System (VMFS) per iSCSI e FC che eseguono lo storage
NetApp su uno dei seguenti:

* Amazon Elastic VMware Service (EVS) con Amazon FSx for NetApp ONTAP Per i dettagli, fare riferimento
a"Introduzione di NetApp Disaster Recovery tramite Amazon Elastic VMware Service e Amazon FSx for
NetApp ONTAP" .

* VMware Cloud (VMC) su AWS con Amazon FSx for NetApp ONTAP

* Soluzione Azure VMware (AVS) con NetApp Cloud Volumes ONTAP (iISCSI) (anteprima privata)

» Google Cloud VMware Engine (GCVE) con Google Cloud NetApp Volumes

* Un altro ambiente VMware basato su NFS e/o VMFS (iISCSI/FC) in sede con storage ONTAP
NetApp Disaster Recovery utilizza la tecnologia ONTAP SnapMirror con orchestrazione VMware nativa
integrata per proteggere le VM VMware e le relative immagini del sistema operativo su disco, mantenendo al
contempo tutti i vantaggi di efficienza di storage di ONTAP. Il Disaster Recovery utilizza queste tecnologie

come trasporto di replica al sito di disaster recovery. Cio consente la migliore efficienza di archiviazione del
settore (compressione e deduplicazione) sui siti primari e secondari.
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NetApp Console

E possibile accedere a NetApp Disaster Recovery tramite la NetApp Console.

NetApp Console offre una gestione centralizzata dei servizi di storage e dati NetApp in ambienti on-premise e
cloud di livello aziendale. La console & necessaria per accedere e utilizzare i servizi dati NetApp . In quanto
interfaccia di gestione, consente di gestire numerose risorse di archiviazione da un’unica interfaccia. Gli
amministratori della console possono controllare 'accesso allo storage e ai servizi per tutti i sistemi all’interno
dell’azienda.

Per iniziare a utilizzare NetApp Console non & necessaria una licenza o un abbonamento e verranno
addebitati costi solo quando sara necessario distribuire gli agenti della console nel cloud per garantire la
connettivita ai sistemi di storage o ai servizi dati NetApp . Tuttavia, alcuni servizi dati NetApp accessibili dalla
Console sono concessi in licenza o basati su abbonamento.

Scopri di pit su "NetApp Console" .

Vantaggi dell’utilizzo di NetApp Disaster Recovery per VMware
NetApp Disaster Recovery offre i seguenti vantaggi:
» Esperienza utente semplificata per l'individuazione e il ripristino delle applicazioni in vCenter con piu

operazioni di ripristino point-in-time.
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* Minore costo totale di proprieta con riduzione dei costi operativi e possibilita di creare e adattare piani di
disaster recovery con risorse minime.

» Prontezza continua al ripristino in caso di emergenza con test di failover virtuale che non interrompono le
operazioni. E possibile testare regolarmente i piani di failover DR senza influire sui carichi di lavoro di
produzione.

« Tempi di attuazione piu rapidi grazie a cambiamenti dinamici nel tuo ambiente IT e alla possibilita di
affrontarli nei tuoi piani di disaster recovery.

 Possibilita di gestire sia lo storage che i livelli virtuali tramite I'orchestrazione backend di ONTAP e VMware
contemporaneamente, senza la necessita di appliance server virtuali (VSA) da distribuire e gestire.

* Le soluzioni DR per VMware possono richiedere molte risorse. Molte soluzioni DR replicano le VM a livello
virtuale VMware utilizzando VSA, che possono consumare piu risorse di elaborazione e perdere le
preziose efficienze di archiviazione di ONTAP. Poiché Disaster Recovery utilizza la tecnologia ONTAP
SnapMirror , € in grado di replicare i dati dagli archivi dati di produzione al sito DR utilizzando il nostro
modello di replica incrementale-perenne con tutte le efficienze di compressione e deduplicazione dei dati
nativi di ONTAP.

Cosa puoi fare con NetApp Disaster Recovery per VMware

NetApp Disaster Recovery ti consente di sfruttare appieno diverse tecnologie NetApp per raggiungere i
seguenti obiettivi:

* Replica le app VMware dal tuo sito di produzione locale a un sito remoto di disaster recovery nel cloud o in
locale utilizzando la replica SnapMirror .

» Migra i carichi di lavoro VMware dal tuo sito originale a un altro sito.

» Eseguire un test di failover. Quando si esegue questa operazione, il servizio crea macchine virtuali
temporanee. Disaster Recovery crea un nuovo volume FlexClone dallo snapshot selezionato e un
datastore temporaneo, supportato dal volume FlexClone , viene mappato sugli host ESXi. Questo
processo non consuma ulteriore capacita fisica sullo storage ONTAP locale o sullo storage ONTAP FSx
per NetApp in AWS. Il volume di origine originale non viene modificato e i processi di replica possono
continuare anche durante il ripristino di emergenza.

* In caso di disastro, esegui il failover del tuo sito primario su richiesta sul sito di disaster recovery, che pud
essere VMware Cloud su AWS con Amazon FSx for NetApp ONTAP o un ambiente VMware locale con
ONTAP.

» Dopo aver risolto il disastro, eseguire il failback su richiesta dal sito di disaster recovery al sito primario.

* Raggruppare le VM o gli archivi dati in gruppi di risorse logici per una gestione efficiente.
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@ La configurazione del server vSphere viene eseguita al di fuori di NetApp Disaster Recovery in
vSphere Server.

Costo

NetApp non addebita alcun costo per 'utilizzo della versione di prova di NetApp Disaster Recovery.

NetApp Disaster Recovery puo essere utilizzato con una licenza NetApp o con un piano di abbonamento
annuale tramite Amazon Web Services.

Alcune versioni includono un’anteprima tecnologica. NetApp non addebita alcun costo per la
@ capacita di carico di lavoro visualizzata in anteprima. Vedere"Novita di NetApp Disaster
Recovery" per informazioni sulle ultime anteprime tecnologiche.

Licenza
E possibile utilizzare i seguenti tipi di licenza:

* Registrati per una prova gratuita di 30 giorni.

» Acquista un abbonamento pay-as-you-go (PAYGO) con Amazon Web Services (AWS) Marketplace o
Microsoft Azure Marketplace. Questa licenza consente di acquistare una licenza a capacita protetta fissa
senza alcun impegno a lungo termine.

* Bring your own license (BYOL), ovvero un file di licenza NetApp (NLF) che puoi ottenere dal tuo
rappresentante commerciale NetApp . E possibile utilizzare il numero di serie della licenza per attivare
BYOL nella NetApp Console.

Le licenze per tutti i servizi dati NetApp vengono gestite tramite abbonamenti nella NetApp Console. Dopo aver
configurato BYOL, nella Console potrai vedere una licenza attiva per il servizio.

La licenza del servizio & basata sulla quantita di dati ospitati sui volumi ONTAP protetti. Il servizio determina
quali volumi devono essere presi in considerazione ai fini della licenza, mappando le VM protette ai rispettivi

datastore vCenter. Ogni datastore € ospitato su un volume ONTAP o LUN. La capacita utilizzata segnalata da
ONTAP per quel volume o LUN viene utilizzata per le determinazioni delle licenze.

| volumi protetti possono ospitare molte VM. Alcuni potrebbero non far parte di un gruppo di risorse NetApp
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Disaster Recovery . In ogni caso, lo spazio di archiviazione utilizzato da tutte le VM su quel volume o LUN
viene utilizzato per raggiungere la capacita massima della licenza.

| costi NetApp Disaster Recovery si basano sulla capacita utilizzata dei datastore sul sito di
origine quando & presente almeno una VM dotata di un piano di replica. La capacita per un

@ datastore sottoposto a failover non € inclusa nella capacita consentita. Per un BYOL, se i dati
superano la capacita consentita, le operazioni nel servizio sono limitate finché non si ottiene una
licenza di capacita aggiuntiva o non si aggiorna la licenza nella NetApp Console.

Per i dettagli sulla configurazione delle licenze per NetApp Disaster Recovery, fare riferimento a"lmpostare la
licenza NetApp Disaster Recovery" .

Prova gratuita di 30 giorni

Puoi provare NetApp Disaster Recovery utilizzando la versione di prova gratuita di 30 giorni.

Per continuare dopo il periodo di prova di 30 giorni, dovrai ottenere un abbonamento Pay-as-you-go (PAYGO)
dal tuo provider cloud o acquistare una licenza BYOL da NetApp.

Puoi acquistare una licenza in qualsiasi momento e non ti verra addebitato alcun costo fino al termine del
periodo di prova di 30 giorni.

Come funziona NetApp Disaster Recovery

NetApp Disaster Recovery & un servizio ospitato nellambiente SaaS (Software as a Service) NetApp Console
. Disaster Recovery puo ripristinare carichi di lavoro replicati da un sito locale ad Amazon FSx for ONTAP o a
un altro sito locale. Questo servizio automatizza il ripristino dal livello SnapMirror , tramite la registrazione della
macchina virtuale su VMware Cloud su AWS e la mappatura di rete direttamente sulla piattaforma di
virtualizzazione e sicurezza di rete VMware, NSX-T. Questa funzionalita & inclusa in tutti gli ambienti Virtual
Machine Cloud.

NetApp Disaster Recovery utilizza la tecnologia ONTAP SnapMirror , che garantisce una replica altamente
efficiente e preserva I'efficienza degli snapshot incrementali e permanenti ONTAP . La replica SnapMirror
garantisce che le copie snapshot coerenti con I'applicazione siano sempre sincronizzate e che i dati siano
utilizzabili immediatamente dopo un failover.
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In caso di emergenza, questo servizio consente di ripristinare le macchine virtuali nell’altro ambiente VMware
locale o VMC interrompendo le relazioni SnapMirror e rendendo attivo il sito di destinazione.
« |l servizio consente inoltre di eseguire il failback delle macchine virtuali nella posizione di origine.

+ E possibile testare il processo di failover del disaster recovery senza interrompere le macchine virtuali
originali. Il test ripristina le macchine virtuali su una rete isolata creando un FlexClone del volume.

* Per il processo di failover o di test failover, puoi scegliere lo snapshot piu recente (predefinito) o
selezionato da cui ripristinare la macchina virtuale.

Componenti del Disaster Recovery

Disaster Recovery utilizza i seguenti componenti per garantire il ripristino di emergenza per i carichi di lavoro
VMware:

* * NetApp Console*: l'interfaccia utente per la gestione dei piani di disaster recovery. Puoi utilizzare la
NetApp Console per creare e gestire piani di replica, gruppi di risorse e operazioni di failover nei tuoi
ambienti on-premise e cloud.

» Agente console: un componente software leggero che viene eseguito nella rete ospitata nel cloud o
nell’ambiente VMware locale. Comunica con la NetApp Console e gestisce la replica dei dati tra I'ambiente
locale e il sito di disaster recovery. L’agente Console € installato su una macchina virtuale nel tuo ambiente
VMware.

» * Cluster di archiviazione ONTAP *: i cluster di archiviazione ONTAP sono i sistemi di archiviazione
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principali che ospitano i carichi di lavoro VMware. | cluster di archiviazione ONTAP forniscono
linfrastruttura di archiviazione di base per i piani di disaster recovery. Disaster Recovery utilizza le API di
archiviazione ONTAP per gestire cluster di archiviazione ONTAP quali array locali e soluzioni basate su
cloud, come Amazon FSx for NetApp ONTAP.

» Server vCenter: VMware vCenter ¢ il server di gestione per 'ambiente VMware. Gestisce gli host ESXi e i
relativi datastore. L'agente Console comunica con VMware vCenter per gestire la replica dei dati tra
'ambiente locale e il sito di disaster recovery. Cio include la registrazione di LUN e volumi ONTAP come
datastore, la riconfigurazione delle VM e I'avvio e l'arresto delle VM.

Il flusso di lavoro di protezione del Disaster Recovery

Quando un piano di replica viene assegnato a un gruppo di risorse, Disaster Recovery esegue un controllo di
individuazione di tutti i componenti nel gruppo di risorse e nel piano per garantire che il piano possa essere
attivato.

Se questo controllo ha esito positivo, Disaster Recovery esegue i seguenti passaggi di inizializzazione:

1. Per ogni VM nel gruppo di risorse di destinazione, identificare il datastore VMware di hosting.
2. Per ogni datastore VMware trovato, identificare il FlexVol volume o LUN ONTAP di hosting.

3. Per ogni volume ONTAP e LUN trovati, determinare se esiste una relazione SnapMirror tra i volumi di
origine e un volume di destinazione nel sito di destinazione.

a. Se non esiste alcuna relazione SnapMirror preesistente, creare nuovi volumi di destinazione e una
nuova relazione SnapMirror tra ciascun volume di origine non protetto.

b. Se esiste una relazione SnapMirror preesistente, utilizzare tale relazione per eseguire tutte le
operazioni di replica.

Dopo che Disaster Recovery ha creato e inizializzato tutte le relazioni, a ogni backup pianificato il servizio
esegue i seguenti passaggi di protezione dei dati:

1. Per ogni VM contrassegnata come "coerente con I'applicazione”, utilizzare VMtools per impostare
I'applicazione supportata su uno stato di backup.
2. Crea un nuovo snapshot di tutti i volumi ONTAP che ospitano datastore VMware protetti.

3. Eseguire un’operazione di aggiornamento SnapMirror per replicare tali snapshot nel cluster ONTAP di
destinazione.

4. Determinare se il numero di snapshot conservati ha superato la conservazione massima degli snapshot
definita nel piano di replica ed eliminare eventuali snapshot estranei sia dal volume di origine che da quello
di destinazione.

Destinazioni di protezione supportate e tipi di datastore
Tipi di datastore supportati NetApp Disaster Recovery supporta i seguenti tipi di datastore:

» Datastore NFS ospitati su volumi ONTAP FlexVol residenti su cluster ONTAP .

» Datastore del file system della macchina virtuale VMware vSphere (VMFS) che utilizzano il protocollo
iSCSlo FC

Obiettivi di protezione supportati

* VMware Cloud (VMC) su AWS con Amazon FSx for NetApp ONTAP
* Un altro ambiente VMware basato su NFS in sede con storage ONTAP o un VMSF FC/iSCSI in sede
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e Servizio Amazon Elastic VMware

* Soluzione Azure VMware (AVS) con NetApp Cloud Volumes ONTAP (iSCSI) (anteprima privata)
* Google Cloud VMware Engine (GCVE) con Google Cloud NetApp Volumes

Termini che potrebbero aiutarti con NetApp Disaster Recovery

Potrebbe essere utile comprendere la terminologia relativa al disaster recovery.

» Datastore: un contenitore dati VMware vCenter che utilizza un file system per contenere i file VMDK. | tipi

di datastore tipici sono NFS, VMFS, vSAN o vVol. Disaster Recovery supporta i datastore NFS e VMFS.
Ogni datastore VMware € ospitato su un singolo volume ONTAP o LUN. Disaster Recovery supporta
datastore NFS e VMFS ospitati su volumi FlexVol residenti su cluster ONTAP .

* Piano di replicazione: un insieme di regole sulla frequenza con cui vengono eseguiti i backup e su come

gestire gli eventi di failover. | piani vengono assegnati a uno o piu gruppi di risorse.

* Recovery Point Objective (RPO): la quantita massima di perdita di dati accettabile in caso di disastro.
L'RPO ¢ definito nella frequenza di replicazione dei dati o nella pianificazione della replicazione del piano

di replica.

» Obiettivo temporale di ripristino (RTO): il tempo massimo accettabile per il ripristino dopo un disastro.
L'RTO ¢ definito nel piano di replicazione e corrisponde al tempo necessario per effettuare il failover sul

sito DR e riavviare tutte le VM.

» Gruppo di risorse: un contenitore logico che consente di gestire pit VM come un’unica unita. Una VM puo
trovarsi in un solo gruppo di risorse alla volta. E possibile creare un gruppo di risorse per ogni applicazione
o carico di lavoro che si desidera proteggere.

« Sito: un contenitore logico in genere associato a un data center fisico 0 a una posizione cloud che ospita

uno o piu cluster vCenter e storage ONTAP .

Prerequisiti NetApp Disaster Recovery

Prima di utilizzare NetApp Disaster Recovery, assicurati che il tuo ambiente soddisfi i
requisiti di storage ONTAP , cluster VMware vCenter e NetApp Console .

Versioni del software

Componente

Amazon FSx for NetApp ONTAP

Google Cloud VMware Engine che
utilizza Google Cloud NetApp Volumes

Software ONTAP

VMware Cloud per AWS

VMware vCenter on-premise

Versione minima

Ultima versione disponibile

Ultima versione disponibile

ONTAP 9.10.0 o successivo

Ultima versione disponibile

7.0u3 o successivo
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Prerequisiti e considerazioni di Google Cloud

Con Disaster Recovery su Google Cloud VMware Engine tramite Google Cloud NetApp Volumes, assicurati di
configurare le autorizzazioni corrette e di rispettare le considerazioni indicate.
» Contatta il team Google SRE per consentire I'inserimento nell’elenco di:

o API di sincronizzazione per trasferire snapshot dall’archiviazione locale a Google Cloud NetApp
Volumes.

o il progetto Google con il motore VMware per la creazione, il montaggio e lo smontaggio di datastore.
* Devi"lnvia una richiesta per consentire la replica ibrida dei tuoi volumi" .
+ Siate consapevoli del"Quote e limiti Google Cloud NetApp Volumes" .
+ E possibile aggiungere un solo volume o datastore a un piano di replica.

* Rivedere il"limitazioni" .
Considerazioni sul failover

« |l failover € supportato solo utilizzando lo snapshot piu recente. Se necessario, puoi creare un nuovo
snapshot durante il failover (ovvero, I'opzione di snapshot selettivo deve essere disabilitata).
* Non & possibile creare un nuovo snapshot dopo il failover.

* Non & possibile conservare e riconciliare gli snapshot dopo il failover.
Considerazioni sul failback

« Il failback & possibile solo con I'opzione snapshot selettiva. Non & possibile eseguire un failback
eseguendo un nuovo snapshot.

» Se si rimuove il peering dei cluster tra I'archiviazione locale e i cluster di archiviazione Google Cloud
NetApp Volumes , € necessario cancellare manualmente la voce relativa al peering delle VM di
archiviazione e del cluster dal cluster locale. Per maggiori informazioni, vedere "Elimina una relazione peer
vserver".

Autorizzazioni di Google Cloud

Al servizio principale in Google Cloud devono essere assegnati i seguenti ruoli o autorizzazioni equivalenti:

* "Ruolo di amministratore di calcolo"
 "Autorizzazioni di Google Cloud per NetApp Console"
« "Amministrazione di Google Cloud NetApp Volumes"

* "Amministratore del servizio VMware Engine"

Autorizzazioni NetApp Console

L'utente NetApp Console deve avere i seguenti ruoli:

« "Amministratore di Google Cloud NetApp Volumes"
* "Amministratore SnapCenter"

* "Amministratore del failover del ripristino di emergenza"
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Prerequisiti di archiviazione ONTAP

Questi prerequisiti si applicano sia a ONTAP che ad Amazon FSX per le istanze NetApp ONTAP .

* | cluster di origine e di destinazione devono avere una relazione peer.

* L'SVM che ospita i volumi di disaster recovery deve essere presente nel cluster di destinazione.

« L’'SVM di origine e 'SVM di destinazione devono avere una relazione peer.

* Se si esegue la distribuzione con Amazon FSx for NetApp ONTAP, si applica il seguente prerequisito:

> Nella tua VPC deve essere presente un’istanza Amazon FSx for NetApp ONTAP per ospitare i
datastore VMware DR. Per iniziare, vedere"la documentazione Amazon FSx per ONTAP" .

Prerequisiti dei cluster VMware vCenter

Questi prerequisiti si applicano sia ai cluster vCenter on-premise sia al data center software-defined (SDDC)
VMware Cloud for AWS.
* Revisione"privilegi vCenter" necessario per NetApp Disaster Recovery.

* Tutti i cluster VMware che si desidera vengano gestiti NetApp Disaster Recovery utilizzano volumi ONTAP
per ospitare tutte le VM che si desidera proteggere.

 Tutti i datastore VMware da gestire tramite NetApp Disaster Recovery devono utilizzare uno dei seguenti
protocolli:

> NFS
> VMFS che utilizza il protocollo iSCSIl o FC
* VMware vSphere versione 7.0 Update 3 (7.0v3) o successiva
 Se si utilizza VMware Cloud SDDC, si applicano i seguenti prerequisiti.

o Nella VMware Cloud Console, utilizzare i ruoli di servizio Amministratore e Amministratore NSX Cloud.
Utilizzare anche il proprietario dell’organizzazione per il ruolo Organizzazione. Fare riferimento a
"Utilizzo di VMware Cloud Foundations con AWS FSx per la documentazione NetApp ONTAP" .

o Collegare VMware Cloud SDDC all'istanza Amazon FSx for NetApp ONTAP . Fare riferimento a
"Informazioni sull'integrazione di VMware Cloud su AWS con Amazon FSx for NetApp ONTAP" .

Prerequisiti NetApp Console

Inizia con la NetApp Console

Se non I'hai ancora fatto, "iscriviti alla NetApp Console e crea un’organizzazione" .

Raccogli le credenziali per ONTAP e VMware

* Le credenziali Amazon FSx for ONTAP e AWS devono essere aggiunte al sistema all'interno del progetto
NetApp Console che gestisce NetApp Disaster Recovery.

* NetApp Disaster Recovery richiede le credenziali vCenter. Quando si aggiunge un sito in NetApp Disaster
Recovery, € necessario immettere le credenziali vCenter.

Per un elenco dei privilegi vCenter necessari, fare riferimento a"Privilegi vCenter necessari per NetApp
Disaster Recovery" . Per istruzioni su come aggiungere un sito, fare riferimento a"Aggiungi un sito" .
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Creare I'agente NetApp Console

L'agente Console € un componente software che consente alla Console di comunicare con lo storage ONTAP
e i cluster VMware vCenter. E necessario affinché Disaster Recovery funzioni correttamente. L’agente risiede
nella tua rete privata (un data center locale o un VPC cloud) e comunica con le tue istanze di archiviazione
ONTAP e con qualsiasi componente aggiuntivo di server e applicazioni. Per il Disaster Recovery, si tratta
dell’accesso ai cluster vCenter gestiti.

E necessario configurare un agente Console nella NetApp Console. Quando si utilizza 'agente, questo
includera le funzionalita appropriate per il servizio Disaster Recovery.

* NetApp Disaster Recovery funziona solo con la distribuzione dell’agente in modalita standard. Vedere
"Introduzione alla NetApp Console in modalita standard" .

* Assicurarsi che sia il cluster di origine che quello di destinazione vCenter utilizzino lo stesso agente
Console.

» Tipo di agente console necessario:

o Disaster recovery da on-premises a on-premises: installa 'agente Console on-premises nel sito di
disaster recovery. Utilizzando questo metodo, un guasto del sito primario non impedisce al servizio di
riavviare le risorse virtuali nel sito DR. Fare riferimento a "Installa e configura I'agente Console in
locale".

Disaster Recovery supporta anche l'utilizzo di piu agenti Console con configurazioni on-premise. In
questo scenario, gli agenti della console indirizzano le azioni ai cluster di array vCenter e ONTAP
mentre l'origine e la destinazione avrebbero ciascuna il proprio agente della console. Si consiglia di
utilizzare piu agenti della console per ridurre la latenza e migliorare i tempi di ripristino in caso di errore
di un agente o di un sito della console.

> Da locale ad AWS: installa 'agente della console per AWS nella tua VPC AWS. Fare riferimento a
"Opzioni di installazione dell’agente console in AWS" .

Per le connessioni da locale a locale, utilizzare I'agente Console locale. Per gli ambienti
on-premise su AWS, utilizzare 'agente AWS Console, che ha accesso al vCenter on-
premise di origine e al vCenter on-premise di destinazione.

o L’agente Console installato deve essere in grado di accedere a tutte le istanze del cluster VMware
vCenter e agli host ESXi gestiti dai cluster vCenter che Disaster Recovery gestira.

« Tutti gli array ONTAP da gestire tramite NetApp Disaster Recovery devono essere aggiunti a qualsiasi
sistema all'interno del progetto NetApp Console che verra utilizzato per gestire NetApp Disaster Recovery.

Vedere "Scopri i cluster ONTAP on-premise" .

 Per informazioni sulla configurazione di un proxy intelligente per NetApp Disaster Recovery,
vedere"Configura la tua infrastruttura per NetApp Disaster Recovery" .

Prerequisiti del carico di lavoro
Per garantire il successo dei processi di coerenza delle applicazioni, applicare i seguenti prerequisiti:

* Assicurarsi che gli strumenti VMware (o gli strumenti Open VM) siano in esecuzione sulle VM che verranno
protette.

» Per le VM Windows che eseguono Microsoft SQL Server, Oracle Database o entrambi, i database devono
avere i relativi VSS Writer abilitati.
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« | database Oracle in esecuzione su un sistema operativo Linux devono avere l'autenticazione utente del
sistema operativo abilitata per il ruolo SYSDBA del database Oracle.

Ulteriori informazioni

* Privilegi richiesti vCenter

* Prerequisiti per Amazon EVS con NetApp Disaster Recovery

Avvio rapido per NetApp Disaster Recovery

Ecco una panoramica dei passaggi necessari per iniziare a utilizzare NetApp Disaster
Recovery. | link presenti in ogni passaggio ti conducono a una pagina che fornisce
maggiori dettagli.

o Rivedere i prerequisiti

"Assicurati che il tuo sistema soddisfi questi requisiti" .

e Configura NetApp Disaster Recovery
* "Impostare l'infrastruttura per il servizio" .

* "Impostare la licenza" .

e Cosa succedera adesso?

Dopo aver configurato il servizio, ecco cosa potresti fare.

* "Aggiungi i tuoi siti vCenter a NetApp Disaster Recovery" .

* "Crea il tuo primo gruppo di risorse" .

* "Crea il tuo primo piano di replicazione" .

* "Replicare le applicazioni su un altro sito" .

+ "Eseguire il failover delle applicazioni su un sito remoto" .

» "Eseguire il failback delle applicazioni sul sito di origine originale" .
» "Gestisci siti, gruppi di risorse e piani di replicazione" .

» "Monitorare le operazioni di ripristino in caso di disastro" .

Configura la tua infrastruttura per NetApp Disaster
Recovery

Per utilizzare NetApp Disaster Recovery, & necessario eseguire alcuni passaggi per
configurarlo sia in Amazon Web Services (AWS) sia nella NetApp Console.

Revisione"prerequisiti" per garantire che il tuo sistema sia pronto.


../get-started/dr-prerequisites.html

E possibile utilizzare NetApp Disaster Recovery nelle seguenti infrastrutture:

* DR cloud ibrido che replica un data center VMware pit ONTAP locale in un’infrastruttura DR AWS basata
su VMware Cloud on AWS e Amazon FSx for NetApp ONTAP.

* DR cloud privato che replica un VMware piut ONTAP vCenter locale su un altro VMware piut ONTAP
vCenter locale.

Cloud ibrido con VMware Cloud e Amazon FSx for NetApp ONTAP

Questo metodo consiste in un’infrastruttura vCenter di produzione locale che utilizza datastore ospitati su
volumi ONTAP FlexVol mediante un protocollo NFS. Il sito DR & costituito da una o piu istanze VMware Cloud
SDDC che utilizzano datastore ospitati su volumi FlexVol forniti da una o piu istanze FSx for ONTAP mediante
un protocollo NFS.

| siti di produzione e DR sono collegati tramite una connessione sicura compatibile con AWS. | tipi di
connessione piu comuni sono una VPN sicura (privata o fornita da AWS), AWS Direct Connect o altri metodi di
interconnessione approvati.

Per il Disaster Recovery che coinvolge l'infrastruttura cloud AWS, & necessario utilizzare 'agente Console per
AWS. L'agente deve essere installato nella stessa VPC dell'istanza FSx for ONTAP . Se sono state distribuite
istanze FSx for ONTAP aggiuntive in altre VPC, la VPC che ospita 'agente deve avere accesso alle altre VPC.

Zone di disponibilita AWS

AWS supporta la distribuzione di soluzioni in una o piu zone di disponibilita (AZ) all'interno di una determinata
regione. Disaster Recovery utilizza due servizi ospitati su AWS: VMware Cloud per AWS e AWS FSx per
NetApp ONTAP.

* VMware Cloud per AWS: supporta la distribuzione in un ambiente SDDC con cluster esteso a singola AZ
0 a doppia AZ. Disaster Recovery supporta una distribuzione SDDC con singola AZ solo per Amazon
VMware Cloud per AWS.

* AWS FSx per NetApp ONTAP: quando viene distribuito in una configurazione dual-AZ, ogni volume ¢& di
proprieta di un singolo sistema FSx. Ogni volume & di proprieta di un singolo sistema FSx. | dati del volume
vengono replicati sul secondo sistema FSx. | sistemi FSx per ONTAP possono essere implementati in
distribuzioni con una o due zone di disponibilita (AZ). Disaster Recovery supporta FSx sia con AZ singola
che multi-AZ per distribuzioni FSx per ONTAP .

BEST PRACTICE: per la configurazione del sito AWS DR, NetApp consiglia di utilizzare distribuzioni single-AZ
sia per le istanze VMware Cloud che AWS FSx per ONTAP . Poiché AWS viene utilizzato per il DR, non vi &
alcun vantaggio nell'introdurre piu AZ. Le zone di disponibilita multiple possono aumentare i costi e la
complessita.

Da locale ad AWS

AWS fornisce i seguenti metodi per connettere i data center privati al cloud AWS. Ogni soluzione ha i suoi
vantaggi e i suoi costi da considerare.

+ AWS Direct Connect: si tratta di un’interconnessione cloud AWS situata nella stessa area geografica del
tuo data center privato e fornita da un partner AWS. Questa soluzione fornisce una connessione sicura e
privata tra il tuo data center locale e il cloud AWS senza la necessita di una connessione Internet pubblica.
Questo ¢ il metodo di connessione piu diretto ed efficiente offerto da AWS.

+ AWS Internet Gateway: fornisce connettivita pubblica tra le risorse cloud AWS e le risorse di elaborazione
esterne. Questo tipo di connessione viene solitamente utilizzato per fornire servizi a clienti esterni, come |l
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servizio HTTP/HTTPS, in cui la sicurezza non € un requisito. Non esiste alcun controllo sulla qualita del
servizio, sulla sicurezza o sulla garanzia di connettivita. Per questo motivo, questo metodo di connessione
non & consigliato per connettere un data center di produzione al cloud.

+ AWS Site-Site VPN: questa connessione di rete privata virtuale puo essere utilizzata per fornire
connessioni di accesso sicure insieme a un provider di servizi Internet pubblico. La VPN crittografa e
decrittografa tutti i dati in transito da e verso il cloud AWS. Le VPN possono essere basate su software o
hardware. Per le applicazioni aziendali, il fornitore di servizi Internet pubblici (ISP) dovrebbe offrire
garanzie di qualita del servizio per assicurare che siano fornite larghezza di banda e latenza adeguate per
la replica DR.

MIGLIOR PRASSI: Per la configurazione del sito AWS DR, NetApp consiglia di utilizzare AWS Direct Connect.
Questa soluzione garantisce le massime prestazioni e sicurezza per le applicazioni aziendali. Se non &
disponibile, & opportuno utilizzare una connessione ISP pubblica ad alte prestazioni insieme a una VPN.
Assicurarsi che I'|SP offra livelli di servizio QoS commerciali per garantire prestazioni di rete adeguate.

Interconnessioni VPC-VPC

AWS offre i seguenti tipi di interconnessioni VPC-VPC. Ogni soluzione ha i suoi vantaggi e i suoi costi da
considerare.

+ VPC Peering: si tratta di una connessione privata tra due VPC. E il metodo di connessione piu diretto ed
efficiente offerto da AWS. Il peering VPC pud essere utilizzato per connettere VPC nella stessa regione
AWS o in regioni AWS diverse.

» AWS Internet Gateway: in genere viene utilizzato per fornire connessioni tra risorse AWS VPC e risorse
ed endpoint non AWS. Tutto il traffico segue un percorso "a forcina" in cui il traffico VPC destinato a
un’altra VPC esce dall'infrastruttura AWS tramite il gateway Internet e ritorna all'infrastruttura AWS tramite
lo stesso gateway o un gateway diverso. Questo non € un tipo di connessione VPC adatto per le soluzioni
VMware aziendali.

+ AWS Transit Gateway: si tratta di un tipo di connessione centralizzata basata su router che consente a
ogni VPC di connettersi a un singolo gateway centrale, che funge da hub centrale per tutto il traffico da
VPC a VPC. Pud anche essere collegato alla tua soluzione VPN per consentire alle risorse del data center
locale di accedere alle risorse ospitate su AWS VPC. Questo tipo di connessione richiede in genere un
costo aggiuntivo per essere implementata.

BEST PRACTICE: per le soluzioni DR che coinvolgono VMware Cloud e un singolo FSx per ONTAP VPC,
NetApp consiglia di utilizzare la connessione peer VPC. Se vengono distribuite piu VPC FSx for ONTAP ,
consigliamo di utilizzare un AWS Transit Gateway per ridurre il sovraccarico di gestione di pil connessioni peer
VPC.

Preparati alla protezione on-premise-to-cloud con AWS

Per configurare NetApp Disaster Recovery per la protezione on-premise-to-cloud tramite AWS, & necessario
configurare quanto segue:

» Configurare AWS FSx per NetApp ONTAP
» Configura VMware Cloud su AWS SDDC

Configurare AWS FSx per NetApp ONTAP

* Creare un file system Amazon FSx for NetApp ONTAP .

> Fornire e configurare FSx per ONTAP. Amazon FSx for NetApp ONTAP & un servizio completamente
gestito che fornisce un archivio file altamente affidabile, scalabile, ad alte prestazioni e ricco di
funzionalita, basato sul file system NetApp ONTAP .
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o Segui i passaggi in "Rapporto tecnico 4938: Montare Amazon FSx ONTAP come datastore NFS con
VMware Cloud su AWS" E "Avvio rapido per Amazon FSx for NetApp ONTAP" per predisporre e
configurare FSx per ONTAP.

» Aggiungere Amazon FSx per ONTAP al sistema e aggiungere le credenziali AWS per FSx per ONTAP.

* Crea o verifica la tua SVM ONTAP di destinazione in AWS FSx per I'istanza ONTAP .

« Configurare la replica tra il cluster ONTAP locale di origine e I'istanza FSx for ONTAP nella NetApp
Console.

Fare riferimento a "come configurare un sistema FSx per ONTAP" per i passaggi dettagliati.

Configura VMware Cloud su AWS SDDC

"VMware Cloud su AWS"fornisce un’esperienza cloud-native per carichi di lavoro basati su VMware
nell’ecosistema AWS. Ogni data center software-defined VMware (SDDC) viene eseguito in un Amazon Virtual
Private Cloud (VPC) e fornisce uno stack VMware completo (incluso vCenter Server), networking software-
defined NSX-T, storage software-defined vSAN e uno o piu host ESXi che forniscono risorse di elaborazione e
storage ai carichi di lavoro.

Per configurare un ambiente VMware Cloud su AWS, seguire i passaggi in "Distribuisci e configura 'ambiente
di virtualizzazione su AWS" Un gruppo di spie luminose pud essere utilizzato anche per scopi di ripristino in
caso di disastro.

Cloud privato

E possibile utilizzare NetApp Disaster Recovery per proteggere le VM VMware ospitate su uno o piu cluster
vCenter replicando i datastore delle VM su un altro cluster vCenter nello stesso data center privato oppure in
un data center remoto privato o collocato.

Per le situazioni da locale a locale, installare 'agente Console in una delle sedi fisiche.

Disaster Recovery supporta la replica da sito a sito tramite Ethernet e TCP/IP. Assicurarsi che sia disponibile
una larghezza di banda adeguata per supportare le velocita di modifica dei dati sulle VM del sito di produzione,
in modo che tutte le modifiche possano essere replicate sul sito DR entro I'intervallo di tempo previsto dal
Recovery Point Objective (RPO).

Preparati per la protezione on-premises-to-on-premises

Prima di configurare NetApp Disaster Recovery per la protezione on-premise-to-on-premise, assicurarsi che
siano soddisfatti i seguenti requisiti:
* Deposito ONTAP
o Assicurati di avere le credenziali ONTAP .
o Crea o verifica il tuo sito di disaster recovery.
o Crea o verifica la tua destinazione ONTAP SVM.
o Assicurarsi che le SVM ONTAP di origine e di destinazione siano in peering.
* Cluster vCenter

o Assicurarsi che le VM che si desidera proteggere siano ospitate su datastore NFS (utilizzando volumi
ONTAP NFS) o datastore VMFS (utilizzando LUN iSCSI NetApp ).

> Revisione"privilegi vCenter" necessario per NetApp Disaster Recovery.
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> Creare un account utente per il ripristino di emergenza (non I'account amministratore vCenter
predefinito) e assegnare i privilegi vCenter all’account.

Supporto proxy intelligente

L’'agente NetApp Console supporta il proxy intelligente. Il proxy intelligente € un modo leggero, sicuro ed
efficiente per connettere il tuo ambiente locale alla NetApp Console. Fornisce una connessione sicura tra il tuo
sistema e il servizio Console senza richiedere una VPN o un accesso diretto a Internet. Questa
implementazione proxy ottimizzata scarica il traffico API all'interno della rete locale.

Quando viene configurato un proxy, NetApp Disaster Recovery tenta di comunicare direttamente con VMware
o0 ONTAP e utilizza il proxy configurato se la comunicazione diretta fallisce.

L'implementazione del proxy NetApp Disaster Recovery richiede la comunicazione sulla porta 443 tra 'agente
della console e tutti i server vCenter e gli array ONTAP che utilizzano un protocollo HTTPS. L'agente NetApp
Disaster Recovery all'interno dell’agente Console comunica direttamente con VMware vSphere, VC o ONTAP
quando esegue qualsiasi azione.

Per ulteriori informazioni sulla configurazione generale del proxy nella NetApp Console, vedere "Configurare
'agente della console per utilizzare un server proxy" .

Accedi a NetApp Disaster Recovery

Per accedere al servizio NetApp Disaster Recovery € possibile utilizzare la NetApp
Console .

Per effettuare I'accesso, puoi utilizzare le credenziali del sito di supporto NetApp oppure puoi registrarti per un
accesso cloud NetApp utilizzando il tuo indirizzo email e una password. "Scopri di piu sull’accesso" .

Attivita specifiche richiedono ruoli utente specifici. "Scopri di pit sui ruoli utente e sulle autorizzazioni in NetApp
Disaster Recovery". "Scopri di piu sui ruoli di accesso NetApp Console per tutti i servizi".

Passi
1. Apri un browser web e vai su "NetApp Console" .

Viene visualizzata la pagina di accesso NetApp Console .

2. Accedi alla NetApp Console.

3. Dal menu di navigazione a sinistra NetApp Console , selezionare Protezione > Disaster recovery.

Se ¢ la prima volta che accedi a questo servizio, verra visualizzata la landing page e potrai registrarti per
una prova gratuita.
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In caso contrario, viene visualizzata la Dashboard NetApp Disaster Recovery .
> Se non hai ancora aggiunto un agente NetApp Console , dovrai aggiungerne uno. Per aggiungere
'agente, fare riferimento a "Scopri di piu sugli agenti della console" .

o Se sei un utente NetApp Console con un agente esistente, quando selezioni "Disaster recovery" viene
visualizzato un messaggio relativo alla registrazione.

o Se stai gia utilizzando il servizio, quando selezioni "Disaster recovery" viene visualizzata la Dashboard.

View payment methods @

Sites (2) View sites Replication plans (2) Wiew plans Activity Lz 12 hours) View all jobs

Running Dowin fssue Ready Failed

~ 6 g 8 @ 9

Resource groups Protected VMs Unprotected ViMis

View View View

@ O @ 0 = 0 @ 0

Failovers Failbacks Test failovers Migrations

Impostare la licenza per NetApp Disaster Recovery

Con NetApp Disaster Recovery puoi utilizzare diversi piani di licenza, tra cui una prova
gratuita, un abbonamento a consumo o la possibilita di utilizzare la tua licenza.
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*Ruolo obbligatorio NetApp Console * Ruolo di amministratore dell’organizzazione, amministratore di cartelle o
progetti, amministratore del ripristino di emergenza o amministratore dell’applicazione di ripristino di
emergenza.

"Scopri di piu sui ruoli utente e sulle autorizzazioni in NetApp Disaster Recovery". "Scopri i ruoli di accesso per
tutti i servizi".

Opzioni di licenza E possibile utilizzare le seguenti opzioni di licenza:

* Registrati per una prova gratuita di 30 giorni.

* Acquista un abbonamento pay-as-you-go (PAYGO) ad Amazon Web Services (AWS) Marketplace o a
Microsoft Azure Marketplace.

 Bring your own license (BYOL), ovvero un file di licenza NetApp (NLF) che puoi ottenere dal tuo
rappresentante commerciale NetApp . E possibile utilizzare il numero di serie della licenza per attivare
BYOL nella NetApp Console.

| costi NetApp Disaster Recovery si basano sulla capacita utilizzata dei datastore sul sito di
origine quando & presente almeno una VM dotata di un piano di replica. La capacita per un

@ datastore sottoposto a failover non € inclusa nella capacita consentita. Per un BYOL, se i dati
superano la capacita consentita, le operazioni nel servizio sono limitate finché non si ottiene una
licenza di capacita aggiuntiva o non si aggiorna la licenza nella NetApp Console.

"Scopri di piu sugli abbonamenti”.

Una volta terminato il periodo di prova gratuito o scaduta la licenza, potrai comunque effettuare le seguenti
operazioni nel servizio:

* Visualizza qualsiasi risorsa, ad esempio un carico di lavoro o un piano di replicazione.
 Eliminare qualsiasi risorsa, ad esempio un carico di lavoro o un piano di replica.

» Esegui tutte le operazioni pianificate create durante il periodo di prova o in base alla licenza.

Provalo utilizzando una prova gratuita di 30 giorni

Puoi provare NetApp Disaster Recovery utilizzando la versione di prova gratuita di 30 giorni.
@ Durante la sperimentazione non sono previsti limiti di capienza.

Per continuare dopo il periodo di prova, dovrai acquistare una licenza BYOL o un abbonamento AWS PAYGO.
Puoi ottenere una licenza in qualsiasi momento e non ti verra addebitato alcun costo fino al termine del
periodo di prova.

Durante la prova avrai piena funzionalita.

Passi
1. Accedi al "NetApp Console" .

2. Dal menu di navigazione a sinistra NetApp Console , selezionare Protezione > Disaster recovery.

Se ¢ la prima volta che accedi a questo servizio, verra visualizzata la pagina di destinazione.
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= FINetApp console

Disaster Recovery

Simple, low-cost disaster protection for your VMware

workloads. :

NetApp® Console™ Disaster Recovery delivers simple, low-cost disaster
protection for your VMware workloads. Console Disaster Recovery enables you

to replicate your VN

kloads running on ONTAP storage to another
VMware environment running on ONTAP storage. These sites can be on- _—
premises or in the cloud. Console Disaster Recovery utilizes ONTAP SnapMirror

technology, which ensures that application-consistent Snapshot copies are

always in sync and the data is immediately usable after a failover. Additionally Learn more

non-disruptive Disaster Recovery failover testing enables greater preparedness Trythe step-by-step simulator 6o to simulator €2

without impacting production resources or avalability.
Start your no-obligation, 30-day free trial today. Get full access to all

functionality to try Console Disaster Recovery. For more information, please see

the frequently asked questions.

N 4 ;

Simplified Management Protect VMs with low recovery point objective (RPO) Lower total cost of ownership (TCO)

Manage Disaster Recovery from one control plane Protect VMs, data and applications with faster recovery operations Save time and resources and lower the total cost of ownership

3. Se non hai ancora aggiunto un agente Console per altri servizi, aggiungine uno.
Per aggiungere un agente Console, fare riferimento a "Scopri di piu sugli agenti della console" .

4. Dopo aver configurato I'agente, nella landing page NetApp Disaster Recovery , il pulsante per aggiungere
'agente si trasforma in un pulsante per avviare una prova gratuita. Seleziona Inizia la prova gratuita.

5. Iniziamo aggiungendo vCenter.

Per maggiori dettagli, vedere "Aggiungi siti vCenter" .

Dopo la fine della prova, abbonati tramite uno dei Marketplace

Al termine del periodo di prova gratuito, potrai acquistare una licenza da NetApp o abbonarti tramite AWS
Marketplace o Microsoft Azure Marketplace. Questa procedura fornisce una panoramica di alto livello su come
abbonarsi direttamente in uno dei Marketplace.

Passi

1. In NetApp Disaster Recovery viene visualizzato un messaggio che indica che la prova gratuita sta per
scadere. Nel messaggio, seleziona Abbonati o acquista una licenza.

Oppure, da, seleziona Visualizza metodi di pagamento.
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Payment methods

(i) 1 ormare licenses or subscriptions are active for account, ace A

g | MetApp License

Contact your NetApp sales team to purchase a license. Once you purchase it, add your license to
Console,

Add license to Console = View license details in Console

aws  Amazon Web Services Subscribe in AWS Marketplace [

Activate Disaster Recovery through the AWS marketplace and pay at an hourty rate,

I Microsoft Azure Subscribe in Azure Marketplace [

Activate Disaster Recovery through the Azure Marketplace and pay at an houry rate.

Close

2. Seleziona Iscriviti in AWS Marketplace o Iscriviti in Azure Marketplace.

3. Utilizza AWS Marketplace o Microsoft Azure Marketplace per abbonarti a * NetApp Disaster Recovery*.

4. Quando si torna a NetApp Disaster Recovery, un messaggio informa che 'abbonamento & stato effettuato.
E possibile visualizzare i dettagli del’abbonamento nella pagina di abbonamento NetApp Console . "Scopri

di piu sulla gestione degli abbonamenti con la NetApp Console".

Al termine del periodo di prova, acquista una licenza BYOL tramite NetApp

Al termine del periodo di prova, potrai acquistare una licenza tramite il tuo rappresentante commerciale
NetApp .

Se si utilizza la propria licenza (BYOL), la configurazione include I'acquisto della licenza, I'ottenimento del file
di licenza NetApp (NLF) e I'aggiunta della licenza alla NetApp Console.

Aggiungi la licenza alla NetApp Console* Dopo aver acquistato la licenza NetApp Disaster Recovery da un
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rappresentante commerciale NetApp , puoi gestirla nella console.

"Scopri come aggiungere licenze con la NetApp Console".

Aggiorna la tua licenza quando scade

Se il termine della licenza si avvicina alla data di scadenza o se la capacita della licenza sta raggiungendo il
limite, verrai avvisato nell'interfaccia utente NetApp Disaster Recovery . E possibile aggiornare la licenza
NetApp Disaster Recovery prima della scadenza, in modo da non interrompere I'accesso ai dati scansionati.

Questo messaggio appare anche nella NetApp Console e in "Notifiche" .

"Scopri come aggiornare le licenze con la NetApp Console".

Termina la prova gratuita
Puoi interrompere la prova gratuita in qualsiasi momento oppure attendere la sua scadenza.

Passi
1. In NetApp Disaster Recovery, seleziona Prova gratuita - Visualizza dettagli.

2. Nei dettagli a discesa, seleziona Termina prova gratuita.

End free trial

Are you sure that you want to end your free trial on your account 1to1? We will delete your data 60 days
after you end your trial. If you subscribe or purchase a license within 60 days, we will retain your data. You may also
delete your data immediately when you end your trial.

This action is not reversible.

@ Delete data immediately after ending my free trial

Comments

Type "end trial” to end your free trial.
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3. Se desideri eliminare tutti i dati, seleziona Elimina i dati subito dopo aver terminato la prova gratuita.

In questo modo vengono eliminate tutte le pianificazioni, i piani di replica, i gruppi di risorse, i vCenter e i
siti. | dati di audit, i registri delle operazioni e la cronologia dei lavori vengono conservati fino alla fine del
ciclo di vita del prodotto.

Se termini il periodo di prova gratuito, non richiedi I'eliminazione dei dati e non acquisti una
@ licenza o un abbonamento, NetApp Disaster Recovery eliminera tutti i tuoi dati 60 giorni
dopo la fine del periodo di prova gratuito.

4. Digitare "fine prova" nella casella di testo.

5. Selezionare Fine.
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Utilizzare NetApp Disaster Recovery

Panoramica di NetApp Disaster Recovery

Utilizzando NetApp Disaster Recovery, € possibile raggiungere i seguenti obiettivi:

* "Visualizza lo stato di salute dei tuoi piani di disaster recovery" .
+ "Aggiungi siti vCenter" .

* "Crea gruppi di risorse per organizzare insieme le VM"

* "Creare un piano di ripristino in caso di disastro" .

* "Replicare le app VMware"dal tuo sito principale a un sito remoto di disaster recovery nel cloud utilizzando
la replica SnapMirror .

« "Migrazione delle app VMware"dal tuo sito principale a un altro sito.
» "Testare il failover"senza interrompere le macchine virtuali originali.

* In caso di disastro,"esegui il failover del tuo sito primario" su VMware Cloud su AWS con FSx per NetApp
ONTAP.

* Dopo che il disastro & stato risolto,"fallire indietro" dal sito di ripristino in caso di disastro al sito primario.

* "Monitorare le operazioni di ripristino in caso di disastro"nella pagina Monitoraggio lavori.

Visualizza lo stato dei tuoi piani NetApp Disaster Recovery
sulla Dashboard

Utilizzando la dashboard di NetApp Disaster Recovery , puoj determinare lo stato di
salute dei tuoi siti di disaster recovery e dei piani di replica. E possibile verificare
rapidamente quali siti e piani sono integri, disconnessi o degradati.

Ruolo di NetApp Console obbligatorio Ruolo di amministratore dell’organizzazione, amministratore di
cartelle o progetti, amministratore del ripristino di emergenza, amministratore dell’applicazione di ripristino di
emergenza o visualizzatore del ripristino di emergenza.

"Scopri di piu sui ruoli utente e sulle autorizzazioni in NetApp Disaster Recovery". "Scopri di pit sui ruoli di
accesso NetApp Console per tutti i servizi".

Passi

1. Accedi al "NetApp Console" .
2. Dal menu di navigazione a sinistra NetApp Console , selezionare Protezione > Disaster recovery.

3. Dal menu NetApp Disaster Recovery , selezionare Dashboard.
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4. Esaminare le seguenti informazioni sulla Dashboard:
o Siti: visualizza lo stato di salute dei tuoi siti. Un sito pud avere uno dei seguenti stati:
= In esecuzione: vCenter & connesso, funzionante e funzionante.
= Giu: vCenter non € raggiungibile o presenta problemi di connettivita.
= Problema: vCenter non & raggiungibile o presenta problemi di connettivita.

Per visualizzare i dettagli del sito, seleziona Visualizza tutto per uno stato oppure Visualizza siti
per visualizzarli tutti.

o Piani di replicazione: visualizza lo stato di avanzamento dei tuoi piani. Un piano pud avere uno dei
seguenti stati:
= Pronto
= Fallito

Per rivedere i dettagli del piano di replicazione, selezionare Visualizza tutto per uno stato oppure
Visualizza piani di replicazione per visualizzarli tutti.

o Gruppi di risorse: visualizza lo stato di integrita dei tuoi gruppi di risorse. Un gruppo di risorse puo
avere uno dei seguenti stati:
> VM protette: le VM fanno parte di un gruppo di risorse.

> VM non protette: le VM non fanno parte di un gruppo di risorse.
Per rivedere i dettagli, seleziona il link Visualizza sotto ciascuno.

> Numero di failover, failover di test e migrazioni. Ad esempio, se hai creato due piani e hai effettuato la
migrazione alle destinazioni, il conteggio delle migrazioni verra visualizzato come "2".

5. Esaminare tutte le operazioni nel riquadro Attivita. Per visualizzare tutte le operazioni sul Job Monitor,
selezionare Visualizza tutti i lavori.

Aggiungere vCenter a un sito in NetApp Disaster Recovery

Prima di poter creare un piano di disaster recovery, &€ necessario aggiungere un server
vCenter primario a un sito e un sito di disaster recovery vCenter di destinazione nella
NetApp Console.
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Assicurarsi che sia il vCenter di origine che quello di destinazione utilizzino lo stesso agente
NetApp Console .

Dopo aver aggiunto i vCenter, NetApp Disaster Recovery esegue un’analisi approfondita degli ambienti
vCenter, inclusi cluster vCenter, host ESXi, datastore, spazio di archiviazione, dettagli delle macchine virtuali,
repliche SnapMirror e reti di macchine virtuali.

*Ruolo richiesto NetApp Console * Amministratore dell’organizzazione, Amministratore di cartelle o progetti o
Amministratore del ripristino di emergenza.

"Scopri di piu sui ruoli utente e sulle autorizzazioni in NetApp Disaster Recovery". "Scopri di piu sui ruoli di
accesso NetApp Console per tutti i servizi".

Informazioni su questo compito

Se hai aggiunto vCenter nelle versioni precedenti e desideri personalizzare la pianificazione
dell’individuazione, devi modificare il sito del server vCenter e impostare la pianificazione.

NetApp Disaster Recovery esegue la rilevazione una volta ogni 24 ore. Dopo aver configurato
un sito, puoi modificare in seguito vCenter per personalizzare la pianificazione
dell'individuazione in base alle tue esigenze. Ad esempio, se si dispone di un numero elevato di

VM, ¢ possibile impostare la pianificazione dell’'individuazione in modo che venga eseguita ogni
23 ore e 59 minuti. Se si dispone di un numero limitato di VM, & possibile impostare la
pianificazione dell’individuazione in modo che venga eseguita ogni 12 ore. L'intervallo minimo &
di 30 minuti e quello massimo & di 24 ore.

Per ottenere le informazioni piu aggiornate sul tuo ambiente, dovresti prima eseguire alcune rilevazioni
manuali. Dopodiché puoi impostare la pianificazione in modo che venga eseguita automaticamente.

Se si dispone di vCenter di versioni precedenti e si desidera modificare il momento in cui viene eseguita
l'individuazione, modificare il sito del server vCenter e impostare la pianificazione.

Le VM appena aggiunte o eliminate vengono riconosciute durante la successiva individuazione pianificata o
durante un’individuazione manuale immediata.

Le VM possono essere protette solo se il piano di replica si trova in uno dei seguenti stati:

* Pronto
* Failback eseguito
« Test failover eseguito

Cluster vCenter in un sito Ogni sito contiene uno o piu vCenter. Questi vCenter utilizzano uno o piu cluster di
storage ONTAP per ospitare datastore NFS o VMFS.

Un cluster vCenter puo risiedere in un solo sito. Per aggiungere un cluster vCenter a un sito, sono necessarie
le seguenti informazioni:
¢ L’indirizzo IP di gestione vCenter o FQDN

* Credenziali per un account vCenter con i privilegi richiesti per eseguire le operazioni. Vedere"privilegi
vCenter richiesti" per maggiori informazioni.

* Per i siti VMware ospitati nel cloud, le chiavi di accesso al cloud richieste

 Un certificato di sicurezza per accedere al tuo vCenter.
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@ Il servizio supporta certificati di sicurezza autofirmati o certificati provenienti da un’autorita di
certificazione (CA) centrale.

Passi
1. Accedi al "NetApp Console" .

2. Dal menu di navigazione a sinistra NetApp Console , selezionare Protezione > Disaster recovery.

Se € la prima volta che utilizzi NetApp Disaster Recovery, devi aggiungere le informazioni di vCenter. Se
hai gia aggiunto informazioni vCenter, vedrai la dashboard.

(D A seconda del tipo di sito che stai aggiungendo, vengono visualizzati campi diversi.

3. Se esistono gia alcuni siti vCenter e si desidera aggiungerne altri, selezionare Siti dal menu, quindi
selezionare Aggiungi.

4. Nella pagina Siti, seleziona il sito e seleziona Aggiungi vCenter.

5. Origine: selezionare Scopri server vCenter per immettere informazioni sul sito vCenter di origine.

Per aggiungere altri siti vCenter, selezionare Siti, quindi Aggiungi.

Add vCenter server

Enter connection details for the wCenter senver that is accessible from the Console Agerit.

Site Console Agent
sit -gri2 DRaa5Test
v enter |P address Port
443
vCerter user name wCenter passwiord
admin EEEEREEEEEREEEE

Use self-signed certificates )

iy By default, wCenter discovery will run automatically once every 24 hours. This can be edited
ater. Discovery can also be triggered manually at any time.

o Selezionare un sito, quindi 'agente NetApp Console e fornire le credenziali vCenter.
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> Solo per siti on-premise: Per accettare certificati autofirmati per il vCenter di origine, selezionare la
casella.

| certificati autofirmati non sono sicuri quanto gli altri certificati. Se il tuo vCenter NON &
configurato con certificati dell’autorita di certificazione (CA), dovresti selezionare questa
casella; in caso contrario, la connessione al vCenter non funzionera.

6. Selezionare Aggiungi.
Quindi aggiungere un vCenter di destinazione.

7. Aggiungere nuovamente un sito per il vCenter di destinazione.
8. Di nuovo, seleziona Aggiungi vCenter e aggiungi le informazioni sul vCenter di destinazione.

9. Bersaglio:

a. Scegli il sito di destinazione e la posizione. Se la destinazione ¢ il cloud, selezionare AWS.

= (Si applica solo ai siti cloud) Token API: inserisci il token API per autorizzare I'accesso al servizio
per la tua organizzazione. Crea il token API| specificando ruoli specifici di organizzazione e servizio.

= (Si applica solo ai siti cloud) ID organizzazione lungo: immettere I'ID univoco per I'organizzazione.
E possibile identificare questo ID facendo clic sul nome utente nella sezione Account della NetApp
Console.

b. Selezionare Aggiungi.

| vCenter di origine e di destinazione vengono visualizzati nell’elenco dei siti.

Sites 4 o N

B8 DemoOnPremSite_1 (1)
= 2300 w 5 B rg\ h 1 )
o () Heakny Vil Datastores Resaurce grovps Agent

aws  DemoCloudSite_1

P ucentersdi n 3 0 ) hm o
o () Hestthy hs Ditastores Resoircs groups Agent =

10. Per visualizzare 'avanzamento dell’'operazione, dal menu selezionare Monitoraggio lavori.

Aggiungere la mappatura della subnet per un sito vCenter

E possibile gestire gli indirizzi IP nelle operazioni di failover utilizzando la mappatura delle subnet, che
consente di aggiungere subnet per ciascun vCenter. In questo modo si definiscono il CIDR IPv4, il gateway
predefinito e il DNS per ogni rete virtuale.

In caso di failover, NetApp Disaster Recovery utilizza il CIDR della rete mappata per assegnare a ciascuna
vNIC un nuovo indirizzo IP.

Per esempio:

* ReteA=10.1.1.0/24
* ReteB = 192.168.1.0/24
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VM1 ha una vNIC (10.1.1.50) connessa alla ReteA. Nelle impostazioni del piano di replica, la rete A &€ mappata
sulla rete B.

In caso di failover, NetApp Disaster Recovery sostituisce la parte di rete dell'indirizzo IP originale (10.1.1) e
mantiene l'indirizzo host (.50) dell’indirizzo IP originale (10.1.1.50). Per VM1, NetApp Disaster Recovery
esamina le impostazioni CIDR per NetworkB e utilizza la porzione di rete NetworkB 192.168.1, mantenendo la
porzione host (.50) per creare il nuovo indirizzo IP per VM1. |l nuovo IP diventa 192.168.1.50.

In sintesi, I'indirizzo host rimane lo stesso, mentre I'indirizzo di rete viene sostituito con quello configurato nella
mappatura della subnet del sito. Cid consente di gestire piu faciimente la riassegnazione degli indirizzi IP in
caso di failover, soprattutto se si hanno centinaia di reti e migliaia di VM da gestire.

L'utilizzo della mappatura delle subnet & un processo facoltativo in due fasi:

» Per prima cosa, aggiungi la mappatura della subnet per ogni sito vCenter.

* In secondo luogo, nel piano di replicazione, indicare che si desidera utilizzare il mapping delle subnet nella
scheda Macchine virtuali € nel campo IP di destinazione.

Passi

1. Dal menu NetApp Disaster Recovery , selezionare Siti.

2
Dalle azioni ® icona a destra, seleziona Aggiungi subnet.

Sites (4 a TN

B  DemoOnPremSite_1 (1)
& 2300 ” 5 6 © n
() Hestthy Datstores Resaurce groups Agem
Refresh

ans  DemoCloudsite_ Add / Edit subnet |

Edit

Celete
veentersdd n 3

W (@) Hesith

@ e

Viene visualizzata la pagina Configura subnet:
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Configure subnet
Hetwerk Name Datacenter Name Subnet L] Gateway DMNS
mgmi_1_esi98 Datacenters 1 Enter CIDE
mgmi_1_esd2 Datzoentersd_1 Enter CIDR formiat Enfer Gatews Enter DS
Wi Mebanrk Datacenters)_ 1
gt 1_esxiSd Datacenterad,_1 Enter CIDA Format Enter Galews
Migert_1_esxd] Datacenters0_ 1 Enter CIDR forrmat Enfer Gatewy
1-5of 12 1» 2
Can

3. Nella pagina Configura subnet, immettere le seguenti informazioni:

a. Subnet: immettere il CIDR IPv4 per la subnet fino a /32.

La notazione CIDR & un metodo per specificare gli indirizzi IP e le relative maschere di
rete. /24 indica la netmask. Il numero € costituito da un indirizzo IP, in cui il numero dopo

"/" indica quanti bit dell'indirizzo IP indicano la rete. Ad esempio, 192.168.0.50/24,
l'indirizzo IP &€ 192.168.0.50 e il numero totale di bit nell'indirizzo di rete & 24.
192.168.0.50 255.255.255.0 diventa 192.168.0.0/24.

b. Gateway: immettere il gateway predefinito per la subnet.
c. DNS: immettere il DNS per la subnet.

4. Selezionare Aggiungi mappatura subnet.

Selezionare la mappatura della subnet per un piano di replicazione

Quando si crea un piano di replicazione, € possibile selezionare il mapping della subnet per il piano di
replicazione.

L'utilizzo della mappatura delle subnet & un processo facoltativo in due fasi:

» Per prima cosa, aggiungi la mappatura della subnet per ogni sito vCenter.

* In secondo luogo, nel piano di replicazione, indicare che si desidera utilizzare il mapping delle subnet.

Passi
1. Dal menu NetApp Disaster Recovery , selezionare Piani di replica.

2. Selezionare Aggiungi per aggiungere un piano di replicazione.

3. Completare i campi come di consueto, aggiungendo i server vCenter, selezionando i gruppi di risorse o le
applicazioni e completando i mapping.

4. Nella pagina Piano di replicazione > Mappatura delle risorse, selezionare la sezione Macchine virtuali.
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Virtual machines

IP address type Target IP

Static Use subnet mapping
(i) When a subnet exhausts its |P addresses, you cannot add more VMs to it. New VMs must connect to a different subnet with available IP

addresses, which can be an existing alternative subnet or a newly created one.

| | Usethe same credentials for all Vivis
[ | Usewindows LAPS @

| | Usethe same script for all Vivs

Target Vi prefix Dptiona Target VM sufiix Optiona

Preview: Sample WM name

5. Nel campo IP di destinazione, seleziona Usa mappatura subnet dall’elenco a discesa.

(D Se sono presenti due VM (ad esempio, una & Linux e I'altra € Windows), le credenziali sono
necessarie solo per Windows.

6. Proseguire con la creazione del piano di replicazione.

Modifica il sito del server vCenter e personalizza la pianificazione
dell’individuazione

E possibile modificare il sito del server vCenter per personalizzare la pianificazione dell'individuazione. Ad
esempio, se si dispone di un numero elevato di VM, & possibile impostare la pianificazione dell’'individuazione
in modo che venga eseguita ogni 23 ore e 59 minuti. Se si dispone di un numero limitato di VM, & possibile
impostare la pianificazione dell’individuazione in modo che venga eseguita ogni 12 ore.

Se si dispone di vCenter di versioni precedenti e si desidera modificare il momento in cui viene eseguita
l'individuazione, modificare il sito del server vCenter e impostare la pianificazione.

Se non si desidera pianificare I'individuazione, € possibile disattivare I'opzione di individuazione pianificata e
aggiornare manualmente 'individuazione in qualsiasi momento.

Passi
1. Dal menu NetApp Disaster Recovery , selezionare Siti.

2. Seleziona il sito che vuoi modificare.

3. I
Seleziona le azioni “= icona sulla destra e seleziona Modifica.

4. Nella pagina Modifica server vCenter, modificare i campi secondo necessita.

5. Per personalizzare la pianificazione dell’individuazione, seleziona la casella Abilita individuazione
pianificata e seleziona I'intervallo di data e ora desiderato.
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Edit vCenter server

Enter connection details for the vCenter server that is accessible from the BlueXP Connector.

Site BlueXP Connector

Source v Seclab Connector 4 v
vCenter IP address port

17226.212.218 443
vCenter user name v enter password

Use self-signed certificates @)

Enable scheduled discovery

Start discovery from | Jp25.04-02

s

Run discovery once every | 23 « | Hour(s) 59 * | Minute(s)

12« oo~ ||av~ | @

Cancel

6. Seleziona Salva.

Aggiorna manualmente la scoperta

E possibile aggiornare manualmente la scoperta in qualsiasi momento. Questa operazione & utile se hai
aggiunto o rimosso VM e vuoi aggiornare le informazioni in NetApp Disaster Recovery.

Passi

1. Dal menu NetApp Disaster Recovery , selezionare Siti.
2. Seleziona il sito che vuoi aggiornare.
3.
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Seleziona le azioni @ icona sulla destra e seleziona Aggiorna.

Crea un gruppo di risorse per organizzare insieme le VM in
NetApp Disaster Recovery

Dopo aver aggiunto i siti vCenter, & possibile creare gruppi di risorse per proteggere le
VM per VM o datastore come un’unica unita. | gruppi di risorse consentono di
organizzare un set di VM dipendenti in gruppi logici che soddisfano i requisiti. Ad
esempio, & possibile raggruppare le VM associate a un’applicazione oppure le
applicazioni che hanno livelli simili. Come altro esempio, i gruppi potrebbero contenere
ordini di avvio ritardati che possono essere eseguiti al momento del ripristino.

*Ruolo obbligatorio NetApp Console * Ruolo di amministratore dell’organizzazione, amministratore di cartelle o
progetti, amministratore del ripristino di emergenza o amministratore dell’applicazione di ripristino di
emergenza.

"Scopri di piu sui ruoli utente e sulle autorizzazioni in NetApp Disaster Recovery". "Scopri di pitu sui ruoli di
accesso NetApp Console per tutti i servizi".

Informazioni su questo compito
E possibile raggruppare le VM stesse o le VM nei datastore.
E possibile creare gruppi di risorse utilizzando i seguenti metodi:

 Dall'opzione Gruppi di risorse

* Mentre si crea un piano di disaster recovery o di replicazione. Se si dispone di numerose VM ospitate da
un cluster vCenter di origine, potrebbe essere piu semplice creare i gruppi di risorse durante la creazione
del piano di replica. Per istruzioni sulla creazione di gruppi di risorse durante la creazione di un piano di
replica, vedere"Creare un piano di replicazione" .

Ogni gruppo di risorse puo includere una o piu VM o datastore. Le VM si accenderanno in base
alla sequenza in cui le includi nel piano di replica. E possibile modificare I'ordine trascinando le
VM o i datastore verso I'alto o verso il basso nell’elenco dei gruppi di risorse.

Informazioni sui gruppi di risorse
| gruppi di risorse consentono di combinare VM o datastore come se fossero un’unica unita.

Ad esempio, un’applicazione POS potrebbe utilizzare diverse VM per database, logica aziendale e vetrine. E
possibile gestire tutte queste VM con un unico gruppo di risorse. Impostare gruppi di risorse per applicare le
regole del piano di replica per I'ordine di avvio delle VM, la connessione di rete e il ripristino di tutte le VM
necessarie per I'applicazione.

Come funziona?

NetApp Disaster Recovery protegge le VM replicando i volumi ONTAP sottostanti e le LUN che ospitano le VM
nel gruppo di risorse. Per fare cio, il sistema interroga vCenter per ottenere il nome di ciascun archivio dati che
ospita le VM in un gruppo di risorse. NetApp Disaster Recovery identifica quindi il volume ONTAP di origine o
la LUN che ospita tale archivio dati. Tutta la protezione viene eseguita a livello di volume ONTAP utilizzando la
replica SnapMirror .
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Se le VM nel gruppo di risorse sono ospitate su archivi dati diversi, NetApp Disaster Recovery utilizza uno dei
seguenti metodi per creare uno snapshot coerente con i dati dei volumi ONTAP o LUN.

Posizione relativa dei volumi Processo di replica snapshot
FlexVol

Archivi dati multipli: volumi * Gruppo di coerenza ONTAP creato

FlexVol nello stesso SVM .
* Istantanee del gruppo di coerenza prese

» Eseguita la replica SnapMirror con ambito volume

Archivi dati multipli - Volumi * API ONTAP : cg_start . Mette in modalita silenziosa tutti i volumi in
FlexVol in piu SVM modo che sia possibile creare snapshot e avvia snapshot con ambito
volume di tutti i volumi del gruppo di risorse.

* API ONTAP : cg_end . Riprende I'l/O su tutti i volumi e abilita la
replica SnapMirror con ambito volume dopo 'acquisizione degli
snapshot.

Quando si creano gruppi di risorse, tenere presente i seguenti aspetti:

» Prima di aggiungere datastore ai gruppi di risorse, avviare prima un’individuazione manuale o
un’individuazione pianificata delle VM. Cio garantisce che le VM vengano rilevate ed elencate nel gruppo
di risorse. Se non si avvia un’individuazione manuale, le VM potrebbero non essere elencate nel gruppo di
risorse.

+ Assicurarsi che nel datastore sia presente almeno una VM. Se non sono presenti VM nel datastore,
Disaster Recovery non rileva il datastore.

+ Un singolo datastore non dovrebbe ospitare VM protette da piu di un piano di replica.

* Non ospitare VM protette e non protette sullo stesso datastore. Se le VM protette e non protette sono
ospitate sullo stesso datastore, potrebbero verificarsi i seguenti problemi:

o Poiché NetApp Disaster Recovery utilizza SnapMirror e il sistema replica interi volumi ONTAP , la
capacita utilizzata di tale volume viene utilizzata per le considerazioni relative alle licenze. In questo
caso, lo spazio del volume consumato dalle VM protette e non protette verrebbe incluso in questo
calcolo.

> Se & necessario eseguire il failover del gruppo di risorse e dei relativi datastore sul sito di disaster
recovery, tutte le VM non protette (VM che non fanno parte del gruppo di risorse, ma sono ospitate sul
volume ONTAP ) non saranno piu presenti sul sito di origine a seguito del processo di failover, con
conseguente errore delle VM non protette sul sito di origine. Inoltre, NetApp Disaster Recovery non
avviera le VM non protette nel sito vCenter di failover.

* Per proteggere una VM, questa deve essere inclusa in un gruppo di risorse.
MIGLIOR PRATICITA: Organizzare le VM prima di implementare NetApp Disaster Recovery per ridurre al
minimo la "proliferazione degli archivi dati". Posizionare le VM che necessitano di protezione su un

sottoinsieme di datastore e posizionare le VM che non saranno protette su un sottoinsieme diverso di
datastore. Assicurarsi che le VM su un determinato datastore non siano protette da piani di replica diversi.

Passi
1. Accedi al "NetApp Console" .

2. Dal menu di navigazione a sinistra NetApp Console , selezionare Protezione > Disaster recovery.

3. Dal menu NetApp Disaster Recovery , selezionare Gruppi di risorse.
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Selezionare Aggiungi.

Immettere un nome per il gruppo di risorse.

Selezionare il cluster vCenter di origine in cui si trovano le VM.

Selezionare Macchine virtuali o Datastore a seconda del tipo di ricerca desiderata.

Selezionare la scheda Aggiungi gruppi di risorse. |l sistema elenca tutti i datastore o le VM nel cluster
vCenter selezionato. Se hai selezionato Datastore, il sistema elenca tutti i datastore nel cluster vCenter
selezionato. Se hai selezionato Macchine virtuali, il sistema elenca tutte le VM nel cluster vCenter
selezionato.

Sul lato sinistro della pagina Aggiungi gruppi di risorse, seleziona le VM che desideri proteggere.

Add resource group

Mlirmie wiCEner

DemaRi N
® Virfual machines ) Datastores

| i | hi
SMCE NI ey ins Selected VMs (3)

YVRFE Canite vwnl ilid

X Search all datastores VIFS Contos w1 dsd *
WMIES_ Centos_ vm 1_disd WMES Caiton vin_ghs x
WMFS_ Centos vm1_ds5 WNFS FIHEL wm?_cls ®

VIMIFS RMEL w2 ds1

VIFS BHEL wind dsd

( .I”.-I.\.!
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Add resource group
Mame vioonde
DemoRG -
Wirtual rigchsnes & Datastores
Select datastores Solectind datastores [2)
Q Sevrch datastore St suto.nfs 450 x
D54 syt wimls_BdT
v 53 _aube_nfs_ 450 4
mifs
1 surya A
D54 auito nls 450
DS mite_ iy 450
D51_sarts nls 4%0
D52 _asto nis 450
i

10. Facoltativamente, & possibile modificare I'ordine delle VM sulla destra trascinando ciascuna VM verso l'alto
o verso il basso nell’elenco. Le VM si accenderanno in base alla sequenza in cui le includi.

11. Selezionare Aggiungi.

Creare un piano di replica in NetApp Disaster Recovery

Dopo aver aggiunto i siti vCenter, sei pronto per creare un disaster recovery o un piano di
replica. | piani di replica gestiscono la protezione dei dati dell’infrastruttura VMware.
Selezionare i vCenter di origine e di destinazione, scegliere i gruppi di risorse e
raggruppare le modalita di ripristino e accensione delle applicazioni. Ad esempio, &
possibile raggruppare le macchine virtuali (VM) associate a un’applicazione oppure le
applicazioni che hanno livelli simili. Tali piani sono talvolta chiamati blueprint.

*Ruolo obbligatorio NetApp Console * Ruolo di amministratore dell’organizzazione, amministratore di cartelle o
progetti, amministratore del ripristino di emergenza, amministratore del failover del ripristino di emergenza o

amministratore dell’applicazione di ripristino di emergenza.

"Scopri di piu sui ruoli utente e sulle autorizzazioni in NetApp Disaster Recovery". "Scopri di pit sui ruoli di
accesso NetApp Console per tutti i servizi".

Informazioni su questo compito

E possibile creare un piano di replicazione e anche modificare le pianificazioni per la conformita e i test.
Eseguire failover di prova delle VM senza influire sui carichi di lavoro di produzione.
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E possibile proteggere pit VM su piu datastore. NetApp Disaster Recovery crea gruppi di coerenza ONTAP
per tutti i volumi ONTAP che ospitano datastore VM protetti.

Le VM possono essere protette solo se il piano di replica si trova in uno dei seguenti stati:

* Pronto
 Failback eseguito

« Test failover eseguito
Snapshot del piano di replicazione

Disaster Recovery mantiene lo stesso numero di snapshot sui cluster di origine e di destinazione. Per
impostazione predefinita, il servizio esegue un processo di riconciliazione degli snapshot ogni 24 ore per
garantire che il numero di snapshot sui cluster di origine e di destinazione sia lo stesso.

Le seguenti situazioni possono causare una differenza nel numero di snapshot tra i cluster di origine e di
destinazione:

* In alcune situazioni, le operazioni ONTAP esterne al Disaster Recovery possono aggiungere o rimuovere
snapshot dal volume:

> Se mancano snapshot sul sito di origine, gli snapshot corrispondenti sul sito di destinazione potrebbero
essere eliminati, a seconda del criterio SnapMirror predefinito per la relazione.

> Se mancano snapshot sul sito di destinazione, il servizio potrebbe eliminare gli snapshot corrispondenti
sul sito di origine durante il successivo processo di riconciliazione degli snapshot pianificato, a seconda
del criterio SnapMirror predefinito per la relazione.

» Una riduzione del numero di snapshot conservati nel piano di replica pud far si che il servizio elimini gli
snapshot piu vecchi sia sul sito di origine che su quello di destinazione per soddisfare il numero di
snapshot di conservazione appena ridotto.

In questi casi, Disaster Recovery rimuove gli snapshot piu vecchi dai cluster di origine e di destinazione al
successivo controllo di coerenza. In alternativa, 'amministratore pud eseguire una pulizia immediata dello
snapshot selezionando Azioni* sss sull’icona del piano di replica e selezionando *Pulisci snapshot.

Il servizio esegue controlli di simmetria degli snapshot ogni 24 ore.
Prima di iniziare

» Prima di creare una relazione SnapMirror , configurare il cluster e il peering SVM al di fuori del Disaster
Recovery.

» Con Google Cloud, puoi aggiungere un solo volume o datastore a un piano di replica.

Organizza le tue VM prima di implementare NetApp Disaster Recovery per ridurre al minimo la
"proliferazione incontrollata degli archivi dati". Posizionare le VM che necessitano di protezione

su un sottoinsieme di datastore e posizionare le VM che non saranno protette su un
sottoinsieme diverso di datastore. Utilizzare la protezione basata su datastore per garantire che
le VM su un dato datastore siano protette.

Crea il piano

Una procedura guidata ti guidera attraverso questi passaggi:
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» Selezionare i server vCenter.
» Selezionare le VM o gli archivi dati che si desidera replicare e assegnare gruppi di risorse.
* lllustra il modo in cui le risorse dall’ambiente di origine vengono mappate alla destinazione.

* Imposta la frequenza di esecuzione del piano, esegui uno script ospitato da guest, imposta I'ordine di avvio
e seleziona I'obiettivo del punto di ripristino.

* Rivedi il piano.
Quando si crea il piano, € necessario seguire queste linee guida:

 Utilizzare le stesse credenziali per tutte le VM nel piano.
« Utilizzare lo stesso script per tutte le VM nel piano.

 Utilizzare la stessa subnet, DNS e gateway per tutte le VM nel piano.
Seleziona i server vCenter

Per prima cosa, seleziona il vCenter di origine e poi quello di destinazione.

Passi

1. Accedi al "NetApp Console" .
2. Dal menu di navigazione a sinistra NetApp Console , selezionare Protezione > Disaster recovery.

3. Dal menu NetApp Disaster Recovery , selezionare Piani di replica e quindi Aggiungi. In alternativa, se
hai appena iniziato a utilizzare il servizio, seleziona Aggiungi piano di replicazione dalla Dashboard.
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Add replication plan o vCenter servers @ Applications @ Resource mapping @ Review

Replication plan * Add plan

vCenter servers
Provide the plan name and select the source and target vCenter servers,

Replication plan name

RPgrd

(i) Select a source vCenter where your data exists, to replicate to the selected target vCenter,

' o Replicate

Source wCenter Target wCenter

a3t veenter.sdd

Cancel “

4. Creare un nome per il piano di replicazione.

5. Selezionare i vCenter di origine e di destinazione dagli elenchi vCenter di origine e di destinazione.

6. Selezionare Avanti.

Selezionare le applicazioni da replicare e assegnare gruppi di risorse

Il passaggio successivo consiste nel raggruppare le VM o gli archivi dati richiesti in gruppi di risorse funzionali.
| gruppi di risorse consentono di proteggere un set di VM o datastore con uno snapshot comune.

Quando selezioni le applicazioni nel piano di replica, puoi vedere il sistema operativo per ogni VM o datastore
nel piano. Cid € utile per decidere come raggruppare le VM o gli archivi dati in un gruppo di risorse.

Ogni gruppo di risorse puo includere una o piu VM o datastore.

Quando si creano gruppi di risorse, tenere presente i seguenti aspetti:

» Prima di aggiungere datastore ai gruppi di risorse, avviare prima un’individuazione manuale o
un’individuazione pianificata delle VM. Cio garantisce che le VM vengano rilevate ed elencate nel gruppo
di risorse. Se non si attiva un’individuazione manuale, le VM potrebbero non essere elencate nel gruppo di
risorse.
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* Assicurarsi che nel datastore sia presente almeno una VM. Se non sono presenti VM nel datastore, il
datastore non verra rilevato.

» Un singolo datastore non dovrebbe ospitare VM protette da piu di un piano di replica.

* Non ospitare VM protette e non protette sullo stesso datastore. Se le VM protette e non protette sono
ospitate sullo stesso datastore, potrebbero verificarsi i seguenti problemi:

> Poiché NetApp Disaster Recovery utilizza SnapMirror e il sistema replica interi volumi ONTAP , la
capacita utilizzata di tale volume viene utilizzata per le considerazioni relative alle licenze. In questo
caso, lo spazio del volume consumato dalle VM protette e non protette verrebbe incluso in questo
calcolo.

> Se & necessario eseguire il failover del gruppo di risorse e dei relativi datastore sul sito di disaster
recovery, tutte le VM non protette (VM che non fanno parte del gruppo di risorse, ma sono ospitate sul
volume ONTAP ) non saranno piu presenti sul sito di origine a seguito del processo di failover, con
conseguente errore delle VM non protette sul sito di origine. Inoltre, NetApp Disaster Recovery non
avviera le VM non protette nel sito vCenter di failover.

» Per proteggere una VM, questa deve essere inclusa in un gruppo di risorse.

Crea un set dedicato separato di mappature per i tuoi test di failover per impedire che VMS
venga connesso alle reti di produzione utilizzando gli stessi indirizzi IP.

Passi
1. Selezionare Macchine virtuali o Datastore.
2. Facoltativamente, € possibile cercare una VM o un datastore specifico per nome.

3. Sul lato sinistro della pagina Applicazioni, seleziona le VM o i datastore che desideri proteggere e
assegnali al gruppo selezionato.

Il vCenter di origine deve risiedere nel vCenter locale. Il vCenter di destinazione pud essere un secondo
vCenter on-premise nello stesso sito o in un sito remoto, oppure un data center software-defined (SDDC)
basato su cloud, come VMware Cloud su AWS. Entrambi i vCenter dovrebbero essere gia aggiunti
all’ambiente di lavoro di Disaster Recovery.

La risorsa selezionata viene automaticamente aggiunta al gruppo 1 e viene avviato un nuovo gruppo 2.
Ogni volta che si aggiunge una risorsa all’ultimo gruppo, viene aggiunto un altro gruppo.
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4. Facoltativamente, esegui una delle seguenti operazioni:

o

Per cambiare il nome del gruppo, clicca sul gruppo *Modifica* ’ icona.
o Per rimuovere una risorsa da un gruppo, seleziona X accanto alla risorsa.

o Per spostare una risorsa in un gruppo diverso, trascinala e rilasciala nel nuovo gruppo.

replicazione e seleziona nuovamente il dataastore.

5. Selezionare Avanti.

Per spostare un datastore in un gruppo di risorse diverso, deselezionare il datastore
indesiderato e inviare il piano di replica. Quindi, crea o modifica 'altro piano di
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Mappare le risorse di origine sulla destinazione

Nella fase di mappatura delle risorse, specificare in che modo le risorse dall’ambiente di origine devono essere
mappate alla destinazione. Quando si crea un piano di replica, & possibile impostare un ritardo e un ordine di
avvio per ogni macchina virtuale nel piano. Cid consente di impostare una sequenza per I'avvio delle VM.

Se si prevede di eseguire failover di prova come parte del piano di ripristino di emergenza, & necessario fornire
un set di mapping di failover di prova per garantire che le VM avviate durante il test di failover non
interferiscano con le VM di produzione. E possibile ottenere questo risultato fornendo alle VM di prova indirizzi
IP diversi oppure mappando le schede di rete virtuali delle VM di prova a una rete diversa, isolata dalla
produzione ma con la stessa configurazione IP (denominata bubble o rete di prova).

Prima di iniziare
Se si desidera creare una relazione SnapMirror in questo servizio, il cluster e il relativo peering SVM devono
essere gia stati configurati al di fuori di NetApp Disaster Recovery.

Passi

1. Nella pagina Mappatura risorse, seleziona la casella per utilizzare le stesse mappature sia per le
operazioni di failover che per quelle di test.

Add replication plan @ viCenter servers @ Applications o Resource mapping @ Review
Replication plan * Add plan

Resource mapping
Specify how resources map from the source to the target.

— ™ veent
(:@ I'(@ 5B-58

DemoOnPremSite_1 DemoCloudSite_ 1

7
ki

Use same mappings for failover and test mappings

Failover mappings Test mappings
Compute resources /1 Mapping required
Virtual networks /i Mapping required
Virtual machines @J Mapped
Datastores /& Mapping required

Previous

2. Nella scheda Mapping failover, seleziona la freccia rivolta verso il basso a destra di ogni risorsa e mappa le
risorse in ogni sezione:
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o Risorse di calcolo

o

Reti virtuali
o Macchine virtuali

o Datastore

Risorse della mappa > Sezione Risorse di calcolo

La sezione Risorse di calcolo definisce dove verranno ripristinate le VM dopo un failover. Mappare il data
center e il cluster vCenter di origine su un data center e un cluster di destinazione.

Facoltativamente, le VM possono essere riavviate su uno specifico host vCenter ESXi. Se VMWare DRS &
abilitato, & possibile spostare automaticamente la VM su un host alternativo, se necessario, per soddisfare i
criteri DR configurati.

Facoltativamente, & possibile posizionare tutte le VM in questo piano di replica in una cartella univoca con
vCenter. Cio fornisce un modo semplice per organizzare rapidamente le VM sottoposte a failover all'interno di
vCenter.

Selezionare la freccia rivolta verso il basso accanto a Risorse di calcolo.

+ Data center di origine e di destinazione
 Cluster di destinazione

* Host di destinazione (facoltativo): dopo aver selezionato il cluster, € possibile impostare queste
informazioni.

Se un vCenter dispone di un Distributed Resource Scheduler (DRS) configurato per gestire piu
host in un cluster, non & necessario selezionare un host. Se selezioni un host, NetApp Disaster
Recovery posizionera tutte le VM sull’host selezionato. * Cartella VM di destinazione

(facoltativa): crea una nuova cartella radice per archiviare le VM selezionate.

Risorse della mappa > Sezione Reti virtuali

Le VM utilizzano NIC virtuali connesse a reti virtuali. Nel processo di failover, il servizio connette queste NIC
virtuali alle reti virtuali definite nel’ambiente VMware di destinazione. Per ogni rete virtuale di origine utilizzata
dalle VM nel gruppo di risorse, il servizio richiede un’assegnazione di rete virtuale di destinazione.

E possibile assegnare piu reti virtuali di origine alla stessa rete virtuale di destinazione. Cid

@ potrebbe tuttavia creare conflitti nella configurazione della rete IP. E possibile mappare piu reti di
origine su una singola rete di destinazione per garantire che tutte le reti di origine abbiano la
stessa configurazione.

Nella scheda Mapping failover, seleziona la freccia rivolta verso il basso accanto a Reti virtuali. Selezionare la
LAN virtuale di origine e la LAN virtuale di destinazione.

Selezionare la mappatura di rete sulla LAN virtuale appropriata. Le LAN virtuali dovrebbero essere gia
predisposte, quindi selezionare la LAN virtuale appropriata per mappare la VM.

Risorse della mappa > sezione macchine virtuali

E possibile configurare ciascuna VM nel gruppo di risorse protetto dal piano di replica in modo che si adatti
al’ambiente virtuale vCenter di destinazione impostando una delle seguenti opzioni:
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* [l numero di CPU virtuali

* La quantita di DRAM virtuale

* La configurazione dell’indirizzo IP

» La possibilita di eseguire script shell del sistema operativo guest come parte del processo di failover

 La possibilita di modificare i nomi delle VM sottoposte a failover utilizzando un prefisso e un suffisso
univoci

 La possibilita di impostare I'ordine di riavvio durante il failover della VM
Nella scheda Mapping failover, seleziona la freccia rivolta verso il basso accanto a Macchine virtuali.

L'impostazione predefinita per le VM & mappata. La mappatura predefinita utilizza le stesse impostazioni
utilizzate dalle VM nell’ambiente di produzione (stesso indirizzo IP, subnet mask e gateway).

Se si apportano modifiche alle impostazioni predefinite, € necessario modificare il campo IP di destinazione in
"Diverso dall’origine".

@ Se modifichi le impostazioni in "Diverso dall’origine”, devi fornire le credenziali del sistema
operativo guest della VM.

Questa sezione potrebbe visualizzare campi diversi a seconda della selezione effettuata.

E possibile aumentare o diminuire il numero di CPU virtuali assegnate a ciascuna VM sottoposta a failover.
Tuttavia, ogni VM richiede almeno una CPU virtuale. E possibile modificare il numero di CPU virtuali e di
DRAM virtuale assegnate a ciascuna VM. |l motivo piu comune per cui potresti voler modificare le impostazioni
predefinite della CPU virtuale e della DRAM virtuale & se i nodi del cluster vCenter di destinazione non
dispongono di tante risorse disponibili quanto il cluster vCenter di origine.

Impostazioni di rete Disaster Recovery supporta un ampio set di opzioni di configurazione per le reti VM.
Potrebbe essere necessario modificarli se il sito di destinazione dispone di reti virtuali che utilizzano
impostazioni TCP/IP diverse rispetto alle reti virtuali di produzione sul sito di origine.

Al livello piu basilare (e predefinito), le impostazioni utilizzano semplicemente le stesse impostazioni di rete
TCP/IP per ogni VM sul sito di destinazione utilizzate sul sito di origine. Cio richiede la configurazione delle
stesse impostazioni TCP/IP sulle reti virtuali di origine e di destinazione.

Il servizio supporta le impostazioni di rete della configurazione IP statica o Dynamic Host Configuration
Protocol (DHCP) per le VM. DHCP fornisce un metodo basato su standard per configurare dinamicamente le
impostazioni TCP/IP di una porta di rete host. DHCP deve fornire, come minimo, un indirizzo TCP/IP e puo
anche fornire un indirizzo gateway predefinito (per il routing verso una connessione Internet esterna), una
subnet mask e un indirizzo del server DNS. DHCP & comunemente utilizzato per i dispositivi informatici degli
utenti finali, come i computer desktop, i laptop e le connessioni dei telefoni cellulari dei dipendenti, ma puo
essere utilizzato anche per qualsiasi dispositivo informatico di rete, come i server.

* Opzione Utilizza le stesse impostazioni di subnet mask, DNS e gateway: poiché queste impostazioni
sono in genere le stesse per tutte le VM connesse alle stesse reti virtuali, potrebbe essere piu semplice
configurarle una volta e lasciare che Disaster Recovery utilizzi le impostazioni per tutte le VM nel gruppo di
risorse protetto dal piano di replica. Se alcune VM utilizzano impostazioni diverse, € necessario
deselezionare questa casella e specificare tali impostazioni per ciascuna VM.

« Tipo di indirizzo IP: riconfigurare la configurazione delle VM in modo che corrisponda ai requisiti della rete
virtuale di destinazione. NetApp Disaster Recovery offre due opzioni: DHCP o IP statico. Per gli IP statici,
configurare la subnet mask, il gateway e i server DNS. Inoltre, immettere le credenziali per le VM.
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o DHCP: selezionare questa impostazione se si desidera che le VM ottengano le informazioni sulla
configurazione di rete da un server DHCP. Se si sceglie questa opzione, si forniscono solo le
credenziali per la VM.

IP statico: selezionare questa impostazione se si desidera specificare manualmente le informazioni di
configurazione IP. E possibile selezionare una delle seguenti opzioni: uguale all’'origine, diverso
dall’origine o mappatura della subnet. Se si sceglie lo stesso della fonte, non & necessario immettere le
credenziali. D’altro canto, se si sceglie di utilizzare informazioni diverse dalla fonte, & possibile fornire
le credenziali, I'indirizzo IP della VM, la subnet mask, il DNS e le informazioni sul gateway. Le
credenziali del sistema operativo guest della VM devono essere fornite a livello globale o a livello di

ciascuna VM.

Cio puo essere molto utile quando si ripristinano ambienti di grandi dimensioni in cluster di
destinazione piu piccoli o per eseguire test di disaster recovery senza dover predisporre
un’infrastruttura VMware fisica uno a uno.

Virtual machines

IP address type Target IP

Static v Same as source

D Use the same credentials for all VMs
D Use the same script for all VMs
D Downgrade VM hardware version and register @

Retain original folder hierarchy @

Target VM prefix Optional  Target VM suffix Optional

Preview: Sample VM name

« Script: & possibile includere script personalizzati ospitati dal sistema operativo guest in formato .sh, .bat o

.ps1 come processi post. Grazie agli script personalizzati, Disaster Recovery pud eseguire lo script dopo

un failover, un failback e processi di migrazione. Ad esempio, € possibile utilizzare uno script

personalizzato per riprendere tutte le transazioni del database una volta completato il failover. Il servizio

pud eseguire script all'interno di VM che eseguono Microsoft Windows o qualsiasi variante Linux

supportata con parametri della riga di comando supportati. E possibile assegnare uno script a singole VM

0 a tutte le VM nel piano di replica.

Per abilitare I'esecuzione degli script con il sistema operativo guest della VM, devono essere soddisfatte le

seguenti condizioni:

o VMware Tools deve essere installato sulla VM.

> Per eseguire lo script € necessario fornire credenziali utente appropriate con privilegi adeguati sul
sistema operativo guest.

o Facoltativamente, includi un valore di timeout in secondi per lo script.
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VM che eseguono Microsoft Windows: possono eseguire script batch di Windows (.bat) o
PowerShell (ps1). Gli script di Windows possono utilizzare argomenti della riga di comando. Formatta
ogni argomento nel arg name$value formato, dove arg name € il nome dell'argomento e $value &
il valore dell’argomento e un punto e virgola separa ciascuno argument$value paio.

VM che eseguono Linux: possono eseguire qualsiasi script shell (.sh) supportato dalla versione di Linux
utilizzata dalla VM. Gli script Linux possono utilizzare argomenti della riga di comando. Fornire gli
argomenti in un elenco di valori separati da punto e virgola. Gli argomenti denominati non sono supportati.
Aggiungi ogni argomento al Arg[x] elenco degli argomenti e fare riferimento a ciascun valore utilizzando
un puntatore in Arg [x] matrice, ad esempio, valuel;value2;value3.

Esegui il downgrade della versione hardware della VM e registra: seleziona questa opzione se la
versione dell’lhost ESX di destinazione € precedente a quella di origine, in modo che corrispondano
durante la registrazione.

Mantieni la gerarchia delle cartelle originale: per impostazione predefinita, Disaster Recovery conserva
la gerarchia dell’inventario delle VM (struttura delle cartelle) in caso di failover. Se la destinazione di
ripristino non ha la gerarchia di cartelle originale, Disaster Recovery la crea.

Deselezionare questa casella per ignorare la gerarchia delle cartelle originale.

Prefisso e suffisso della VM di destinazione: nei dettagli delle macchine virtuali, & possibile aggiungere
facoltativamente un prefisso e un suffisso a ciascun nome di VM sottoposto a failover. Cio puo essere utile
per differenziare le VM sottoposte a failover dalle VM di produzione in esecuzione sullo stesso cluster
vCenter. Ad esempio, € possibile aggiungere il prefisso "DR-" e il suffisso "-failover" al nome della VM. In
caso di emergenza, alcune persone aggiungono un secondo vCenter di produzione per ospitare
temporaneamente le VM in un sito diverso. L’aggiunta di un prefisso o di un suffisso puod aiutare a
identificare rapidamente le VM sottoposte a failover. E possibile utilizzare il prefisso o il suffisso anche negli
script personalizzati.

E possibile utilizzare il metodo alternativo di impostazione della cartella VM di destinazione nella sezione
Risorse di calcolo.

+ CPU e RAM della VM di origine: nei dettagli delle macchine virtuali, & possibile ridimensionare
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facoltativamente i parametri della CPU e della RAM della VM.

E possibile configurare la DRAM in gigabyte (GiB) o megabyte (MiB). Sebbene ogni VM
@ richieda almeno un MiB di RAM, la quantita effettiva deve garantire che il sistema operativo
guest della VM e tutte le applicazioni in esecuzione possano funzionare in modo efficiente.



Disaster recovery

@ Add replication plan () vCenter servers (+) Applications @ Resource mapoing (4} Recurrence (8) Raview
DHCP
[[] Use the same credentials for all Vs
[0 Use the same seripts for all Vs
Q
Source W Qperating system  CPUs RAM (GB) Bootorder @ Boot delay Create application-  Scripts Credentials
{mins) consistent replicas €
Resource group 1
SOL_PRO_T ﬁ Linux 4 18 1 o None &7 & Required &7
Resource group 2
SQL_PRD_Z ﬂ Linux 4 3z 2 0 file.py, +2 & 4, Required &7
SOL_PRD.3 ﬁ Linux ] o4 3 ] sal_dr_prod.py & (2 Provided &
SOQL_PRO_4 O vnux 8 64 4 0 sal_dr_prod.py & () Provided o
SQL_PRO_S A Lintx B B4 5 a sal_dr_prod.py & (&) Provided &
SQL_PRD_6 ﬁ Linux 8 64 (] ] sql_dr_prod.py & (=) Provided &
Datastares () Mapped
| Previous Next

» Ordine di avvio: & possibile modificare I'ordine di avvio dopo un failover per tutte le macchine virtuali
selezionate nei gruppi di risorse. Per impostazione predefinita, tutte le VM vengono avviate insieme in
parallelo; tuttavia, & possibile apportare modifiche in questa fase. Cid € utile per garantire che tutte le VM
con priorita uno siano in esecuzione prima che vengano avviate le VM con priorita successiva.

Disaster Recovery avvia in parallelo tutte le VM con lo stesso numero di ordine di avvio.

> Avvio sequenziale: assegna a ciascuna VM un numero univoco per avviarla nell’ordine assegnato, ad
esempio 1, 2, 3, 4, 5.

> Avvio simultaneo: assegna lo stesso numero a tutte le VM per avviarle contemporaneamente, ad
esempio 1,1,1,1,2,2,3,4,4.

Ritardo di avvio: regola il ritardo in minuti dell’azione di avvio, indicando la quantita di tempo che la VM
attendera prima di avviare il processo di accensione. Inserisci un valore compreso tra 0 e 10 minuti.

Per ripristinare I'ordine di avvio predefinito, seleziona Ripristina impostazioni VM
predefinite e poi scegli le impostazioni che desideri ripristinare ai valori predefiniti.

Crea repliche coerenti con I’applicazione: indica se creare copie snapshot coerenti con I'applicazione. I
servizio mettera in pausa I'applicazione e poi eseguira uno snapshot per ottenere uno stato coerente
dell’'applicazione. Questa funzionalita & supportata da Oracle in esecuzione su Windows e Linux e da SQL
Server in esecuzione su Windows. Per maggiori dettagli vedi piu avanti.

Usa Windows LAPS: se utilizzi Windows Local Administrator Password Solution (Windows LAPS),
seleziona questa casella. Questa opzione & disponibile solo se & stata selezionata 'opzione IP statico.
Selezionando questa casella, non sara necessario fornire una password per ciascuna delle macchine
virtuali. In alternativa, &€ necessario fornire i dettagli del controller di dominio.

Se non si utilizza Windows LAPS, la VM € una VM Windows e I'opzione delle credenziali nella riga della
VM é abilitata. E possibile fornire le credenziali per la VM.
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Disaster recovery - ~ ] et
o : i ) v () Applications SOUMC Dl (4) Rec! .5) Review
@ Add replication plan () vCenter servers (=) Applicaticn e Resource mapping .4 Recurrence 5) Reviev
DHCP
[[] Use the same credentials for all Vs
[0 Use the same seripts for all Vs
Q
Source VM Operating system CPUs RAM (GB} Bootorder @) Boot delay Create application-  Scripts Credentials
{mins) consistent replicas £
Resource group 1
SOL_PRO_1 O vnux 4 16 1 o None & Ay Required &
Resource group 2
SOL_PRD.2 0 v 4 2 z 0 file.oy, +2 2 2, Required &
SOL_PRD_3 ﬁ Linux 8 4 3 ] sal_dr_prod.py & (2 Provided &
SQL_PRO_4 Q Linux 8 =] 4 (1] sql_dr_prod.py & () Provided o
SQL_PRO_S A Lintx B B4 5 a sal_dr_prod.py & (&) Provided &
SQL_PRD_6 ﬁ Linux 8 64 (] ] sql_dr_prod.py & (=) Provided &
Datastares () Mapped
Previous Next

Creare repliche coerenti con I'applicazione

Molte VM ospitano server di database come Oracle o Microsoft SQL Server. Questi server di database
richiedono snapshot coerenti con I'applicazione per garantire che il database sia in uno stato coerente quando
viene eseguito lo snapshot.

Gli snapshot coerenti con I'applicazione garantiscono che il database si trovi in uno stato coerente quando
viene eseguito lo snapshot. Questo & importante perché garantisce che il database possa essere ripristinato a
uno stato coerente dopo un’operazione di failover o failback.

| dati gestiti dal server del database potrebbero essere ospitati sullo stesso datastore della macchina virtuale
che ospita il server del database oppure su un datastore diverso. Nella tabella seguente sono illustrate le
configurazioni supportate per gli snapshot coerenti con I'applicazione in Disaster Recovery:

Posizione dei dati Supportato Note

All'interno dello stesso Si Poiché il server del database e il database risiedono
datastore vCenter della entrambi nello stesso datastore, sia il server che i dati
VM saranno sincronizzati in caso di failover.
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Posizione dei dati Supportato Note

All'interno di un datastore NO Disaster Recovery non & in grado di identificare

vCenter diverso dalla VM quando i dati di un server di database si trovano su
un diverso datastore vCenter. Il servizio non pud
replicare i dati, ma puo replicare la VM del server del
database.

Sebbene i dati del database non possano essere
replicati, il servizio garantisce che il server del
database esegua tutti i passaggi necessari per
garantire che il database sia inattivo al momento del
backup della VM.

All'interno di una fonte dati NO Se i dati risiedono su una LUN montata su guest o su

esterna una condivisione NFS, Disaster Recovery non puo
replicare i dati, ma puo replicare la VM del server del
database.

Sebbene i dati del database non possano essere
replicati, il servizio garantisce che il server del
database esegua tutti i passaggi necessari per
garantire che il database sia inattivo al momento del
backup della VM.

Durante un backup pianificato, Disaster Recovery mette in pausa il server del database e quindi esegue uno
snapshot della macchina virtuale che ospita il server del database. Cid garantisce che il database sia in uno
stato coerente quando viene eseguito lo snapshot.

* Per le VM Windows, il servizio utilizza il servizio Microsoft Volume Shadow Copy (VSS) per coordinarsi con
uno dei due server di database.

* Per le VM Linux, il servizio utilizza un set di script per impostare il server Oracle in modalita di backup.

Per abilitare repliche coerenti con 'applicazione delle VM e dei relativi datastore di hosting, selezionare la
casella accanto a Crea repliche coerenti con I’applicazione per ogni VM e fornire le credenziali di accesso
guest con i privilegi appropriati.

Risorse della mappa > Sezione Datastore

Gli archivi dati VMware sono ospitati su volumi ONTAP FlexVol o su LUN iSCSI o FC ONTAP tramite VMware
VMEFS. Utilizzare |la sezione Datastore per definire il cluster ONTAP di destinazione, la macchina virtuale di
archiviazione (SVM) e il volume o LUN per replicare i dati su disco nella destinazione.

Selezionare la freccia rivolta verso il basso accanto a Datastore. In base alla selezione delle VM, vengono
selezionate automaticamente le mappature dei datastore.

Questa sezione potrebbe essere abilitata o disabilitata a seconda della selezione effettuata.
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Datastores T

Use platform managed backups and retention schedules 0
Start running retention from | 2025-05-13 | = 12 + |1 00 = AM = [i]
Run retention once every 03 = | Hour(s) 00 ~ | Minute(s)

Retention count for all datastores )

30

Source datastore Target datastore
DS_Testing_Staging (Temp_3510_N1:DR_Vol_Staging) DS_Testing_Staging (test:DR_Vol_Staging_dest)
Preferred NFS LIF Export policy
Select preferred NFS LIF o Select export policy
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Utilizza backup gestiti dalla piattaforma e pianificazioni di conservazione: se utilizzi una soluzione di
gestione degli snapshot esterna, seleziona questa casella. NetApp Disaster Recovery supporta I'uso di
soluzioni di gestione degli snapshot esterni, come lo scheduler di policy nativo ONTAP SnapMirror o
integrazioni di terze parti. Se ogni datastore (volume) nel piano di replicazione ha gia una relazione
SnapMirror gestita altrove, € possibile utilizzare tali snapshot come punti di ripristino in NetApp Disaster
Recovery.

Se si seleziona questa opzione, NetApp Disaster Recovery non configura una pianificazione di backup.
Tuttavia, € comunque necessario configurare una pianificazione di conservazione perché potrebbero
essere comunque acquisiti snapshot per operazioni di test, failover e failback.

Dopo aver configurato questa funzionalita, il servizio non esegue snapshot programmati regolarmente, ma
si affida all’entita esterna per I'esecuzione e I'aggiornamento di tali snapshot.

Ora di inizio: immettere la data e I'ora in cui si desidera che i backup e la conservazione abbiano inizio.

Intervallo di esecuzione: immettere l'intervallo di tempo in ore e minuti. Ad esempio, se si immette 1 ora,
il servizio scattera un’istantanea ogni ora.

Numero di conservazione: inserisci il numero di snapshot che desideri conservare.

Il numero di snapshot conservati, insieme alla frequenza di modifica dei dati tra ogni

snapshot, determina la quantita di spazio di archiviazione consumato sia sull’origine che
sulla destinazione. Piu snapshot si conservano, piu spazio di archiviazione viene
consumato.

Datastore di origine e di destinazione: se esistono piu relazioni SnapMirror (fan-out), & possibile
selezionare la destinazione da utilizzare. Se per un volume ¢ gia stata stabilita una relazione SnapMirror ,
vengono visualizzati i datastore di origine e di destinazione corrispondenti. Se si tratta di un volume che
non ha una relazione SnapMirror , € possibile crearne una ora selezionando un cluster di destinazione,
selezionando una SVM di destinazione e specificando un nome per il volume. |l servizio creera il volume e
la relazione SnapMirror .

@ Se si desidera creare una relazione SnapMirror in questo servizio, il cluster e il relativo
peering SVM devono essere gia stati configurati al di fuori di NetApp Disaster Recovery.

> Se le VM provengono dallo stesso volume e dallo stesso SVM, il servizio esegue uno snapshot ONTAP




standard e aggiorna le destinazioni secondarie.

> Se le VM provengono da volumi diversi e dallo stesso SVM, il servizio crea uno snapshot del gruppo di
coerenza includendo tutti i volumi e aggiorna le destinazioni secondarie.

> Se le VM provengono da volumi diversi e da SVM diversi, il servizio esegue una fase di avvio del
gruppo di coerenza e uno snapshot della fase di commit includendo tutti i volumi nello stesso cluster o
in cluster diversi e aggiorna le destinazioni secondarie.

o Durante il failover, & possibile selezionare qualsiasi snapshot. Se si seleziona lo snapshot piu recente,
il servizio crea un backup su richiesta, aggiorna la destinazione e utilizza tale snapshot per il failover.

* NFS LIF preferito e Criterio di esportazione: in genere, lasciare che sia il servizio a selezionare il LIF
NFS preferito e il criterio di esportazione. Se si desidera utilizzare un NFS LIF o un criterio di esportazione
specifico, selezionare la freccia rivolta verso il basso accanto a ciascun campo e selezionare I'opzione
appropriata.

Facoltativamente, & possibile utilizzare interfacce dati specifiche (LIF) per un volume dopo un evento di
failover. Cio ¢ utile per il bilanciamento del traffico dati se I'SVM di destinazione ha piu LIF.

Per un controllo aggiuntivo sulla sicurezza dell’accesso ai dati NAS, il servizio pud assegnare a diversi
volumi di datastore criteri di esportazione NAS specifici. | criteri di esportazione definiscono le regole di
controllo degli accessi per i client NFS che accedono ai volumi del datastore. Se non si specifica una policy
di esportazione, il servizio utilizza la policy di esportazione predefinita per 'SVM.

Si consiglia di creare una policy di esportazione dedicata che limiti 'accesso al volume solo agli
host vCenter ESXi di origine e di destinazione che ospiteranno le VM protette. Cio garantisce
che entita esterne non possano accedere all’esportazione NFS.

Aggiungere mapping di failover di test

Passi

1. Per impostare mapping diversi per I'ambiente di test, deselezionare la casella e selezionare la scheda
Mapping test.

2. Procedere come in precedenza per ogni scheda, ma questa volta per I'ambiente di test.

Nella scheda Test mapping, i mapping Macchine virtuali e Datastore sono disabilitati.

Successivamente potrai testare I'intero piano. In questo momento stai configurando le
mappature per I'ambiente di test.

Rivedere il piano di replicazione

Infine, prenditi qualche minuto per rivedere il piano di replicazione.
Successivamente & possibile disattivare o eliminare il piano di replica.

Passi
1. Esaminare le informazioni in ogni scheda: Dettagli del piano, Mapping del failover e VM.

2. Seleziona Aggiungi piano.

Il piano viene aggiunto all’elenco dei piani.
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Modificare le pianificazioni per testare la conformita e garantire il funzionamento
dei test di failover

Potrebbe essere opportuno impostare delle pianificazioni per testare la conformita e i test di failover, in modo
da garantire che funzionino correttamente quando necessario.

* Impatto sui tempi di conformita: quando viene creato un piano di replica, il servizio crea per
impostazione predefinita una pianificazione di conformita. Il tempo di conformita predefinito & di 30 minuti.
Per modificare questo orario, & possibile modificare la pianificazione nel piano di replica.

» Impatto del failover di prova: & possibile testare un processo di failover su richiesta o in base a una
pianificazione. Cio consente di testare il failover delle macchine virtuali su una destinazione specificata in
un piano di replica.

Un failover di test crea un volume FlexClone , monta il datastore e sposta il carico di lavoro su tale
datastore. Un’operazione di failover di prova non ha alcun impatto sui carichi di lavoro di produzione, sulla
relazione SnapMirror utilizzata sul sito di prova e sui carichi di lavoro protetti che devono continuare a
funzionare normalmente.

In base alla pianificazione, viene eseguito il test di failover, che garantisce che i carichi di lavoro vengano
spostati verso la destinazione specificata dal piano di replica.

Passi
1. Dal menu NetApp Disaster Recovery , selezionare Piani di replica.

Replication plans (3) Q “
Name ~ | compliancestatus % | Plan status % | Pprotectedsite | Resource groups % | Failover site |
RP_DRAAS () Healthy @j Ready DemoOnPremSite_1 RGZ, RG1, Riz4 DemoCloudsSite_1
RPgri (%) Healthy @J Ready DemoOnPremSite_1 rggril DemoCloudSite_1
rpar3d if_',: Healthy @J Ready site-onprem-gri2 rpgr3_ResourceGroupl DemoCnPremSite_1

2. Seleziona Azioni* === icona e seleziona *Modifica pianificazioni.

3. Inserisci la frequenza in minuti con cui desideri che NetApp Disaster Recovery verifichi la conformita dei
test.

4. Per verificare che i test di failover siano integri, seleziona Esegui failover con una pianificazione
mensile.

a. Seleziona il giorno del mese e I'ora in cui desideri che vengano eseguiti i test.

b. Inserisci la data in formato aaaa-mm-gg in cui desideri che inizi il test.
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5. Utilizza snapshot su richiesta per il failover di test pianificato: per acquisire un nuovo snapshot prima
di avviare il failover di test automatico, selezionare questa casella.

6. Per ripulire 'ambiente di test al termine del test di failover, selezionare Pulizia automatica dopo il failover
del test e immettere il numero di minuti che si desidera attendere prima che venga avviata la pulizia.

@ Questo processo annulla la registrazione delle VM temporanee dalla posizione di test,
elimina il volume FlexClone creato e smonta i datastore temporanei.

7. Seleziona Salva.

Replica le applicazioni su un altro sito con NetApp Disaster
Recovery

Utilizzando NetApp Disaster Recovery, puoi replicare le app VMware dal tuo sito di
origine a un sito remoto di disaster recovery nel cloud utilizzando la replica SnapMirror .
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Dopo aver creato il piano di disaster recovery, identificato la ricorrenza nella procedura guidata

e avviato una replica su un sito di disaster recovery, ogni 30 minuti NetApp Disaster Recovery
verifica che la replica stia effettivamente avvenendo secondo il piano. E possibile monitorare
'avanzamento nella pagina Job Monitor.

*Ruolo obbligatorio NetApp Console * Ruolo di amministratore dell’organizzazione, amministratore di cartelle o
progetti, amministratore del ripristino di emergenza o amministratore del failover del ripristino di emergenza.

"Scopri di piu sui ruoli utente e sulle autorizzazioni in NetApp Disaster Recovery". "Scopri di pit sui ruoli di
accesso NetApp Console per tutti i servizi".

Prima di iniziare
Prima di avviare la replica, € necessario creare un piano di replica e scegliere di replicare le app. Quindi, nel

menu Azioni viene visualizzata I'opzione Replica.

Passi

—_

. Accedi al "NetApp Console" .
. Dal menu di navigazione a sinistra NetApp Console , selezionare Protezione > Disaster recovery.
. Dal menu, seleziona Piani di replicazione.

. Selezionare il piano di replicazione.

a A W0 DN

. Sulla destra, seleziona I'opzione Azioni* s=s e seleziona *Replica.

Migra le applicazioni su un altro sito con NetApp Disaster
Recovery

Utilizzando NetApp Disaster Recovery, puoi migrare le app VMware dal tuo sito di origine
a un altro sito.

Dopo aver creato il piano di replica, identificato la ricorrenza nella procedura guidata e avviato la

migrazione, ogni 30 minuti NetApp Disaster Recovew verifica che la migrazione stia
effettivamente avvenendo secondo il piano. E possibile monitorare 'avanzamento nella pagina
Job Monitor.

Prima di iniziare
Prima di avviare la migrazione, € necessario creare un piano di replicazione e scegliere di migrare le app.
Quindi, nel menu Azioni viene visualizzata I'opzione Migra.

Passi

—_

. Accedi al "NetApp Console" .
. Dal menu di navigazione a sinistra NetApp Console , selezionare Protezione > Disaster recovery.
. Dal menu, seleziona Piani di replicazione.

. Selezionare il piano di replicazione.

a A W0 DN

. Sulla destra, seleziona I'opzione Azioni* =++ e seleziona *Migra.
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Esegui il failover delle applicazioni su un sito remoto con
NetApp Disaster Recovery

In caso di disastro, esegui il failover del tuo sito VMware locale principale su un altro sito
VMware locale o su VMware Cloud su AWS. E possibile testare il processo di failover per
garantirne il successo quando necessario.

*Ruolo obbligatorio NetApp Console * Ruolo di amministratore dell’organizzazione, amministratore di cartelle o
progetti, amministratore del ripristino di emergenza o amministratore del failover del ripristino di emergenza.

"Scopri di piu sui ruoli utente e sulle autorizzazioni in NetApp Disaster Recovery". "Scopri di piu sui ruoli di
accesso NetApp Console per tutti i servizi".

Informazioni su questo compito

Durante un failover, Disaster Recovery utilizza per impostazione predefinita la copia snapshot SnapMirror piu
recente, anche se & possibile selezionare uno snapshot specifico da uno snapshot point-in-time (in base ai
criteri di conservazione di SnapMirror). Utilizzare I'opzione point-in-time se le repliche piu recenti sono
compromesse, ad esempio durante un attacco ransomware.

Questo processo varia a seconda che il sito di produzione sia integro e che si stia eseguendo un failover sul
sito di disaster recovery per motivi diversi da un guasto critico dell'infrastruttura:

* Errore critico del sito di produzione in cui il cluster vCenter o ONTAP di origine non & accessibile: NetApp
Disaster Recovery consente di selezionare qualsiasi snapshot disponibile da cui effettuare il ripristino.

» L'ambiente di produzione € integro: puoi scegliere "Esegui uno snapshot ora" oppure selezionare uno
snapshot creato in precedenza.

Questa procedura interrompe la relazione di replica, mette offline le VM di origine vCenter, registra i volumi
come datastore nel vCenter di disaster recovery, riavvia le VM protette utilizzando le regole di failover nel piano
e abilita la lettura/scrittura sul sito di destinazione.

Testare il processo di failover

Prima di avviare il failover, € possibile testare il processo. Il test non mette offline le macchine virtuali.

Durante un test di failover, Disaster Recovery crea temporaneamente macchine virtuali. Risaster Recovery
mappa un datastore temporaneo che supporta il volume FlexClone sugli host ESXi.

Questo processo non consuma ulteriore capacita fisica sullo storage ONTAP locale o sullo storage ONTAP
FSx per NetApp in AWS. Il volume di origine originale non viene modificato e i processi di replica possono
continuare anche durante il ripristino di emergenza.

Una volta terminato il test, dovresti reimpostare le macchine virtuali con I'opzione Pulisci test. Sebbene
questa operazione sia consigliata, non & obbligatoria.

Un’operazione di failover di prova non ha alcun impatto sui carichi di lavoro di produzione, sulla relazione
SnapMirror utilizzata sul sito di prova e sui carichi di lavoro protetti che devono continuare a funzionare
normalmente.

Per un failover di prova, Disaster Recovery esegue le seguenti operazioni:

» Eseguire controlli preliminari sul cluster di destinazione e sulla relazione SnapMirror .
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* Crea un nuovo volume FlexClone dallo snapshot selezionato per ciascun volume ONTAP protetto sul
cluster ONTAP del sito di destinazione.

» Se alcuni datastore sono VMFS, creare e mappare un iGroup su ogni LUN.
» Registrare le macchine virtuali di destinazione in vCenter come nuovi datastore.

» Accendere le macchine virtuali di destinazione in base all’ordine di avvio acquisito nella pagina Gruppi di
risorse.

* Riattiva tutte le applicazioni di database supportate nelle VM indicate come "coerenti con I'applicazione".

» Se i cluster vCenter e ONTAP di origine sono ancora attivi, creare una relazione SnapMirror in direzione
inversa per replicare eventuali modifiche durante lo stato di failover sul sito di origine originale.

Passi
1. Accedi al "NetApp Console" .

Dal menu di navigazione a sinistra NetApp Console , selezionare Protezione > Disaster recovery.
Dal menu NetApp Disaster Recovery , selezionare Piani di replica.

Selezionare il piano di replicazione.

Sulla destra, seleziona 'opzione Azioni* =s# e seleziona *Test failover.

Nella pagina Test failover, immettere "Test failover" e selezionare Test failover.

N o o k&~ 0 DN

Una volta completato il test, pulire 'ambiente di prova.

Pulisci ’'ambiente di test dopo un test di failover

Una volta terminato il test di failover, € necessario ripulire I'ambiente di test. Questo processo rimuove le VM
temporanee dalla posizione di test, i FlexClone e i datastore temporanei.

Passi

1. Dal menu NetApp Disaster Recovery , selezionare Piani di replica.
2. Selezionare il piano di replicazione.
3. Sulla destra, seleziona 'opzione Azioni =« quindi pulisci il test di failover.

4. Nella pagina Test failover, immettere "Pulisci failover", quindi selezionare Pulisci test failover.

Esegquire il failover del sito di origine su un sito di ripristino di emergenza

In caso di disastro, esegui il failover del tuo sito VMware locale principale su richiesta su un altro sito VMware
locale o su VMware Cloud su AWS con FSx per NetApp ONTAP.

Il processo di failover prevede le seguenti operazioni:

 Disaster Recovery esegue controlli preliminari sul cluster di destinazione e sulla relazione SnapMirror .

» Se hai selezionato I'ultima istantanea, verra eseguito I'aggiornamento SnapMirror per replicare le
modifiche piu recenti.

* Le macchine virtuali di origine vengono spente.
* La relazione SnapMirror viene interrotta e il volume di destinazione viene impostato su lettura/scrittura.

* In base alla selezione dello snapshot, il file system attivo viene ripristinato allo snapshot specificato (piu
recente o selezionato).

Gli archivi dati vengono creati e montati sul cluster o sul’host VMware o VMC in base alle informazioni
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acquisite nel piano di replica. Se alcuni datastore sono VMFS, creare e mappare un iGroup su ogni LUN.
* Le macchine virtuali di destinazione vengono registrate in vCenter come nuovi datastore.

* Le macchine virtuali di destinazione vengono accese in base all’'ordine di avvio acquisito nella pagina
Gruppi di risorse.

» Se il vCenter di origine € ancora attivo, spegnere tutte le VM lato origine su cui € in corso il failover.
* Riattiva tutte le applicazioni di database supportate nelle VM indicate come "coerenti con I'applicazione".

» Se i cluster vCenter e ONTAP di origine sono ancora attivi, creare una relazione SnapMirror in direzione
inversa per replicare eventuali modifiche durante lo stato di failover sul sito di origine originale. La
relazione SnapMirror viene invertita dalla macchina virtuale di destinazione a quella di origine.

Per i piani di replica basati su datastore, se hai aggiunto e individuato delle VM ma non hai

@ fornito dettagli di mappatura, tali VM vengono incluse nel failover. |l failover fallira e verra
visualizzata una notifica nei processi. Per completare correttamente il failover, &€ necessario
fornire i dettagli di mappatura.

Dopo l'avvio del failover, & possibile visualizzare le VM ripristinate nel vCenter del sito di
disaster recovery (macchine virtuali, reti e datastore). Per impostazione predefinita, le macchine
virtuali vengono ripristinate nella cartella Workload.

Passi
1. Dal menu NetApp Disaster Recovery , selezionare Piani di replica.

2. Selezionare il piano di replicazione.

3. Sulla destra, seleziona I'opzione Azioni* ==+ e seleziona *Fail over.

Failover; RP_DRAAS

Warninge Fafing over will disrupt client access to the data in DemaOnPremSite_1 duwing the transition
to DemeClowdSite 1 OR Site

snapshat copy fof volurme recovery i Take snagshol mow Sedect

ol A nEw shapshol copy' of the cumment Lource will b created and rephosted 1o the cument destinatadn

bidone T e Ve,
Force fadover i
B Skap protection i)
Ender Failowver to confirm

Fasioy IZ-J, |

Fabonesr cancel |

4. Nella pagina Failover, crea subito un nuovo snapshot oppure scegli uno snapshot esistente che il datastore
utilizzera come base per il ripristino. L'impostazione predefinita & l'ultima.
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Verra eseguita un’istantanea della sorgente corrente e replicata sulla destinazione corrente prima che si
verifichi il failover.

5. Facoltativamente, selezionare Forza failover se si desidera che il failover si verifichi anche se viene
rilevato un errore che normalmente ne impedirebbe il verificarsi.

6. Facoltativamente, selezionare Ignora protezione se si desidera che il servizio non crei automaticamente
una relazione di protezione SnapMirror inversa dopo un failover del piano di replica. Questa opzione & utile
se si desidera eseguire operazioni aggiuntive sul sito ripristinato prima di riportarlo online in NetApp
Disaster Recovery.

E possibile impostare la protezione inversa selezionando Proteggi risorse dal menu Azioni
del piano di replica. In questo modo si tenta di creare una relazione di replicazione inversa

per ogni volume nel piano. E possibile eseguire questo processo pitl volte finché la
protezione non viene ripristinata. Una volta ripristinata la protezione, &€ possibile avviare un
failback nel modo consueto.

7. Digitare "failover" nella casella.
8. Selezionare Fail over.

9. Per controllare 'avanzamento, nel menu selezionare Monitoraggio lavori.

Ripristina le applicazioni alla fonte originale con NetApp
Disaster Recovery

Dopo aver risolto un disastro, eseguire il failback dal sito di disaster recovery al sito di
origine per ripristinare le normali operazioni. E possibile selezionare lo snapshot da cui
effettuare il ripristino.

*Ruolo obbligatorio NetApp Console * Ruolo di amministratore dell’organizzazione, amministratore di cartelle o
progetti, amministratore del ripristino di emergenza o amministratore del failover del ripristino di emergenza.

"Scopri di piu sui ruoli utente e sulle autorizzazioni in NetApp Disaster Recovery". "Scopri di pit sui ruoli di
accesso NetApp Console per tutti i servizi".

Informazioni sul failback

In caso di failback, NetApp Disaster Recovery replica (risincronizza) tutte le modifiche sulla macchina virtuale
di origine prima di invertire la direzione della replica. Questo processo inizia da una relazione che ha
completato il failover verso una destinazione e prevede i seguenti passaggi:

« Eseguire un controllo di conformita sul sito recuperato.

 Aggiornare le informazioni vCenter per ogni cluster vCenter identificato come situato nel sito ripristinato.

* Nel sito di destinazione, spegnere e annullare la registrazione delle macchine virtuali e smontare i volumi.

* Interrompere la relazione SnapMirror sulla sorgente originale per renderla di lettura/scrittura.

¢ Risincronizzare la relazione SnapMirror per invertire la replica.

* Accendere e registrare le macchine virtuali di origine, quindi montare i volumi sull’origine.
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Prima di iniziare

Se si utilizza la protezione basata su datastore, le VM aggiunte al datastore potrebbero essere aggiunte al
datastore durante il processo di failover. In tal caso, assicurarsi di fornire informazioni di mappatura aggiuntive
per queste VM prima di avviare il failback. Per modificare la mappatura delle risorse, vedere "Gestire i piani di
replicazione".

Passi

1. Dal menu di navigazione a sinistra NetApp Console , selezionare Protezione > Disaster recovery.
Dal menu NetApp Disaster Recovery , selezionare Piani di replica.

Selezionare il piano di replicazione.

Sulla destra, seleziona 'opzione Azioni* ss# e seleziona *Fail back.

Immettere il nome del piano di replica per avviare il failback.

Selezionare lo snapshot per il datastore da cui effettuare il ripristino. L'impostazione predefinita & I'ultima.

N o g k&~ 0 DN

Per monitorare I'avanzamento del processo, selezionare Monitoraggio processo nel menu Disaster
Recovery.

Gestisci siti, gruppi di risorse, piani di replica, datastore e
informazioni sulle macchine virtuali con NetApp Disaster
Recovery

NetApp Disaster Recovery fornisce panoramiche e prospettive piu dettagliate su tutte le
tue risorse:

* Siti

* Gruppi di risorse

* Piani di replicazione
» Datastore

¢ Macchine virtuali

Le attivita richiedono ruoli diversi NetApp Console . Per maggiori dettagli, consultare la sezione *Ruolo
richiesto NetApp Console * in ogni attivita.

"Scopri di piu sui ruoli utente e sulle autorizzazioni in NetApp Disaster Recovery". "Scopri di pit sui ruoli di
accesso NetApp Console per tutti i servizi".

Gestisci i siti vCenter
E possibile modificare il nome del sito vCenter e il tipo di sito (in locale o AWS).

*Ruolo obbligatorio NetApp Console * Ruolo di amministratore dell’organizzazione, amministratore di cartelle o
progetti o amministratore del ripristino di emergenza.

Passi
1. Dal menu, seleziona Siti.

2.
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Seleziona I'opzione Azioni* @ a destra del nome vCenter e seleziona *Modifica.

3. Modificare il nome e la posizione del sito vCenter.

Gestire gruppi di risorse

E possibile creare gruppi di risorse tramite VM o datastore. Possono essere aggiunti quando si crea il piano di
replicazione o in seguito.

*Ruolo obbligatorio NetApp Console * Ruolo di amministratore dell’organizzazione, amministratore di cartelle o
progetti, amministratore del ripristino di emergenza o amministratore dell’applicazione di ripristino di
emergenza.

E possibile creare un gruppo di risorse tramite datastore nei seguenti modi:
» Quando si aggiunge un gruppo di risorse tramite datastore, & possibile visualizzare un elenco di datastore.
E possibile selezionare uno o piu datastore per creare un gruppo di risorse.
* Quando si crea un piano di replicazione e si crea un gruppo di risorse all’interno del piano, € possibile
visualizzare le VM nei datastore.

Con i gruppi di risorse € possibile eseguire le seguenti attivita:

« Cambia il nome del gruppo di risorse.

» Aggiungere VM al gruppo di risorse.

* Rimuovere le VM dal gruppo di risorse.
* Elimina gruppi di risorse.

Per i dettagli sulla creazione di un gruppo di risorse, fare riferimento a"Crea un gruppo di risorse per
organizzare insieme le VM" .

Passi
1. Dal menu, seleziona Gruppi di risorse.

2. Per aggiungere un gruppo di risorse, seleziona Aggiungi gruppo.

3. E possibile modificare o eliminare il gruppo di risorse selezionando I'opzione *Azioni* ses .
Gestire i piani di replicazione
E possibile disattivare, attivare ed eliminare i piani di replica. E possibile modificare gli orari.
*Ruolo obbligatorio NetApp Console * Ruolo di amministratore dell’organizzazione, amministratore di cartelle o
progetti, amministratore del ripristino di emergenza, amministratore del failover del ripristino di emergenza o

amministratore dell’applicazione di ripristino di emergenza.

» Se si desidera sospendere temporaneamente un piano di replica, & possibile disattivarlo e riattivarlo in
seguito.

» Se non hai piu bisogno del piano, puoi eliminarlo.

Passi

1. Dal menu, seleziona Piani di replicazione.
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Replication plans (3) Q, “

Name ~ | Compliancestatus 2 | Planstatus 2 | Pprotectedsite | Resource groups 2 | Failoversite |

RP_DRAAS if_',: Healthy @J Ready DemoOnPremSite_1 RG2, RGT, RG4 Demodloudsite_1
RPgri (%) Healthy @J Ready DemoOnPremsSite_1 rggril DemoCloudSite_1
rpar3 if_',: Healthy @J Ready site-onprem-gri2 rpgr3_RescurceGroupl DemoOnPrem5ite_1

2. Per visualizzare i dettagli del piano, seleziona I'opzione Azioni* ss» e seleziona *Visualizza dettagli
piano.

3. Esegui una delle seguenti operazioni:

o Per modificare i dettagli del piano (cambiare la ricorrenza), seleziona la scheda Dettagli del piano e
seleziona I'icona Modifica a destra.

o Per modificare i mapping delle risorse, selezionare la scheda Mapping failover e selezionare l'icona
Modifica.

o Per aggiungere o modificare le macchine virtuali, selezionare la scheda Macchine virtuali e
selezionare I'opzione Aggiungi VM o I'icona Modifica.

4. Per tornare all’elenco dei piani, seleziona "Piani di replica" nel percorso di navigazione a sinistra.

5. Per eseguire azioni con il piano, dall’elenco dei piani di replica, selezionare 'opzione Azioni* »ss a destra
del piano e seleziona una delle opzioni, ad esempio *Modifica pianificazioni, Failover di prova, Fail
over, Fail back, Migra, Acquisisci snapshot ora, Pulisci vecchi snapshot, Disabilita, Abilita o
Elimina.

6. Per impostare o modificare una pianificazione del failover di prova o impostare la frequenza di controllo
della conformita, selezionare I'opzione Azioni* sss a destra del piano e seleziona *Modifica
pianificazioni.

a. Nella pagina Modifica pianificazioni, inserisci la frequenza in minuti con cui desideri che venga eseguito
il controllo di conformita del failover.

b. Selezionare Esegui failover di test in base a una pianificazione.

c. Nell’'opzione Ripeti, seleziona la pianificazione giornaliera, settimanale o mensile.

d. Seleziona Salva.

Riconcilia gli snapshot su richiesta

Disaster Recovery elimina automaticamente gli snapshot sulla sorgente ogni 24 ore. Se si scopre che gli
snapshot non sono sincronizzati tra I'origine e la destinazione, & necessario risolvere la discrepanza tra gli
snapshot per garantire la coerenza tra i siti.

*Ruolo obbligatorio NetApp Console * Ruolo di amministratore dell’organizzazione, amministratore di cartelle o
progetti, amministratore del ripristino di emergenza, amministratore del failover del ripristino di emergenza o
amministratore dell’applicazione di ripristino di emergenza.

Passi
1. Dal menu, seleziona Piani di replicazione.
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Name ~ | Compliancestatus 2 | Planstatus 2 | Pprotectedsite | Resource groups 2 | Failoversite |

RP_DRAAS if_',: Healthy @J Ready DemoOnPremSite_1 RG2, RGT, RG4 Demodloudsite_1
RPgri (%) Healthy @J Ready DemoOnPremsSite_1 rggril DemoCloudSite_1
rpar3 if_',: Healthy @J Ready site-onprem-gri2 rpgr3_RescurceGroupl DemoOnPrem5ite_1

2. Dall’elenco dei piani di replica, seleziona I'opzione Azioni* sss quindi *Riconcilia gli snapshot.
3. Esaminare le informazioni sulla riconciliazione.

4. Selezionare Riconcilia.

Elimina un piano di replicazione

Se si elimina un piano di replica, & possibile eliminare anche gli snapshot primari e secondari creati dal piano.

*Ruolo obbligatorio NetApp Console * Ruolo di amministratore dell’organizzazione, amministratore di cartelle o
progetti, amministratore del ripristino di emergenza, amministratore del failover del ripristino di emergenza o
amministratore dell’applicazione di ripristino di emergenza.

Passi
1. Dal menu, seleziona Piani di replicazione.

2. Seleziona I'opzione Azioni* sss a destra del piano e seleziona *Elimina.

3. Selezionare se si desidera eliminare gli snapshot primari, quelli secondari o solo i metadati creati dal
piano.

4. Digitare "elimina" per confermare I'eliminazione.

5. Seleziona Elimina.

Modifica il conteggio di conservazione per le pianificazioni di failover

La modifica del conteggio di conservazione consente di aumentare o diminuire il numero di datastore salvati.

*Ruolo obbligatorio NetApp Console * Ruolo di amministratore dell’organizzazione, amministratore di cartelle o
progetti, amministratore del ripristino di emergenza, amministratore del failover del ripristino di emergenza o
amministratore dell’applicazione di ripristino di emergenza.

Passi
1. Dal menu, seleziona Piani di replicazione.

2. Selezionare il piano di replicazione, quindi la scheda Failover mapping. Selezionare 'icona a forma di
matita Modifica.

3. Selezionare la freccia rivolta verso il basso nella riga Datastore per espanderla.
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Retention count for ail datastores
30

Source datastore Target datastore

BizAppDatastore (Temp 3510 N1.DR Prod Source) PR

Prefemed NFS LIF Export policy

Select p

DS_SFO (Temp_3510_N1:DR_SFO} /0, System VM Destination volume name

Salact a 5jssem v || seectansvm v | | DRSFO_dest

Prefemed NFS LIF Export policy

Select preferred NFS LIF Select export poficy.

DS Testing_Staging {Temp_3510_NT:DR_Vol_Staging) DS _Testing_Staging (test:DR_\Voi_Stging_dest) Transfer schedule(RPO)} : hourly, asyn
<

Prefemed NFS LIF Export policy

Select preferred NFS LIF

BizAppDetasiore (femp_3510_N1.DR_Prod Source) testDR_Prod_dest

Prefemed NFS LIF Export policy

Select preferred NFS LIF v Sevect export pelicy

Cancel

4. Modificare il valore del Conteggio di conservazione per tutti gli archivi dati.

5. Dopo aver selezionato il piano di replica, seleziona il menu Azioni, quindi seleziona Pulisci vecchi
shapshot per rimuovere i vecchi snapshot sulla destinazione in modo che corrispondano al nuovo
conteggio di conservazione.

Visualizza le informazioni sui datastore
E possibile visualizzare informazioni sul numero di datastore presenti nell'origine e nella destinazione.

Ruolo di NetApp Console obbligatorio Ruolo di amministratore dell’organizzazione, amministratore di
cartelle o progetti, amministratore del ripristino di emergenza, amministratore del failover del ripristino di
emergenza, amministratore dell’applicazione di ripristino di emergenza o visualizzatore del ripristino di
emergenza.

Passi
1. Dal menu, seleziona Dashboard.

2. Selezionare vCenter nella riga del sito.
3. Selezionare Datastore.

4. Visualizza le informazioni sui datastore.

Visualizza le informazioni sulle macchine virtuali

E possibile visualizzare informazioni sul numero di macchine virtuali presenti sull’origine e sulla destinazione,
nonché sulla CPU, sulla memoria e sulla capacita disponibile.

Ruolo di NetApp Console obbligatorio Ruolo di amministratore dell’'organizzazione, amministratore di
cartelle o progetti, amministratore del ripristino di emergenza, amministratore del failover del ripristino di
emergenza, amministratore dell’applicazione di ripristino di emergenza o visualizzatore del ripristino di
emergenza.

Passi
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1. Dal menu, seleziona Dashboard.
2. Selezionare vCenter nella riga del sito.
3. Seleziona Macchine virtuali.

4. Visualizza le informazioni sulle macchine virtuali.

Monitorare i lavori di NetApp Disaster Recovery

E possibile monitorare tutti i processi NetApp Disaster Recovery e determinarne
'avanzamento.

Visualizza i lavori

Ruolo di NetApp Console obbligatorio Ruolo di amministratore dell’'organizzazione, amministratore di
cartelle o progetti, amministratore del ripristino di emergenza, amministratore dell’applicazione di ripristino di
emergenza o visualizzatore del ripristino di emergenza.

"Scopri di piu sui ruoli utente e sulle autorizzazioni in NetApp Disaster Recovery". "Scopri di pitu sui ruoli di
accesso NetApp Console per tutti i servizi".

Passi
1. Accedi al "NetApp Console" .

Dal menu di navigazione a sinistra NetApp Console , selezionare Protezione > Disaster recovery.
Dal menu, seleziona Monitoraggio lavori.
Esplora tutti i lavori correlati alle operazioni e controlla i relativi timestamp e stato.

Per visualizzare i dettagli di un lavoro specifico, seleziona la riga corrispondente.

o o &~ w0 D

Per aggiornare le informazioni, seleziona Aggiorna.

Annullare un lavoro

Se un lavoro € in corso o in coda e non si desidera che continui, € possibile annullarlo. Potresti voler annullare
un lavoro se € bloccato nello stesso stato e vuoi liberare 'operazione successiva nella coda. Potresti voler
annullare un lavoro prima che scada.

*Ruolo obbligatorio NetApp Console * Ruolo di amministratore dell’organizzazione, amministratore di cartelle o
progetti, amministratore del ripristino di emergenza, amministratore del failover del ripristino di emergenza o
amministratore dell’applicazione di ripristino di emergenza.

"Scopri di piu sui ruoli utente e sulle autorizzazioni in NetApp Disaster Recovery". "Scopri di pit sui ruoli di
accesso NetApp Console per tutti i servizi".

Passi
1. Dalla barra di navigazione sinistra NetApp Console , selezionare Protezione > Disaster recovery.

2. Dal menu, seleziona Monitoraggio lavori.

3. Nella pagina Monitoraggio lavori, annota I'ID del lavoro che desideri annullare.
Il lavoro deve essere nello stato "In corso" o "In coda".

4. Nella colonna Azioni, seleziona Annulla processo.
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Creare report NetApp Disaster Recovery

Esaminare i report di NetApp Disaster Recovery pu0 aiutarti ad analizzare la tua

preparazione al disaster recovery. | report predefiniti includono un riepilogo dei failover

dei test, dettagli del piano di replica e dettagli dei lavori su tutti i siti all'interno di un
account negli ultimi sette giorni.

E possibile scaricare i report in formato PDF, HTML o JSON.

Il link per il download & valido per sei ore.

Passi

1.

o o k~ w0 BN

Accedi al "NetApp Console" .

Dal menu di navigazione a sinistra NetApp Console , selezionare Protezione > Disaster recovery.

Dalla barra di navigazione sinistra NetApp Console , selezionare Piani di replica.
Seleziona Crea report.
Selezionare il tipo di formato del file e il periodo di tempo compreso negli ultimi 7 giorni.

Seleziona Crea.
@ La visualizzazione del report potrebbe richiedere alcuni minuti.

Per scaricare un report, seleziona Scarica report e selezionalo nella cartella Download
del’amministratore.
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Riferimento

Privilegi richiesti vCenter per NetApp Disaster Recovery

Affinché NetApp Disaster Recovery possa svolgere i suoi servizi, 'account vCenter deve
disporre di un set minimo di privilegi vCenter. Questi privilegi includono la registrazione e
la deregistrazione di datastore, I'avvio e I'arresto di macchine virtuali (VM) e la
riconfigurazione delle VM.

La tabella seguente elenca tutti i privilegi richiesti affinché NetApp Disaster Recovery possa interfacciarsi con
un vCenter cluster.

Tipo Nome del privilegio Nome privilegio (API) Descrizione
(vSphere client)

Datastore ~ Datastore.Config Configura datastore Consente di configurare un datastore.
Datastore.Elimina Rimuovi datastore Consente di rimuovere un datastore.
Datastore.Rename Rinomina datastore Consente di rinominare un datastore.

Cartella Folder.Create Crea cartella Consente di creare una nuova cartella.
Folder.Delete Elimina cartella Permette di eliminare una cartella.

Richiede privilegi sia sul’oggetto che sul
suo genitore.

Folder.Rename Rinomina cartella Consente di modificare il nome di una
cartella.
Rete Network.Assign Assegna rete Consente di assegnare una rete a una
VM.
Network.Config Configurare Consente di configurare una rete.
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Tipo

Configurazio
ne della
macchina
virtuale

Guest della
macchina
virtuale

Nome del privilegio Nome privilegio (API)
(vSphere client)

VirtualMachine.Config.Adv Configurazione avanzata
ancedConfig

VirtualMachine.Config.Set Modifica impostazioni
tings

VirtualMachine.Config.CP Modifica il conteggio della
UCount CPU

VirtualMachine.Config.Me Modifica memoria
mory

VirtualMachine.Config.Re Cambia risorsa
source

VirtualMachine.Config.Re Rinomina
name

VirtualMachine.Config.Edit Modificare le impostazioni
Device del dispositivo

VirtualMachine.Config.Rel Ricarica dal percorso
oadFromPath

VirtualMachine.Config.Re Reimposta le informazioni
setGuestinfo guest

VirtualMachine.GuestOper Modifica dell’alias
ations.ModifyAliases dell’operazione guest

VirtualMachine.GuestOper Query alias operazione
ations.QueryAliases guest

VirtualMachine.GuestOper Modifiche alle operazioni
ations.Modifica guest

VirtualMachine.GuestOper Esecuzione del
ations.Execute programma guest

VirtualMachine.GuestOper Query sulle operazioni
ations.Query guest

Descrizione

Consente di aggiungere o modificare
parametri avanzati nel file di
configurazione della VM.

Consente di modificare le impostazioni
generali della VM.

Consente di modificare il numero di
CPU virtuali.

Consente di modificare la quantita di
memoria allocata alla VM.

Consente di modificare la
configurazione delle risorse dei nodi VM
in un pool di risorse.

Consente di rinominare una VM o
modificarne le note.

Consente di modificare le proprieta di
un dispositivo esistente.

Consente di modificare un percorso di
configurazione di una VM
preservandone l'identita.

Consente di modificare le informazioni
del sistema operativo guest per una VM.

Consente di modificare I'alias per la VM.

Consente di interrogare I'alias di una
VM.

Consente operazioni di modifica, incluso
il trasferimento di un file alla VM.

Consente I'esecuzione di
un’applicazione all'interno della VM.

Consente di interrogare il sistema
operativo guest. Le operazioni
includono I'elenco dei file.
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Tipo

Interazione
macchina
virtuale

Provisioning
di macchine
virtuali

Configurazio
ne del
servizio
macchina
virtuale
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Nome del privilegio
(vSphere client)

VirtualMachine.Interact.An
swerQuestion

VirtualMachine.Interact.Po
werOff

VirtualMachine.Interact.Po
werOn

VirtualMachine.Interact.To
olslInstall

VirtualMachine.Inventory.
CreateFromExisting

VirtualMachine.Inventory.
Create

VirtualMachine.Inventory.
Register

VirtualMachine.Inventory.
Delete

VirtualMachine.Inventory.
Unregister

VirtualMachine.Provisionin
g.Clone

VirtualMachine.Provisionin
g.Customize

VirtualMachine.Provisionin
g.ModifyCustSpecs

VirtualMachine.Provisionin
g.ReadCustSpecs

VirtualMachine.Namespac
e.Query

VirtualMachine.Namespac
e.ReadContent

Nome privilegio (API)

Rispondi alla domanda

Spegni

Accendi

Installazione di VMware
Tools

Crea da esistente

Crea nuovo

Registrati

Rimuovi

Annulla registrazione

Clona macchina virtuale

Personalizza guest

Modifica specifica di
personalizzazione

Leggi le specifiche di
personalizzazione

Configurazioni del servizio

di query

Leggi la configurazione
del servizio

Descrizione

Consente di risolvere i problemi durante
le transizioni di stato della VM o gli
errori di runtime.

Consente di spegnere una VM accesa.

Consente di accendere o riprendere una
VM.

Consente il montaggio/smontaggio del
programma di installazione di VMware
Tools.

Consente la clonazione o la
distribuzione di una VM da un template.

Consente di creare una VM e allocare
risorse.

Consente di aggiungere una VM
esistente a un inventario.

Consente di eliminare una VM e i suoi
file. Richiede privilegi sia sull’oggetto
che sul suo genitore.

Consente di annullare la registrazione di
una VM. Questa autorizzazione richiede
privilegi sia sull’oggetto che sul suo
padre.

Consente di clonare una VM e allocare
risorse.

Consente di personalizzare il sistema
operativo guest della VM.

Consente di creare, modificare o
eliminare specifiche di
personalizzazione.

Consente di leggere una specifica di
personalizzazione per una VM.

Consente di recuperare un elenco di
servizi VM.

Consente di recuperare la
configurazione del servizio VM
esistente.



Tipo Nome del privilegio Nome privilegio (API) Descrizione
(vSphere client)

Istantanea  VirtualMachine.State.Crea Crea snapshot Consente di creare uno snapshot dallo

della teSnapshot stato corrente della VM.

macchina . . . . .

virtuale VirtualMachine.State.Rem Rimuovi snapshot Consente di rimuovere uno snapshot.
oveSnapshot
VirtualMachine.State.Ren Rinomina snapshot Consente di rinominare uno snapshot o
ameSnapshot di aggiornarne la descrizione.

VirtualMachine.State.Rev Ripristina allo snapshot Consente di ripristinare la VM allo stato
ertToSnapshot di un determinato snapshot.

Cambiare gli agenti della console quando si utilizza NetApp
Disaster Recovery

NetApp Console supporta l'utilizzo di piu agenti Console con un unico ambiente di lavoro.
L'utilizzo di piu agenti Console pud essere utile per mantenere I'accesso alle risorse
durante I'esecuzione della manutenzione su un altro agente Console o in caso di errore
di un agente Console. Poiché ogni agente della console ha un identificatore univoco, la
commutazione impropria degli agenti della console pud compromettere la disponibilita
delle risorse in un ambiente di lavoro.

Prima di iniziare
+ Devi avereaggiunti almeno due agenti Console per il tuo ambiente di lavoro .

« Entrambi gli agenti della console devono contenere gli stessi cluster ONTAP .

Passi

1. In Disaster Recovery, seleziona Siti.

2. E necessario modificare 'agente della console sia per il vCenter di origine che per quello di destinazione.
Identifica i vCenter che desideri modificare. Selezionare il menu azioni per vCenter, quindi Modifica.

Sites (& o TS

EE  DemoOnPremSite_1
2300~ i 5 6 @ n
Agent

aws  DemoCloudSite_1 Add / Edit subnet

P vcentersdd. n 3 0 () hme |

3. Selezionare 'agente della console che si desidera utilizzare dal menu a discesa e immettere nuovamente il
nome utente e la password di vCenter. Seleziona Salva.
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Edit vCenter server

Enter connection details for the vCenter senver that is accessible from the Console Agent.

Site Console Agent
DemoOnPremsite_1 ‘ hmodragsconn Ecor4 |
ShivaOnPrermConnDemo
vCerter IP address hmodragsconnectord
a30-vesalb.ehcdo.com | DRaasTest |
viCenter user name viCenter password

Use self-signed certificates i
[_| Enable scheduled discovery

Cancel

4. Ripetere i passaggi 2 e 3 per ogni vCenter aggiuntivo che si desidera modificare.

5. Nel vCenter modificato, aggiorna il vCenter per individuare il nuovo agente Console. Ripetere questo
passaggio per ogni vCenter modificato.

6. In Disaster Recovery, accedere a Piani di replica.

7. ldentificare i piani di replicazione che si desidera utilizzare per riprendere i flussi di lavoro. Seleziona il

menu delle azioni ... quindi Aggiorna risorse. E possibile monitorare lo stato dei lavori in Monitoraggio
lavori.

Ulteriori informazioni

« "Scopri di piu sugli agenti della console"

Utilizzare NetApp Disaster Recovery con Amazon EVS

Introduzione di NetApp Disaster Recovery tramite Amazon Elastic VMware Service
e Amazon FSx for NetApp ONTAP

| clienti dipendono sempre piu dalle infrastrutture virtualizzate per i carichi di lavoro di
elaborazione di produzione, come quelle basate su VMware vSphere. Poiché queste
macchine virtuali (VM) sono diventate sempre piu critiche per le loro attivita, i clienti
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devono proteggerle dagli stessi tipi di disastri a cui sono soggette le loro risorse di
elaborazione fisiche. Le soluzioni di disaster recovery (DR) attualmente offerte sono
complesse, costose e richiedono molte risorse. NetApp, il piu grande fornitore di storage
utilizzato per infrastrutture virtualizzate, ha un interesse personale nel garantire che le
VM dei suoi clienti siano protette allo stesso modo in cui proteggiamo i dati ospitati nello
storage ONTAP di qualsiasi tipo. Per raggiungere questo obiettivo, NetApp ha creato il
servizio NetApp Disaster Recovery .

Una delle principali sfide di qualsiasi soluzione DR € la gestione dei costi incrementali di acquisto,
configurazione e manutenzione di risorse di elaborazione, rete e storage aggiuntive, solo per fornire
un’infrastruttura di replica e ripristino DR. Un’opzione diffusa per proteggere le risorse virtuali critiche in sede &
quella di utilizzare risorse virtuali ospitate nel cloud come infrastruttura di replica e ripristino DR. Amazon & un
esempio di una soluzione di questo tipo, in grado di fornire risorse convenienti e compatibili con le
infrastrutture VM ospitate da NetApp ONTAP .

Amazon ha presentato Amazon Elastic VMware Service (Amazon EVS) che abilita VMware Cloud Foundation
all'interno del tuo cloud privato virtuale (VPC). Amazon EVS offre la resilienza e le prestazioni di AWS insieme
al noto software e agli strumenti VMware, consentendo di integrare Amazon EVS vCenters come estensione
della tua infrastruttura virtualizzata locale.

Sebbene Amazon EVS includa risorse di storage, I'utilizzo di storage nativo puo ridurne I'efficacia per le
organizzazioni con carichi di lavoro ad alto consumo di storage. In questi casi, 'abbinamento di Amazon EVS
con Amazon FSx for NetApp ONTAP (Amazon FSxN) puo fornire una soluzione di storage piu flessibile.
Inoltre, quando si utilizzano le soluzioni di storage NetApp ONTAP in locale per ospitare l'infrastruttura
VMware, l'utilizzo di Amazon EVS con FSx per ONTAP significa ottenere le migliori funzionalita di
interoperabilita e protezione dei dati tra le infrastrutture in locale e quelle ospitate nel cloud.

Per informazioni su Amazon FSx for NetApp ONTAP, vedere "Introduzione ad Amazon FSx for NetApp
ONTAP" .

Panoramica della soluzione NetApp Disaster Recovery tramite Amazon EVS e
Amazon FSs per NetApp ONTAP

NetApp Disaster Recovery € un servizio a valore aggiunto ospitato nelllambiente
software-as-a-service NetApp Console , che dipende dall’architettura principale NetApp
Console . Diversi componenti principali costituiscono il servizio DR per la protezione
VMware all'interno della Console.

Per una panoramica completa della soluzione NetApp Disaster Recovery , vedere"Scopri di pit su NetApp
Disaster Recovery per VMware" .

Se desideri proteggere le tue macchine virtuali VMware ospitate in locale su Amazon AWS, utilizza il servizio
per eseguire il backup su Amazon EVS con Amazon FSx for NetApp ONTAP .

La figura seguente mostra come funziona il servizio per proteggere le VM con Amazon EVS.

Panoramica di NetApp Disaster Recovery con Amazon EVS e FSx per
ONTAP
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. Amazon EVS viene distribuito nel tuo account in una configurazione con un’unica zona di disponibilita (AZ)

e all'interno del tuo Virtual Private Cloud (VPC).

. Un file system FSx per ONTAP viene distribuito nella stessa zona di disponibilita della distribuzione

Amazon EVS. Il file system si connette ad Amazon EVS direttamente tramite un’interfaccia di rete elastica
(ENI), una connessione peer VPC o un AmazonTransit Gateway.

. L’agente NetApp Console € installato nella tua VPC. L'agente NetApp Console ospita piu servizi di

gestione dei dati (chiamati agenti), tra cui I'agente NetApp Disaster Recovery che gestisce il DR
dell'infrastruttura VMware sia sui data center fisici locali sia sulle risorse ospitate su Amazon AWS.

. L’agente NetApp Disaster Recovery comunica in modo sicuro con il servizio ospitato nel cloud NetApp

Console per ricevere attivita e distribuirle alle istanze di storage vCenter e ONTAP appropriate, sia in locale
che ospitate su AWS.

. E possibile creare un piano di replica utilizzando la console dell'interfaccia utente ospitata nel cloud

NetApp Console , indicando le VM da proteggere, la frequenza con cui tali VM devono essere protette e le
procedure da eseguire per riavviare tali VM in caso di failover dal sito locale.

. Il piano di replicazione determina quali datastore vCenter ospitano le VM protette e i volumi ONTAP che

ospitano tali datastore. Se i volumi non esistono ancora sul cluster FSx for ONTAP , NetApp Disaster
Recovery li crea automaticamente.

. Viene creata una relazione SnapMirror per ciascun volume ONTAP di origine identificato per ciascun

volume ONTAP di destinazione ospitato da FSx for ONTAP e viene creata una pianificazione di
replicazione basata sul’RPO fornito dall’'utente nel piano di replicazione.

. In caso di guasto del sito primario, un amministratore avvia un processo di failover manuale all’interno

della NetApp Console e seleziona un backup da utilizzare come punto di ripristino.

. L'agente NetApp Disaster Recovery attiva i volumi di protezione dei dati ospitati da FSx per ONTAP .
10.

L'agente registra ogni volume FSx for ONTAP attivato con Amazon EVS vCenter, registra ogni VM protetta
con Amazon EVS vCenter e avvia ciascuna di esse in base alle regole predefinite contenute nel piano di
replica.



Installa I’'agente NetApp Console per NetApp Disaster Recovery

Un agente NetApp Console consente di connettere le distribuzioni NetApp Console alla
propria infrastruttura per orchestrare in modo sicuro soluzioni su AWS, Azure, Google
Cloud o ambienti on-premises. L'agente Console esegue le azioni che la NetApp Console
deve eseguire per gestire la propria infrastruttura dati. L'agente Console interroga
costantemente il livello software as a service NetApp Disaster Recovery per eventuali
azioni da intraprendere.

Per NetApp Disaster Recovery, le azioni eseguite orchestrano i cluster VMware vCenter e le istanze di storage
ONTARP utilizzando API native per ciascun servizio, al fine di fornire protezione alle VM di produzione in
esecuzione in una posizione on-premises. Sebbene I'agente Console possa essere installato in qualsiasi
posizione della rete, si consiglia di installare I'agente Console nel sito di disaster recovery per NetApp Disaster
Recovery. Linstallazione nel sito di DR garantisce che, in caso di guasto del sito primario, I'interfaccia utente
della NetApp Console mantenga la connessione all’agente Console e possa orchestrare il processo di
ripristino all'interno di tale sito di DR.

Installazione

* Per utilizzare il Disaster Recovery, installare 'agente Console in modalita standard. Per ulteriori
informazioni sui tipi di installazione dell’agente Console, visitare "Scopri le modalita di distribuzione della
NetApp Console".

| passaggi specifici di installazione dell’agente Console dipendono dal tipo di distribuzione. Vedere "Scopri di
piu sugli agenti della console" per ulteriori informazioni.

Il metodo piu semplice per installare 'agente Console con Amazon AWS e utilizzare AWS
Marketplace. Per dettagli sull'installazione dell’agente Console tramite AWS Marketplace,
vedere "Crea un agente della Console da AWS Marketplace".

Configurare NetApp Disaster Recovery per Amazon EVS

Panoramica sulla configurazione NetApp Disaster Recovery per Amazon EVS

Dopo aver installato I'agente NetApp Console , € necessario integrare tutte le risorse di
storage ONTAP e VMware vCenter che parteciperanno al processo di disaster recovery
con NetApp Disaster Recovery.

* "Prerequisiti per Amazon EVS con NetApp Disaster Recovery"

» "Aggiungere array di storage ONTAP a NetApp Disaster Recovery"
+ "Abilita NetApp Disaster Recovery per Amazon EVS"

» "Aggiungere siti vCenter a NetApp Disaster Recovery"

» "Aggiungere cluster vCenter a NetApp Disaster Recovery"

Prerequisiti per Amazon EVS con NetApp Disaster Recovery

Assicurati di esaminare e soddisfare i requisiti per configurare Amazon EVS con NetApp
Disaster Recovery.
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Prerequisiti
* Rivedi il "prerequisiti generali per il Disaster Recovery".

» Creare un account utente vCenter con i privilegi VMware specifici richiesti affinché NetApp Disaster
Recovery esegua le operazioni necessarie.

Si consiglia di non utilizzare 'account amministratore predefinito
"administrator@vsphere.com". Invece, € necessario creare un account utente specifico per

@ NetApp Disaster Recovery su tutti i cluster vCenter che parteciperanno al processo di
disaster recovery. Per un elenco dei privilegi specifici richiesti, vedere "Privilegi vCenter
necessari per NetApp Disaster Recovery".

« Assicurarsi che tutti gli archivi dati vCenter che ospiteranno le VM protette da Disaster Recovery siano
posizionati su NetApp ONTAP risorse di storage.

Disaster Recovery supporta NFS e VMFS su iSCSI (e non FC) quando si utilizza Amazon FSx su NetApp
ONTAP. Sebbene Disaster Recovery supporti FC, Amazon FSx for NetApp ONTAP non lo fa.

* Assicurati che il tuo Amazon EVS vCenter sia connesso a un Amazon FSx for NetApp ONTAP storage
cluster.
* Assicurarsi che VMware tools siano installati su tutte le VM protette.

» Assicurati che la tua rete locale sia connessa alla tua rete AWS VPC tramite un metodo di connessione
approvato da Amazon. Si consiglia di utilizzare AWS Direct Connect, AWS Private Link o una AWS Site-to-
Site VPN.

» Esaminare e garantire la conformita con i requisiti di connessione e porta per EVS con Disaster Recovery:

Fonte Destinazione Porta Dettagli
Amazon FSxN ONTAP on-premise TCP 11104, 11105, ICMP SnapMirror
ONTAP on-premise Amazon FSxN TCP 11104, 11105, ICMP SnapMirror
Agente NetApp Console ONTAP on-premise TCP 443, solo ICMP chiamate API
Agente NetApp Console Amazon FSxN TCP 441, solo ICMP chiamate API
Agente NetApp Console vCenter (in sede, EVS), 443 Chiamate API,

host ESXi (in sede, EVS) esecuzione di script

Aggiungi array locali al sistema NetApp Console per Amazon EVS con NetApp Disaster Recovery

Prima di utilizzare NetApp Disaster Recovery, € necessario aggiungere istanze di storage
locali e ospitate sul cloud al sistema NetApp Console .

Devi fare quanto segue:

» Aggiungi array locali al tuo sistema NetApp Console .
» Aggiungi istanze Amazon FSx for NetApp ONTAP (FSx for ONTAP) al tuo sistema NetApp Console .

Aggiungere array di storage locali al sistema NetApp Console

Aggiungi risorse di storage ONTAP on-premise al tuo sistema NetApp Console .
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1. Dalla pagina Sistemi NetApp Console , selezionare Aggiungi sistema.

= Organization )
= FINetApp  console LOD 11317698 11317698

i
»

@ o

Management

Systems © Enable Services
+ Add i £ Table view
Systems

Discoverable systems 2 42047 ce
2. Nella pagina Aggiungi sistema, seleziona la scheda On-Premises.
= Mieten oo T e T & 8 0 0
Add System Choose a Location X

aws o

Microsoft Azure Amazon Web Services Google Cloud Platform On-Premises

3. Selezionare Scopri sulla scheda ONTAP On-Premises.



= FINetApp  console g

LoD 11317658
Add System Choose a Location
aws Y
Amazon Web Services Google Cloud Platiorm
Select Type
cse .

4. Nella pagina Scopri cluster, inserisci le seguenti informazioni:
a. L'indirizzo IP della porta di gestione del cluster array ONTAP
b. Il nome utente del’amministratore
c. La password del’amministratore

5. Seleziona Scopri in fondo alla pagina.

= MINetApp console

Discover Cluster

ONTAP Cluster IP

6. Ripetere i passaggi da 1 a 5 per ogni array ONTAP che ospitera i datastore vCenter.
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Aggiungere istanze di storage Amazon FSx for NetApp ONTAP al sistema NetApp Console

Successivamente, aggiungi risorse di storage Amazon FSx for NetApp ONTAP al tuo sistema NetApp Console

1. Dalla pagina Sistemi NetApp Console , selezionare Aggiungi sistema.

= Organization Project =
= FINetApp console LOD 11317658 11317698 = 82060
Management
Systems © Enable Services
+ Add 1 15 Table view
Systems
Discoverable systems 2 42047 ce
On-Premises ONTAP Provisioned Capacity
= =
= =
- [ ®

2. Nella pagina Aggiungi sistema, seleziona la scheda Amazon Web Services.

= FINetApp  console

Add System Choose a Location

-
m
H
&

2} ——

Microsoft Azure Amazon Web Services Google Cloud Platform On-Premises
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3. Selezionare il collegamento Scopri esistente sulla scheda Amazon FSx per ONTAP .

= MINetApp cConsole

Add System

7 Pr—

Cloud Volumes ONTAP HA

©

Amazon Web Services

s @ 5

Google Cloud Platform

Select Type

4. Selezionare le credenziali e la regione AWS che ospita 'istanza FSx for ONTAP .

5. Selezionare uno o piu file system FSx for ONTAP da aggiungere.

6. Seleziona Scopri in fondo alla pagina.

MNetApp Bluexr @D

& Discover an existing Amazon ONTAP

FSx for ONTAP file system (0)

O Name.

US East (N. Virginia) | us-east-

S| subnetip

Organization

NETAPP

| Management address

2| Deploymentmodel % | Tags

7. Ripetere i passaggi da 1 a 6 per ogni istanza di FSx for ONTAP che ospitera i datastore vCenter.
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Aggiungi il servizio NetApp Disaster Recovery al tuo account NetApp Console per Amazon EVS

NetApp Disaster Recovery € un prodotto con licenza che deve essere acquistato prima di
poter essere utilizzato. Esistono diversi tipi di licenze e diversi modi per acquistarle. Una
licenza ti da il diritto di proteggere una quantita specifica di dati per un determinato
periodo di tempo.

Per ulteriori informazioni sulle licenze NetApp Disaster Recovery , vedere"Impostare la licenza per NetApp
Disaster Recovery" .

Tipi di licenza
Esistono due tipi principali di licenza:

* NetApp offre un"Licenza di prova di 30 giorni" che puoi utilizzare per valutare NetApp Disaster Recovery
utilizzando le tue risorse ONTAP e VMware. Questa licenza garantisce 30 giorni di utilizzo per una quantita
illimitata di capacita protetta.

* Acquista una licenza di produzione se desideri una protezione DR oltre il periodo di prova di 30 giorni.
Questa licenza puo essere acquistata tramite i marketplace di qualsiasi partner cloud di NetApp, ma per
questa guida consigliamo di acquistare la licenza marketplace per NetApp Disaster Recovery tramite
Amazon AWS Marketplace. Per saperne di piu sull’acquisto di una licenza tramite Amazon Marketplace,
vedere"Iscriviti tramite AWS Marketplace" .

Dimensiona le tue esigenze di capacita di disaster recovery

Prima di acquistare la licenza, & necessario comprendere quanta capacita di archiviazione ONTAP &
necessario proteggere. Uno dei vantaggi dell’utilizzo dello storage NetApp ONTAP ¢ I'elevata efficienza con cui
NetApp archivia i dati. Tutti i dati memorizzati in un volume ONTAP , come ad esempio un datastore VMware
che ospita VM, sono archiviati in modo altamente efficiente. ONTAP utilizza di default tre tipi di efficienza di
archiviazione durante la scrittura dei dati su un archivio fisico: compattazione, deduplicazione e compressione.
Il risultato netto € un’efficienza di archiviazione compresa tra 1,5:1 e 4:1, a seconda del tipo di dati archiviati.
Infatti, NetApp offre un "garanzia di efficienza di archiviazione" per determinati carichi di lavoro.

Cio puo essere vantaggioso perché NetApp Disaster Recovery calcola la capacita ai fini della concessione
delle licenze dopo che sono state applicate tutte le efficienze di archiviazione ONTAP . Ad esempio,
supponiamo di aver predisposto un datastore NFS da 100 terabyte (TiB) all'interno di vCenter per ospitare 100
VM che si desidera proteggere tramite il servizio. Inoltre, supponiamo che quando i dati vengono scritti sul
volume ONTAP , le tecniche di efficienza di archiviazione applicate automaticamente comportino un consumo
di soli 33 TiB da parte di tali VM (efficienza di archiviazione 3:1). NetApp Disaster Recovery deve essere
concesso in licenza solo per 33 TiB, non per 100 TiB. Cid pud rappresentare un vantaggio notevole per il costo
totale di proprieta della soluzione DR rispetto ad altre soluzioni DR.

Passi

1. Per determinare la quantita di dati consumata su ciascun volume che ospita un datastore VMware da
proteggere, determinare il consumo di capacita su disco eseguendo il comando ONTAP CLI per ciascun
volume: volume show-space -volume < volume name > -vserver < SVM name > .

Per esempio:
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clusterl::> volume show-space
Vserver : vm-nfs-dsl

Volume : wvolO0

Feature Used Used$%
User Data 163.4MB 3%
Filesystem Metadata 172KB 0%
Inodes 2.93MB 0%
Snapshot Reserve 292 .9MB 5%
Total Metadata 185KB 0%
Total Used 459.4MB 8%
Total Physical Used 166.4MB 3%

2. Notare il valore Totale fisico utilizzato per ciascun volume. Questa € la quantita di dati che NetApp
Disaster Recovery deve proteggere ed ¢ il valore che utilizzerai per determinare quanta capacita devi
concedere in licenza.

Aggiungere siti in NetApp Disaster Recovery per Amazon EVS

Prima di poter proteggere I'infrastruttura delle VM, & necessario identificare quali cluster
VMware vCenter ospitano le VM da proteggere e dove si trovano tali vCenter. Il primo
passo € creare un sito che rappresenti i data center di origine e di destinazione. Un sito é
un dominio di errore o un dominio di ripristino.

Devi creare quanto segue:

* Un sito che rappresenta ogni data center di produzione in cui risiedono i cluster vCenter di produzione
* Un sito per il tuo data center cloud Amazon EVS/ Amazon FSx for NetApp ONTAP
Crea siti on-premise

Creare un sito vCenter di produzione.

Passi

1. Dalla barra di navigazione sinistra NetApp Console , selezionare Protezione > Disaster Recovery.

2. Da qualsiasi pagina di NetApp Disaster Recovery, seleziona 'opzione Siti.
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Organization Project ~

= -3
= FINetApp  console LoD 111317698 11317698 g 20
Disaster Recovery

Dashboard

Sites (0) View sites Replication plans (0) View plans Activity (Last 12 hours) View all jobs
Replication plans @0 ®o Ao @o ®o
g Down Iss ad) Fail

Resource groups

Job monitoring

& 0 g 0 @ 0

Resource groups Protected VMs Unprotected VMs

View View View

0 0 @ 0 @ 0

Failovers Failbacks Test failovers Migrations

3. Dall'opzione Siti, seleziona Aggiungi.

Organization Project -

— -3
= M NetApp console LOD_1t11317698 111317698 - ‘ o

Disaster Recovery

Dashboard
o

[=

Replication plans
Resource groups

Job monitoring

4. Nella finestra di dialogo Aggiungi sito, immettere un nome per il sito.
5. Selezionare "In sede" come posizione.

6. Selezionare Aggiungi.



= Organization Project
= M NetApp console LOD_rt11317698 111317698

Add site

Asite is a collection of vCenter servers, either on-premises or in the cloud.

Site

Location

=

Se disponi di altri siti di produzione vCenter, puoi aggiungerli seguendo gli stessi passaggi.

Crea siti cloud Amazon

Creare un sito DR per Amazon EVS utilizzando Amazon FSx for NetApp ONTAP .

1. Da qualsiasi pagina di NetApp Disaster Recovery, seleziona I'opzione Siti.

= x organization Project
- I Net: Console LOD_rt11317698 11317698

Disaster Recovery

I Dashboard
Sites (0) View sites Replication plans (0) View plans Activity (Last 12 hours)
e
Replication plans @o ®o Ao @o ®o
Running Down Issue Ready Failed

urce groups Protected VMs Unprotected VMs

View View View

@ 0 0 0 @ 0

Failovers Failbacks Test failovers Migrations

2. Dall’'opzione Siti, seleziona Aggiungi.
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Organization

= Project v -
= FINetApp  console LOD_1t11317698 1317698 g 82 060
Disaster Recovery ®

Dashboard
Sites (1) Q Add

=B MyOnPremisesSite

Add vCenter
Resource groups

3. Nella finestra di dialogo Aggiungi sito, immettere un nome per il sito.
4. Selezionare "AWS-EVS" come posizione.

5. Selezionare Aggiungi.

Organization Project v

- - a =
= FINetApp  console LOD_rt11317698 11317698 g 82 060

Add site

Asite s 2 collection of vCenter servers, either on-premises or in the cloud.

Site

[ onsie

cation

=

Risultato
Ora hai creato un sito di produzione (sorgente) e un sito DR (destinazione).
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Aggiungi cluster locali e Amazon EVS vCenter in NetApp Disaster Recovery

Dopo aver creato i siti, puoi aggiungere i cluster vCenter a ciascun sito in NetApp
Disaster Recovery. Quando abbiamo creato ogni sito, abbiamo indicato ogni tipologia di
sito. In questo modo viene indicato a NetApp Disaster Recovery quale tipo di accesso €
richiesto per i vCenter ospitati in ciascun tipo di sito. Uno dei vantaggi di Amazon EVS é
che non esiste una vera e propria distinzione tra un vCenter Amazon EVS e un vCenter
locale. Entrambi richiedono le stesse informazioni di connessione e autenticazione.

Passaggi per aggiungere un vCenter a ciascun sito

1. Dallopzione Siti, seleziona Aggiungi vCenter per il sito desiderato.

uuuuu

Job m

oard

Organization Project v -
FINetApp console LOD_rt11317698 11317698 s 8 0 6

2. Nella finestra di dialogo Aggiungi server vCenter, seleziona o fornisci le seguenti informazioni:

a.
b.

C.

L’agente NetApp Console ospitato nel tuo AWS VPC.
L'indirizzo IP o FQDN per il vCenter da aggiungere.

Se diverso, modificare il valore della porta impostandolo sulla porta TCP utilizzata dal gestore cluster
vCenter.

. I nome utente vCenter per I'account creato in precedenza che verra utilizzato da NetApp Disaster

Recovery per gestire vCenter.
La password vCenter per il nome utente fornito.

Se la tua azienda utilizza un’autorita di certificazione (CA) esterna o vCenter Endpoint Certificate Store
per accedere ai tuoi vCenter, deseleziona la casella di controllo Usa certificati autofirmati. Altrimenti,
lasciare la casella selezionata.

3. Selezionare Aggiungi.
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= M NetApp console

Add vCenter server

for the vCenter server that ible from the Console Agent.

Console Agent

- £111317698-onpremConnector

will run automatically once every 24 hours. This can be edited

il ur
red manually at any time.

Creare piani di replicazione per Amazon EVS

Creazione di piani di replica nella panoramica NetApp Disaster Recovery

Dopo aver protetto i vCenter sul sito locale e aver configurato un sito Amazon EVS per
utilizzare Amazon FSx for NetApp ONTAP come destinazione DR, € possibile creare un
piano di replica (RP) per proteggere qualsiasi set di VM ospitate sul cluster vCenter
all'interno del sito locale.

Per avviare il processo di creazione del piano di replicazione:

1. Da qualsiasi schermata di NetApp Disaster Recovery , selezionare I'opzione Piani di replica.
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2. Nella pagina Piani di replica, seleziona Aggiungi.

Si apre la procedura guidata Crea piano di replica.

Continua con"Creazione guidata piano di replicazione Passaggio 1" .
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= FINetApp  console
Disaster Recovery
Dashboard )

Sites (2)

Sites

=8 MyOnPremisesSite
Replication plans 1
192:168.031
Resource groups o

Job monitoring

aws  EVS_DR Site

.

Organization v
LoD_t11317698

Project
11317698

N g 8 0 06

0)
o —— =
®
© rems76s8-onpremConnector @

= M NetApp console

Disaster Recovery

Dashboard )
Replication plans

Sites
Name ~ | Compliance status
Replication plans

Resource groups

Job monitoring

Plan status

Protected site

No data

Resource groups

LoD 11317698

Project
11317608

Q

Fallover site

2 8 0 06
@®

|
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Creare un piano di replica: Passaggio 1: selezionare vCenter in NetApp Disaster Recovery

Per prima cosa, utilizzando NetApp Disaster Recovery, fornisci un nome per il piano di
replica e seleziona i vCenter di origine e di destinazione per la replica.

1. Immettere un nome univoco per il piano di replicazione.

Per i nomi dei piani di replicazione sono consentiti solo caratteri alfanumerici e caratteri di sottolineatura
2. Selezionare un cluster vCenter di origine.
3. Selezionare un cluster vCenter di destinazione.

4. Selezionare Avanti.

= MINetApp console
Disaster Recovery Add replication plan © \conter servers 2) Applications  (3) Resource mapping (&) Review
Dashboard Replication plan > Add plan

VCenter servers
Provide the plan name and selectthe source and target vCener servers
Replication pl

Replication plan name

[2]

Continua con"Creazione guidata piano di replicazione Passaggio 2" .

Creare un piano di replica: Passaggio 2: selezionare le risorse VM in NetApp Disaster Recovery
Selezionare le macchine virtuali da proteggere tramite NetApp Disaster Recovery.
Esistono diversi modi per selezionare le VM da proteggere:

» Seleziona singole VM: facendo clic sul pulsante Macchine virtuali € possibile selezionare le singole VM
da proteggere. Quando selezioni ogni VM, il servizio la aggiunge a un gruppo di risorse predefinito situato
sul lato destro dello schermo.

» Seleziona gruppi di risorse creati in precedenza: puoi creare gruppi di risorse personalizzati in anticipo
utilizzando I'opzione Gruppo di risorse dal menu NetApp Disaster Recovery . Questo non € un requisito,
poiché & possibile utilizzare gli altri due metodi per creare un gruppo di risorse come parte del processo del
piano di replica. Per maggiori dettagli, vedere "Creare un piano di replicazione" .
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+ Seleziona interi datastore vCenter: se hai molte VM da proteggere con questo piano di replica, potrebbe
non essere altrettanto efficiente selezionare singole VM. Poiché NetApp Disaster Recovery utilizza la
replica SnapMirror basata sul volume per proteggere le VM, tutte le VM residenti in un datastore verranno
replicate come parte del volume. Nella maggior parte dei casi, € necessario che NetApp Disaster Recovery
protegga e riawvii tutte le VM presenti nel datastore. Utilizzare questa opzione per indicare al servizio di
aggiungere all’elenco delle VM protette tutte le VM ospitate su un datastore selezionato.

Per questa istruzione guidata, selezioniamo l'intero datastore vCenter.

Passaggi per accedere a questa pagina
1. Dalla pagina Piano di replicazione, passare alla sezione Applicazioni.

2. Esaminare le informazioni nella pagina Applicazioni che si apre.

— Organization Project =
= FINetApp console LOD_rt11317698 1317608 5 8 @ ©

Disaster Recovery Add replication plan (D) vcenterservers @) Applications  (3) Resource mapping  (2) Review

Dashboard Replication plan > Add plan

Applications
Selac the applications on the source vCenter that you want o replicate
Replication plans

192.168.0.31 @ 192.168.0.32
MyOnPremisesSite £VS_DR Site
Job monitoring

EVS_DR_Plan_Resource( Group2 (0) 14

© Drag datastores to regroup.

Passaggi per selezionare il/i datastore/i:
1. Selezionare Datastore.

2. Seleziona le caselle di controllo accanto a ciascun datastore che desideri proteggere.

3. (Facoltativamente) Rinominare il gruppo di risorse con un nome appropriato selezionando I'icona della
matita accanto al nome del gruppo di risorse.

4. Selezionare Avanti.

Continua con"Creazione guidata piano di replicazione Passaggio 3" .

Creare un piano di replicazione: Passaggio 3 - Mappare le risorse in NetApp Disaster Recovery

Dopo aver ottenuto un elenco delle VM che si desidera proteggere tramite NetApp
Disaster Recovery, fornire le informazioni di mapping del failover e di configurazione della
VM da utilizzare durante un failover.
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E necessario mappare quattro tipi principali di informazioni:

* Risorse di calcolo

* Reti virtuali

* Riconfigurazione della VM
* Mappatura del datastore

Ogni VM richiede i primi tre tipi di informazioni. La mappatura del datastore € necessaria per ogni datastore
che ospita le VM da proteggere.

Le sezioni con I'icona di attenzione (A ) richiedono di fornire informazioni sulla mappatura.

La sezione contrassegnata con 'icona di spunta ( ) sono stati mappati o hanno mappature
predefinite. Esaminateli per assicurarvi che la configurazione attuale soddisfi i vostri requisiti.

Passaggi per accedere a questa pagina
1. Dalla pagina Piano di replicazione, passare alla sezione Mappatura delle risorse.

2. Esaminare le informazioni nella pagina Mappatura delle risorse che si apre.

= FINetApp  console gl

»
LoD nzi76%8 113176
Disaster Recovery Add replication plan (2) veenter servers (@) Applications © FResource may pping (@) Review

Dashboard Replication plan > Add plan

Resource mapping
Specity how resources map from the source o the target,

192168031 192168.0.32
MyOnPremisesSite £VS_DR Site

Use same mappings for failover and test mappings
Failover mappings

Compute resources A Mepging recuired
Vit etworks A Mapping reired
Virtual machines © Mepped

Datastores /A Mapping required

Previous

3. Per aprire ciascuna categoria di mappature richiesta, selezionare la freccia rivolta verso il basso (v)
accanto alla sezione.

Mappatura delle risorse di calcolo

Poiché un sito potrebbe ospitare piu data center virtuali e piu cluster vCenter, &€ necessario identificare su
quale cluster vCenter ripristinare le VM in caso di failover.

107



Passaggi per mappare le risorse di calcolo
1. Selezionare il data center virtuale dall’elenco dei data center presenti nel sito DR.

2. Selezionare il cluster che ospitera i datastore e le VM dall’elenco dei cluster all'interno del data center
virtuale selezionato.

3. (Facoltativo) Selezionare un host di destinazione nel cluster di destinazione.
Questo passaggio non & necessario perché NetApp Disaster Recovery seleziona il primo host aggiunto al
cluster in vCenter. A quel punto, le VM continuano a essere eseguite su quel’host ESXi oppure VMware

DRS sposta la VM su un host ESXi diverso, a seconda delle necessita e in base alle regole DRS
configurate.

4. (Facoltativo) Fornire il nome di una cartella vCenter di livello superiore in cui collocare le registrazioni delle
VM.

Questa operazione € necessaria per le tue esigenze organizzative e non € obbligatoria.

Organization

_ v Project
= FINetApp console OD_r11317698 1131765
Disaster Recovery Add replication plan (©) vcenter servers (©) Appications © resourcema pping (@) Review

Dashboard Replication plan > Add plan

Resource mapping
Specity how resources map from the source o the target

192:168.031 @ 192168.0.32

Use same mappings for failover and test mappings

Torget datacenter Torget cluster Torget host (optionsl) Target VM folder (optional)

(2]

Victua networks /A Mapping recuired
Victual machines © Mspped

Datastores /A Mapping required

Mappare le risorse di rete virtuale

Ogni VM puo avere una o piu schede di rete virtuali connesse a reti virtuali all'interno dell’infrastruttura di rete
vCenter. Per garantire che ogni VM sia correttamente connessa alle reti desiderate al riavvio nel sito DR,
identificare a quali reti virtuali del sito DR connettere queste VM. Per fare cid, mappare ogni rete virtuale nel
sito locale a una rete associata nel sito DR.

Seleziona la rete virtuale di destinazione su cui mappare ciascuna rete virtuale di origine

1. Selezionare il segmento Target dall’elenco a discesa.

2. Ripetere il passaggio precedente per ogni rete virtuale di origine elencata.
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Organization v [
LoD_t11317698 131760

= FINetApp  console
Disaster Recovery Add replication plan (©) veenter servers ) Applications  (€)) Resource may pping  (2) Review

Dashboard Replication plan > Add plan

ource mapping

Specify how resources map from the source to the target.

192168031 192:168.0.32
MyOnPremisesSite EVS_DR Site

Use same mappings for failover and test mappings

Compute resources @) Mapped

Virtual networks

Source virtual LAN Target segment

VM Network I .
. Bubble .
Virtual machines © Mapped

Datacenter2

VM Network
Datacenter2
Datastores A\ Mapping required

Definire le opzioni per la riconfigurazione della VM durante il failover

Potrebbero essere necessarie modifiche per ciascuna VM affinché funzioni correttamente nel sito DR vCenter.
La sezione Macchine virtuali consente di apportare le modifiche necessarie.

Per impostazione predefinita, NetApp Disaster Recovery utilizza per ogni macchina virtuale le stesse
impostazioni utilizzate nel sito locale di origine. Cio presuppone che le VM utilizzino lo stesso indirizzo IP, la
stessa CPU virtuale e la stessa configurazione DRAM virtuale.

Riconfigurazione della rete

| tipi di indirizzo IP supportati sono statico e DHCP. Per gli indirizzi IP statici, sono disponibili le seguenti
impostazioni IP di destinazione:

« Uguale alla sorgente: come suggerisce il nome, il servizio utilizza sulla VM di destinazione lo stesso
indirizzo IP utilizzato sulla VM nel sito di origine. Per fare cio, & necessario configurare le reti virtuali
mappate nel passaggio precedente con le stesse impostazioni di subnet.

* Diverso dall’origine: il servizio fornisce un set di campi di indirizzo IP per ogni VM che devono essere
configurati per la subnet appropriata utilizzata sulla rete virtuale di destinazione, mappata nella sezione
precedente. Per ogni VM & necessario fornire un indirizzo 1P, una subnet mask, un DNS e i valori del
gateway predefinito. Facoltativamente, utilizzare le stesse impostazioni di subnet mask, DNS e gateway
per tutte le VM per semplificare il processo quando tutte le VM si collegano alla stessa subnet.

* Mappatura subnet: questa opzione riconfigura I'indirizzo IP di ogni VM in base alla configurazione CIDR
della rete virtuale di destinazione. Per utilizzare questa funzionalita, assicurarsi che ogni rete virtuale di
vCenter disponga di un’impostazione CIDR definita all'interno del servizio, come modificato nelle
informazioni di vCenter nella pagina Siti.

Dopo aver configurato le subnet, il mapping delle subnet utilizza lo stesso componente unita dell’indirizzo IP

sia per la configurazione della VM di origine che di destinazione, ma sostituisce il componente subnet
dell’indirizzo IP in base alle informazioni CIDR fornite. Questa funzionalita richiede inoltre che sia la rete
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virtuale di origine che quella di destinazione abbiano la stessa classe di indirizzo IP (la /xx componente del
CIDR). Cio garantisce che nel sito di destinazione siano disponibili indirizzi IP sufficienti per ospitare tutte le
VM protette.

Per questa configurazione EVS, presumiamo che le configurazioni IP di origine e di destinazione siano le
stesse e non richiedano alcuna riconfigurazione aggiuntiva.

Apportare modifiche alla riconfigurazione delle impostazioni di rete
1. Selezionare il tipo di indirizzamento IP da utilizzare per le VM sottoposte a failover.

2. (Facoltativo) Fornire uno schema di ridenominazione delle VM per le VM riavviate specificando un valore di
prefisso e suffisso facoltativo.

= FINetApp console

Disaster Recovery Add replication plan () vCenterservers  (2) Applications () Resource mapping ) Review

Dashboard

Virtual networks @ Mapped

Target IP

ntials for all VMs

nal  Target VM suffix

Preview: Sample VM name

Source VM Operating system cPUs RAM Boot order Boot delay(mins Scripts Credentials

between 0 and 10)

Linuxt A tinux 1 2 G 1 [ (m] None 2 Not required
Linuxd A tinux 1 ] GiB 3 5 (m] Nore 2 Not required

a3 4 tnue 3 e 2 s =] e 7 Not required

1-30f3 1

Riconfigurazione delle risorse di elaborazione della VM

Sono disponibili diverse opzioni per riconfigurare le risorse di elaborazione della VM. NetApp Disaster
Recovery supporta la modifica del numero di CPU virtuali, della quantita di DRAM virtuale e del nome della
VM.

Specificare eventuali modifiche alla configurazione della VM

1. (Facoltativo) Modificare il numero di CPU virtuali che ogni VM deve utilizzare. Questa operazione potrebbe
essere necessaria se gli host del cluster vCenter DR non dispongono di tanti core CPU quanti ne ha il
cluster vCenter di origine.

2. (Facoltativo) Modificare la quantita di DRAM virtuale che ogni VM deve utilizzare. Questa operazione
potrebbe essere necessaria se gli host del cluster vCenter DR non dispongono della stessa quantita di
DRAM fisica degli host del cluster vCenter di origine.
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= I NetApp

Console

Add replication plan

Ordine di avvio

gt ol © Mapped

© Mapped

Virtual networks

Virtual machines

1P address type

Static

(] Use the same credentils for all s

[[] Use the same script for all VMs

Target VM prefix Optional ~ Target VM suffix

Operating system CPUS RAM

EVS DR _Plan_ResourceGroup1

e A uns 1 2 es
Linuxd A un 1 2 B
Linwd A tn 1 2 Gig

odificare le impostazioni dell’ordine di avvio
Modif | t dell’ord d

Boot order

Organization
LOD 111317638

© rescucemapping (@) Revien

Preview: Sample VM name

1-30f3

Credentials

Not required

Not required

Not required

NetApp Disaster Recovery supporta il riavvio ordinato delle VM in base a un campo di ordine di avvio. Il campo
Ordine di avvio indica come vengono avviate le VM in ciascun gruppo di risorse. Le VM con lo stesso valore
nel campo Ordine di avvio vengono avviate in parallelo.

1. (Facoltativo) Modifica I'ordine in cui desideri che le tue VM vengano riavviate. Questo campo accetta

qualsiasi valore numerico. NetApp Disaster Recovery tenta di riavviare in parallelo le VM che hanno lo
stesso valore numerico.

2. (Facoltativo) Specificare un ritardo da utilizzare tra ogni riavvio della VM. Il tempo viene inserito dopo il

completamento del riavvio di questa VM e prima delle VM con il numero di ordine di avvio successivo piu
alto. Questo numero & espresso in minuti.
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Organization Project v
= FINetApp  console o g

=
- g 8200
Disaster Recovery Add replication plan (©) vcentersenvers  (2) Applications @) Resource mapping 4) Review
Dashboard —
Sites
o o © Mapped
C— Virtual networks © Mapped
Job monitoring
Virtual machines ~
[ Use the same script for all VMs
Target VM prefix Optional  Target VM suffix
Preview: Sample VM name
‘‘‘‘‘ wm Operating system cpus RAM Boot order Boot delay(mins Scripts Credentials
between 0 and 10) s @
15_DR_Plan_ResourceGroup1
- A tna : 2 s : o 0 Nore Not required
4 A 1 2 Gig 3 5 0 None 2 Not required
A tna : 2 s 2 G ) 0 Nore Not required
n . e !
.

Operazioni personalizzate del sistema operativo guest

NetApp Disaster Recovery supporta I'esecuzione di alcune operazioni del sistema operativo guest per ogni
VM:

* NetApp Disaster Recovery pud eseguire backup coerenti con I'applicazione delle VM che eseguono
database Oracle e database Microsoft SQL Server.

* NetApp Disaster Recovery pud eseguire script personalizzati adatti al sistema operativo guest per ogni
VM. Per eseguire tali script sono necessarie credenziali utente accettabili per il sistema operativo guest,
con ampi privilegi per eseguire le operazioni elencate nello script.

Modificare le operazioni personalizzate del sistema operativo guest di ogni VM

1. (Facoltativo) Selezionare la casella di controllo Crea repliche coerenti con I’'applicazione se la VM ospita
un database Oracle o SQL Server.

2. (Facoltativo) Per eseguire azioni personalizzate all'interno del sistema operativo guest come parte del
processo di avvio, caricare uno script per tutte le VM. Per eseguire un singolo script in tutte le VM,
utilizzare la casella di controllo evidenziata e compilare i campi.

3. Per eseguire determinate modifiche alla configurazione sono necessarie credenziali utente con
autorizzazioni adeguate. Fornire le credenziali nei seguenti casi:

> Uno script verra eseguito all'interno della VM dal sistema operativo guest.

o E necessario eseguire uno snapshot coerente con I'applicazione.
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Organization Project -
LOD_rt11317698 11317698

M NetApp console

in
»
®

aster Recovery Add replication plan (©) veenterservers () Applications @) Resource mapping  (3) Review

Compute resources @ Mapped

ource groups Virtual networks © Mapped

Virtual machines ~

1P address type Target IP

Static Same as source

[ Use the same credentials for all VMs

(] Use the same scrpt for all VMs

Target VM prefix Optional  Target VM suffix Optional

Preview: Sample VM name

‘‘‘‘‘ wm Operating system cpus RAM Boot order Boot delay(mins
between 0 and 10)

Credentials

'S DR Plan_ResourceGroup1

ut A tinux i 2 Gig 1 0

-~ B s i S : o o Nore Not required

w3 A tinx 1 2 Gig i 0 O None 2 Not required

Archivi dati cartografici

Il passaggio finale nella creazione di un piano di replicazione & identificare il modo in cui ONTAP dovrebbe
proteggere i datastore. Queste impostazioni definiscono I'obiettivo del punto di ripristino (RPO) dei piani di
replica, quanti backup devono essere mantenuti e dove replicare i volumi ONTAP di hosting di ciascun
datastore vCenter.

Per impostazione predefinita, NetApp Disaster Recovery gestisce la propria pianificazione di replica degli
snapshot; tuttavia, facoltativamente, € possibile specificare di utilizzare la pianificazione dei criteri di replica
SnapMirror esistente per la protezione del datastore.

Inoltre, & possibile personalizzare facoltativamente quali LIF (interfacce logiche) dei dati e criteri di
esportazione utilizzare. Se non si specificano queste impostazioni, NetApp Disaster Recovery utilizza tutti i dati
LIF associati al protocollo appropriato (NFS, iSCSI o FC) e utilizza la policy di esportazione predefinita per i
volumi NFS.

Per configurare la mappatura del datastore (volume)

1.

(Facoltativo) Decidi se desideri utilizzare una pianificazione di replica ONTAP SnapMirror esistente o se
desideri che NetApp Disaster Recovery gestisca la protezione delle tue VM (impostazione predefinita).

Fornire un punto di partenza da cui stabilire quando il servizio dovrebbe iniziare a eseguire i backup.

3. Specificare la frequenza con cui il servizio deve eseguire un backup e replicarlo nel cluster Amazon FSx

for NetApp ONTAP di destinazione DR.

Specificare quanti backup storici devono essere conservati. Il servizio mantiene lo stesso numero di
backup sul cluster di archiviazione di origine e di destinazione.

. (Facoltativo) Selezionare un’interfaccia logica predefinita (LIF dati) per ciascun volume. Se non viene

selezionato nulla, vengono configurati tutti i LIF di dati nel’'SVM di destinazione che supportano il
protocollo di accesso al volume.

(Facoltativo) Selezionare una policy di esportazione per tutti i volumi NFS. Se non selezionato, viene
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utilizzata la politica di esportazione predefinita

= FINetApp  console
Disaster Recovery

Dashboard

Computa resources © Mapped

Virtual networks

© Mapped

Virtual machines

© Mapped

Datastores

Start taking backups

Add replication plan ©) veenter se

P e——

terservers  (2) Applications

f“wz~ 00 v || Am~

Target datastore

System svM

cluster2 v || svmi

erred NFS LIF

n Preferred NFS LIF
Select pref

Continua con"Creazione guidata piano di replicazione Passaggio 4" .

Organization Project s
LOD 1111317688 11317698

ip
»

Destination volume name

,

Export policy

Creare un piano di replica: Passaggio 4 - Verificare le impostazioni in NetApp Disaster Recovery

Dopo aver aggiunto le informazioni sul piano di replica in NetApp Disaster Recovery,
verificare che le informazioni immesse siano corrette.

Passi

1. Selezionare Salva per rivedere le impostazioni prima di attivare il piano di replica.
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E possibile selezionare ciascuna scheda per rivedere le impostazioni e apportare modifiche a qualsiasi

scheda selezionando l'icona della matita.

Revisione delle impostazioni del piano di
replicazione


evs-deploy-guide-create-rp-wiz-04.html

= Organization Project .

=  FINetApp comsoke & 8 06
Add replication plan () veenterservers () Applications (¥ Resource mapping © review

DDDDDDDDD Replication plan > Add pk

Review

Sites
Review and add the replication plan.
Replication plans
192.168.0.31 192.168.0.32

Plan details

,,,,,,,,,,,

m

2. Quando sei sicuro che tutte le impostazioni siano corrette, seleziona Aggiungi piano nella parte inferiore
dello schermo.

Continua con"Verificare il piano di replicazione" .

Verificare che tutto funzioni in NetApp Disaster Recovery

Dopo aver aggiunto il piano di replica in NetApp Disaster Recovery, si torna alla pagina
Piani di replica, dove & possibile visualizzare i piani di replica e il relativo stato. E
necessario verificare che il piano di replicazione sia nello stato Integro. In caso contrario,
€ necessario controllare lo stato del piano di replicazione e correggere eventuali problemi
prima di procedere.

Figura: Pagina dei piani di
replicazione
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evs-deploy-guide-verify-rp.html

Organization - Project - =

= MINetApp console o Cimtepc g 80 ©

Dashboard
Replicaton lns (1) R . |

Name ~ | Compliance status Plan status S | Protected site Resource groups o | Failoversite

Repl pl
I EVS_DR Plan @) Healthy (©) Ready DemoOnPremite 1 RG2 EVS_DR Site

NetApp Disaster Recovery esegue una serie di test per verificare che tutti i componenti (cluster ONTAP ,
cluster vCenter e VM) siano accessibili e nello stato corretto affinché il servizio protegga le VM. Questo &
chiamato controllo di conformita e viene eseguito regolarmente.

Nella pagina Piani di replicazione puoi vedere le seguenti informazioni:

 Stato dell’ultimo controllo di conformita

* Lo stato di replicazione del piano di replicazione

* Il nome del sito protetto (di origine)

» L’elenco dei gruppi di risorse protetti dal piano di replica

* Il nome del sito di failover (destinazione)

Eseguire operazioni di piano di replica con NetApp Disaster Recovery

Utilizzare NetApp Disaster Recovery con Amazon EVS e Amazon FSx for NetApp
ONTAP per eseguire le seguenti operazioni: failover, failover di prova, aggiornamento
delle risorse, migrazione, acquisizione immediata di uno snapshot,
disabilitazione/abilitazione del piano di replica, pulizia dei vecchi snapshot, riconciliazione
degli snapshot, eliminazione del piano di replica e modifica delle pianificazioni.

Failover

L'operazione principale che potresti dover eseguire € quella che speri non accada mai: il failover sul data
center DR (di destinazione) in caso di un guasto catastrofico nel sito di produzione locale.

Il failover &€ un processo avviato manualmente.

Passaggi per accedere all’operazione di failover
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1. Dalla barra di navigazione sinistra NetApp Console , selezionare Protezione > Disaster Recovery.

2. Dal menu NetApp Disaster Recovery , selezionare Piani di replica.

Passaggi per eseguire un failover
1. Dalla pagina Piani di replica, seleziona I'opzione Azioni del piano di replica sss .

2. Selezionare Fail over.

- Organization Project =
= FINetApp Console St 1 Smimet e g 20 O
Disaster Recovery /7 .
View payment methods ‘ ®

Dashboard
Replication plans (1) o ceerror  [IEZEE

Plan status o | Protected site Resource groups S| Failoversite |

RP_DRAAS @) Healthy (©) Ready DemoOnPremsite_1 RG2, RG1,RG4 DemoCloudsite_1

Test failover

Migrate
Edit schedules
Take snapshot now

Disable

Clean up old snapshots
Reconcile snapshots

Delete

3. Se il sito di produzione (protetto) non € accessibile, selezionare uno snapshot creato in precedenza come
immagine di ripristino. Per farlo, seleziona Seleziona.

4. Selezionare il backup da utilizzare per il ripristino.

5. (Facoltativo) Selezionare se si desidera che NetApp Disaster Recovery forzi il processo di failover
indipendentemente dallo stato del piano di replica. Questa soluzione dovrebbe essere adottata solo come
ultima risorsa.

6. (Facoltativo) Selezionare se si desidera che NetApp Disaster Recovery crei automaticamente una
relazione di protezione inversa dopo il ripristino del sito di produzione.

7. Digita la parola "Failover" per confermare che desideri procedere.

8. Selezionare Failover.
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= FINtAPD  Console Organization Project v 92 0 0

Simulated-Org Simuaed-Proj =

Failover: RP_DRAAS

/" Warning: ailng over willdsrupt clent acces t the data i DemoOnPremsite.1 d
to DemoCloudSite 1 DR Site.

Snapshot copy for volume recovery O Take snapshot now  ® Select

Selecta batch of snapshots for

/A Warning: Allchanges made after the

Batches (5)

©  sevvember 24, 2025 25304

September 24, 2025 at 9:30 AM

September 24, 2025 at 9:30 AM

September 24, 2025 at 930 AM

September 24, 2025 at 9:30 AM

1-50f5 <« <15 »

Failover di prova

Un failover di test & simile a un failover, ma con due differenze.

« |l sito di produzione & ancora attivo e tutte le VM funzionano ancora come previsto.

 La protezione NetApp Disaster Recovery delle VM di produzione continua.

Cio viene realizzato utilizzando volumi ONTAP FlexClone nativi nel sito di destinazione. Per saperne di piu sul
failover di test, vedere"Eseguire il failover delle applicazioni su un sito remoto | Documentazione NetApp" .

| passaggi per eseguire un failover di prova sono identici a quelli utilizzati per eseguire un failover reale, con la
differenza che si utilizza I'operazione Failover di prova nel menu contestuale del piano di replica.

Passi
1. Selezionare I'opzione Azioni del piano di replicazione sss .

2. Selezionare Test failover dal menu.
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../use/failover.html

= FINetApp  Console Farrrilig [l 5 20 O

Simulated-Org Simuaed-Proj =

isaster Recovery
Viewpayment methods | (D)

Dashboard
Replicatonplans () E—
Sites
Name. ~ | Compliancestatus S Planstatus o | Protectedsite | Resource groups S | Failoversite |
I Replication plans
RP_DRAAS (@) Healthy () Ready DemoOnPremsite_1 RG2, RG1, RG4 DemoCloudsite_1 [cD)

Resource groups View plan details

Job monitoring Run compliance check

Refresh resources

Test failover

Migrate
Edit schedules

Take snapshot now

Disable

. Decidi se vuoi ottenere lo stato piu recente dell’ambiente di produzione (Esegui snapshot ora) o utilizzare
un backup del piano di replica creato in precedenza (Seleziona)

. Se hai scelto un backup creato in precedenza, seleziona il backup da utilizzare per il ripristino.
. Digitare la parola "Test failover" per confermare che si desidera procedere.

. Selezionare Test failover.

_ Oguizaion v | it~ -
= FINetApp console ENITD Stz 0y Simiated i g 20 O
Test failover: RP_DRAAS

/N Warnings Tis tet will create 6 VMs inthe sie DemCloudsite_1. Th test won' affect th site
DemoOnPremsSite 1.

recovery O Take
i i lan.
apshots i

/\ Warning: All changes made after the

Selecta batch of snapshots for

Batches (5)

@  september 24,2025 at 930 AM
September 24, 2025 at 9:30 AM
September 24, 2025 at 9:30 AM
September 24, 2025 at 9:30 AM

September 24, 2025 at 9:30 AM

1-50f5 < 1)

Enter Test failover to confi

=

o
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Eseguire un controllo di conformita

Per impostazione predefinita, i controlli di conformita vengono eseguiti ogni tre ore. In qualsiasi momento
potresti voler eseguire manualmente un controllo di conformita.

Passi

1. Seleziona I'opzione *Azioni* sss accanto al piano di replicazione.

2. Selezionare I'opzione Esegui controllo di conformita dal menu Azioni del piano di replicazione:

= M NetApp Console ".'?",l’"‘"" v ”T“‘:‘.; . ~

Replication plans (1) Q

Plan status 2 | Protectedsite Resource groups 2 | Failoversite

RP_DRAAS ©) Healthy (©) Ready DemoOnPremsite 1 RG2, RG1, RG4. DemoCloudsite 1

Edit schedules
Take snapshot now

Disable

3. Per modificare la frequenza con cui NetApp Disaster Recovery esegue automaticamente i controlli di
conformita, selezionare I'opzione Modifica pianificazioni dal menu Azioni del piano di replica.

Aggiorna le risorse

Ogni volta che si apportano modifiche all’infrastruttura virtuale, ad esempio aggiungendo o eliminando VM,
aggiungendo o eliminando datastore o spostando VM tra datastore, € necessario eseguire un aggiornamento
dei cluster vCenter interessati nel servizio NetApp Disaster Recovery . Per impostazione predefinita, il servizio
esegue questa operazione automaticamente una volta ogni 24 ore, ma un aggiornamento manuale garantisce
che le informazioni piu recenti sull'infrastruttura virtuale siano disponibili € prese in considerazione per la
protezione DR.

Ci sono due casi in cui € necessario un aggiornamento:

» Aggiornamento vCenter: esegui un aggiornamento vCenter ogni volta che le VM vengono aggiunte,
eliminate o spostate da un cluster vCenter:

» Aggiornamento del piano di replica: esegui un aggiornamento del piano di replica ogni volta che una VM
viene spostata tra datastore nello stesso cluster vCenter di origine.
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— Organization Project v -
= FINetApp console S a7} 5 200 0

Disaster Recovery ()
View payment methods B
Dashboard
Replicaton lns (1) R . |

Name ~ | Compliance status S| Planstatus S| Protected site Resource groups | Failoversite |

RP_DRAAS @) Healthy (©) Ready DemoOnPremite 1 RG2, RG1, RG4 DemoCloudsite 1

Resource groups View plan details

Test failover

Migrate
Edit schedules

Take snapshot now

Disable

Migrare

Sebbene NetApp Disaster Recovery venga utilizzato principalmente per casi di disaster recovery, pud anche
consentire spostamenti una tantum di un set di VM dal sito di origine al sito di destinazione. Potrebbe essere
utilizzato per un progetto di migrazione concertata verso il cloud oppure per evitare disastri, come maltempo,
conflitti politici o altri potenziali eventi catastrofici temporanei.

1. Seleziona 'opzione *Azioni* s## accanto al piano di replicazione.

2. Per spostare le VM in un piano di replicazione nel cluster Amazon EVS di destinazione, selezionare Migra
dal menu Azioni del piano di replicazione:
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= FINetApp  Console ij;',’:;‘f;;g‘ ;’:ﬁed,mv = 20O O

Dashboard
Replicatin plans 1 R— ]

Name ~ | Compliance status S Planstatus 2 | Protectedsite Resource groups 2 | Failoversite |

Re.DRAAS © Ready Demoonpremsie 1 RG2,RG1, RGe Democioudsite 1

Test failover

Migrate
Edit schedules
Take snapshot now

Disable

3. Immettere le informazioni nella finestra di dialogo Migra.

Scatta un’istantanea ora

In qualsiasi momento & possibile acquisire un’istantanea immediata del piano di replicazione. Questo snapshot
e incluso nelle considerazioni NetApp Disaster Recovery impostate dal conteggio di conservazione degli
snapshot del piano di replica.

1. Seleziona l'opzione *Azioni* s## accanto al piano di replicazione.

2. Per acquisire immediatamente uno snapshot delle risorse del piano di replica, selezionare Esegui
snapshot ora nel menu Azioni del piano di replica:
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= FINetApp  Console ij;‘,’:;‘f;;g‘ ;’:ﬁed,mv = 20O O

Replication plans (1)

Name ~ | Compliance status S Planstatus 2 | Protectedsite Resource groups 2 | Failoversite |

Re.DRAAS © Ready Demoonpremsie 1 RG2,RG1, RGe Democioudsite 1

Test failover

Disabilita o abilita il piano di replicazione
Potrebbe essere necessario interrompere temporaneamente il piano di replicazione per eseguire alcune

operazioni o operazioni di manutenzione che potrebbero avere un impatto sul processo di replicazione. Il
servizio fornisce un metodo per arrestare e avviare la replica.

1. Per interrompere temporaneamente la replica, selezionare Disabilita nel menu Azioni del piano di replica.

2. Per riavviare la replica, selezionare Abilita nel menu Azioni del piano di replica.

Quando il piano di replica € attivo, il comando Abilita € disattivato. Quando il piano di replica € disabilitato,
il comando Disabilita & disattivato.
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= FINetApp  Console ij;‘,’:;‘f;;g‘ ;’:ﬁed,mv = 20O O

Disaster Recovery

Dashboard

Replication plans (1) Q
Sites
Name A | Compliance status s Plan status. & Protected site Resource groups S | Failoversite |
Rp DRARS © Healthy @ ready DemoOnpremsite. 1 RG2,RG1, Re4 DemoCloudsite 1 =

Resource groups View plan details

Run cor

Job monitoring

Refresh

Test failover

Fail over

Migrate

Edit schedules

Take snapshot now

Disable

Clean up old snapshots
Reconcile snapshots

Delete

Pulisci i vecchi snapshot

Potrebbe essere opportuno ripulire gli snapshot pit vecchi conservati nei siti di origine e di destinazione. Cio
pud accadere se il conteggio di conservazione degli snapshot del piano di replica viene modificato.
1. Seleziona 'opzione *Azioni* ss» accanto al piano di replicazione.

2. Per rimuovere manualmente questi snapshot piu vecchi, selezionare Pulisci snapshot vecchi dal menu
Azioni del piano di replica.

= Organization + Project v =
= FINetApp console Saedony i s 20 0
Disaster Recovery .
View payment methods ®
Dashboard
Replcaton plns (1) PY—
Sites
Name ~ | Compliance status S | Plansttus 2 | Protectedsite Resource groups, S| Failoversite |
RP_DRAAS ©) Healthy (©) Ready DemoCnPremsite_1 RG2, RG1, RG4 DemoCloudsite_1 D)
Resource groups View plan details
sob oritoring Run compliance check

Refresh resources

Test failover

Migrate
Edit schedules
Take snapshot now

Disable

Clean up old snapshots

Reconcile snapshots

Delete
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Riconciliare gli snapshot

Poiché il servizio orchestra gli snapshot del volume ONTAP , & possibile per un amministratore di storage
ONTAP eliminare direttamente gli snapshot utilizzando ONTAP System Manager, ONTAP CLI o le API REST
ONTAP senza che il servizio ne sia a conoscenza. |l servizio elimina automaticamente ogni 24 ore tutti gli
snapshot presenti sul cluster di origine che non si trovano sul cluster di destinazione. Tuttavia, & possibile

eseguire questa operazione su richiesta. Questa funzionalita consente di garantire che gli snapshot siano
coerenti in tutti i siti.

1. Seleziona 'opzione *Azioni* ==# accanto al piano di replicazione.

2. Per eliminare gli snapshot dal cluster di origine che non esistono nel cluster di destinazione, selezionare
Riconcilia snapshot dal menu Azioni del piano di replica.

= FINetApp  Console :f:‘:f;“f;gv ;’:jﬁed,wv g 200 O

\ View payment methods \ ®

Replcation plans 1 CR— |

Name A | Compliancestatus S Planstatus S| Protectedsite

Resource groups 5 | Failoversite |

RP_DRAAS ©) Healthy. (©) Ready DemoOnPremsite_1 RG2, RG1, RG4 DemoCloudsite_1 D)

Edit schedules

Take snapshot now

Disable

Elimina piano di replicazione
Se il piano di replicazione non & piu necessario, € possibile eliminarlo.

1. Seleziona I'opzione *Azioni* sss accanto al piano di replicazione.

2. Per eliminare il piano di replicazione, selezionare Elimina dal menu contestuale del piano di replicazione.
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= FINetApp  Console ij;‘,’:;‘f;;g‘ ;’:ﬁed,mv = 20O O

Disaster Recovery

Dashboard

Replication plans (1) Q
Sites
Name A | Compliance status s Plan status. & Protected site Resource groups S | Failoversite |
Rp DRARS © Healthy @ ready DemoOnpremsite. 1 RG2,RG1, Re4 DemoCloudsite 1

Resource groups View plan details

Run cor

Job monitoring

Refresh

Test failover
Fail over

Migrate

Edit schedules

Take snapshot now
Disable

Clean up old snapshots

Reconcile snapshots

Delete

Modificare gli orari

Due operazioni vengono eseguite automaticamente con cadenza regolare: i failover dei test e i controlli di
conformita.
1. Seleziona 'opzione *Azioni* ss» accanto al piano di replicazione.

2. Per modificare queste pianificazioni per una di queste due operazioni, selezionare Modifica pianificazioni
per il piano di replica.

= Organization + Project v =
= FINetApp console Saedony i s 20 0
Disaster Recovery .
View payment methods ®
Dashboard
Replcaton plns (1) PY—
Sites
Name ~ | Compliance status S | Plansttus 2 | Protectedsite Resource groups, S| Failoversite |
RP_DRAAS ©) Healthy (©) Ready DemoCnPremsite_1 RG2, RG1, RG4 DemoCloudsite_1 D)
Resource groups View plan details
sob oritoring Run compliance check

Refresh resources

Test failover

Migrate

Edit schedules

Take snapshot now

Disable
Clean up old snapshots

Reconcile snapshots

Delete
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Modifica I'intervallo di controllo della conformita

Per impostazione predefinita, i controlli di conformita vengono eseguiti ogni tre ore. E possibile modificare
l'intervallo tra 30 minuti e 24 ore.

Per modificare questo intervallo, modificare il campo Frequenza nella finestra di dialogo Modifica pianificazioni:

= FINetApp  Console u.gz..imo.: ~ P‘mj‘iigd L = '0 Q@ o

Edit schedules: EVS_DR_Plan

on a recurring basis. Enter how often these actions should ocur.

Test failover

[ Run test failovers on a schedule @

Pianificare failover di test automatizzati

Per impostazione predefinita, i failover dei test vengono eseguiti manualmente. E possibile pianificare failover
di test automatici, che contribuiscono a garantire che i piani di replica funzionino come previsto. Per saperne di
piu sul processo di failover di test, vedere"Testare il processo di failover" .

Passaggi per pianificare i failover dei test
1. Seleziona I'opzione *Azioni* sss accanto al piano di replicazione.

Selezionare Esegui failover.
Selezionare la casella di controllo Esegui failover di test in base a una pianificazione.
(Facoltativo) Selezionare Usa snapshot su richiesta per failover di test pianificato.

Selezionare un tipo di intervallo nel menu a discesa Ripeti.

o o M »w N

Selezionare quando eseguire il failover di prova

a. Settimanale: seleziona il giorno della settimana

b. Mensile: seleziona il giorno del mese
7. Scegli 'ora del giorno in cui eseguire il failover di prova
8. Scegli la data di inizio.

9. Decidi se desideri che il servizio pulisca automaticamente I'ambiente di test e per quanto tempo desideri
che 'ambiente di test venga eseguito prima che venga avviato il processo di pulizia.
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10. Seleziona Salva.

_ ogmion ~ ot o
MINetAPp Comsole @D iy St g 20 ©

Edit schedules: EVS_DR_Plan

Compliance checks and test failovers run on a recurring basis. Enter how often these actions should occur.

Compliance check
Frequency (min)

180

Test failover
Run test failovers on a schedule @
[J Use on-demand snapshot for scheduled test failover [IEA8

Repeat

Weekly b ‘

Day of the week

Saturday - ‘

Start date.

- ‘ ‘ 2025-09-23

Automatically cleanup [10_| minutes after test failover @
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Domande frequenti su NetApp Disaster Recovery

Questa sezione FAQ puo aiutarti se stai cercando una risposta rapida a una domanda.

Qual é 'URL NetApp Disaster Recovery ? Per 'URL, in un browser, inserisci: "https://console.netapp.com/"
per accedere alla console NetApp .

E necessaria una licenza per utilizzare NetApp Disaster Recovery? Per un accesso completo & necessaria
una licenza NetApp Disaster Recovery . Tuttavia, puoi provarlo con la versione di prova gratuita.

Per i dettagli sulla configurazione delle licenze per NetApp Disaster Recovery, fare riferimento a"lmpostare la
licenza NetApp Disaster Recovery" .

Come si accede a NetApp Disaster Recovery? NetApp Disaster Recovery non richiede alcuna abilitazione.

L'opzione di ripristino di emergenza viene visualizzata automaticamente nel menu di navigazione sinistro della
NetApp Console .
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Conoscenza e supporto

Registrati per ricevere supporto

Per ricevere supporto tecnico specifico per NetApp Console e le sue soluzioni di storage
e servizi dati € necessaria la registrazione al supporto. La registrazione del supporto &
inoltre richiesta per abilitare i flussi di lavoro chiave per i sistemi Cloud Volumes ONTAP .

La registrazione per il supporto non abilita il supporto NetApp per un servizio file del provider cloud. Per
assistenza tecnica relativa a un servizio file di un provider cloud, alla sua infrastruttura o a qualsiasi soluzione
che utilizzi il servizio, fare riferimento alla sezione "Ottenere assistenza" nella documentazione del prodotto in
questione.

* "Amazon FSx per ONTAP"
* "Azure NetApp Files"
* "Google Cloud NetApp Volumes"

Panoramica della registrazione del supporto
Per attivare il diritto al sostegno sono previste due modalita di registrazione:

* Registrando il numero di serie del tuo account NetApp Console (il numero di serie di 20 cifre 960XXXXXXXXX
che si trova nella pagina Risorse di supporto nella Console).

Questo funge da ID di abbonamento unico per qualsiasi servizio all'interno della Console. Ogni account
Console deve essere registrato.

 Registrazione dei numeri di serie di Cloud Volumes ONTAP associati a un abbonamento nel marketplace
del tuo provider cloud (si tratta di numeri di serie a 20 cifre 909201 XXXXXXXX).

Questi numeri di serie sono comunemente denominati numeri di serie PAYGO e vengono generati dalla
NetApp Console al momento della distribuzione Cloud Volumes ONTAP .

La registrazione di entrambi i tipi di numeri di serie consente funzionalita quali I'apertura di ticket di supporto e
la generazione automatica di casi. La registrazione viene completata aggiungendo gli account NetApp Support
Site (NSS) alla Console come descritto di seguito.

Registra NetApp Console per il supporto NetApp

Per registrarsi per ricevere supporto e attivare il diritto al supporto, un utente del tuo account NetApp Console
deve associare un account NetApp Support Site al proprio accesso alla Console. La modalita di registrazione
per I'assistenza NetApp varia a seconda che si disponga gia di un account NetApp Support Site (NSS).

Cliente esistente con un account NSS

Se sei un cliente NetApp con un account NSS, devi semplicemente registrarti per ricevere supporto tramite la
Console.

Passi
1. Selezionare Amministrazione > Credenziali.

130


https://docs.netapp.com/us-en/storage-management-fsx-ontap/start/concept-fsx-aws.html#getting-help
https://docs.netapp.com/us-en/storage-management-azure-netapp-files/concept-azure-netapp-files.html#getting-help
https://docs.netapp.com/us-en/storage-management-google-cloud-netapp-volumes/concept-gcnv.html#getting-help

2. Selezionare Credenziali utente.

3. Selezionare Aggiungi credenziali NSS e seguire la richiesta di autenticazione del sito di supporto NetApp
(NSS).

4. Per confermare che il processo di registrazione € andato a buon fine, seleziona I'icona Aiuto e poi
Supporto.

La pagina Risorse dovrebbe mostrare che il tuo account Console €& registrato per il supporto.

Tieni presente che gli altri utenti della Console non vedranno lo stesso stato di registrazione del supporto
se non hanno associato un account NetApp Support Site al loro login. Tuttavia, cid non significa che il tuo
account non sia registrato per I'assistenza. Se un utente dell’organizzazione ha seguito questi passaggi, il
tuo account € stato registrato.

Cliente esistente ma nessun account NSS

Se sei un cliente NetApp esistente con licenze e numeri di serie esistenti ma nessun account NSS, devi creare
un account NSS e associarlo al tuo accesso alla Console.

Passi

1. Crea un account del sito di supporto NetApp completando il "Modulo di registrazione utente del sito di
supporto NetApp"

a. Assicurati di selezionare il livello utente appropriato, che in genere € Cliente NetApp /Utente finale.

b. Assicurati di copiare il numero di serie dell’account della console (960xxxx) utilizzato sopra per il
campo del numero di serie. Cid velocizzera I'elaborazione dell’account.

2. Associa il tuo nuovo account NSS al tuo accesso alla Console completando i passaggi indicati di
seguitoCliente esistente con un account NSS .

Novita assoluta per NetApp
Se sei un nuovo utente NetApp e non hai un account NSS, segui i passaggi indicati di seguito.

Passi
1. Nell’angolo in alto a destra della Console, seleziona I'icona Aiuto e seleziona Supporto.

2. Individua il numero di serie del tuo ID account nella pagina di registrazione del supporto.

96015585434285107893 . Not Registered
Account serial number Add your MetApp Support Site (N5S5) credentials to BlueXP

Follow these instructionsto register for support in case you don't have an NSS account yet,

3. Vai a "Sito di registrazione del supporto NetApp" e seleziona Non sono un cliente NetApp registrato.
4. Compila i campi obbligatori (quelli contrassegnati da asterischi rossi).

5. Nel campo Linea di prodotti, seleziona Cloud Manager e poi seleziona il tuo fornitore di fatturazione
applicabile.

6. Copia il numero di serie del tuo account dal passaggio 2 sopra, completa il controllo di sicurezza e
conferma di aver letto I'Informativa globale sulla privacy dei dati di NetApp.

Per finalizzare questa transazione sicura, verra inviata immediatamente un’e-mail alla casella di posta
indicata. Se I'’e-mail di convalida non arriva entro pochi minuti, assicurati di controllare la cartella spam.

131



https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/user/registration
https://register.netapp.com

7. Conferma l'azione dall'interno dell’e-mail.
La conferma invia la richiesta a NetApp e ti consiglia di creare un account sul sito di supporto NetApp .

8. Crea un account del sito di supporto NetApp completando il "Modulo di registrazione utente del sito di
supporto NetApp"
a. Assicurati di selezionare il livello utente appropriato, che in genere € Cliente NetApp /Utente finale.
b. Assicurati di copiare il numero di serie dell’account (960xxxx) utilizzato sopra per il campo del numero
di serie. Cio velocizzera I'elaborazione.

Dopo aver finito

NetApp dovrebbe contattarti durante questo processo. Si tratta di un esercizio di onboarding una tantum per i
nuovi utenti.

Una volta ottenuto I'account del sito di supporto NetApp , associalo al tuo accesso alla console completando i
passaggi indicati di seguitoCliente esistente con un account NSS .

Associare le credenziali NSS per il supporto Cloud Volumes ONTAP

L'associazione delle credenziali del sito di supporto NetApp al tuo account della console € necessaria per
abilitare i seguenti flussi di lavoro chiave per Cloud Volumes ONTAP:

* Registrazione dei sistemi Cloud Volumes ONTAP a consumo per il supporto

Per attivare il supporto per il tuo sistema e accedere alle risorse di supporto tecnico NetApp € necessario
fornire il tuo account NSS.

* Distribuzione di Cloud Volumes ONTAP quando si utilizza la propria licenza (BYOL)

E necessario fornire il proprio account NSS affinché la Console possa caricare la chiave di licenza e
abilitare I'abbonamento per il periodo acquistato. Cio include aggiornamenti automatici per i rinnovi dei
termini.

» Aggiornamento del software Cloud Volumes ONTAP all’ultima versione

L'associazione delle credenziali NSS al tuo account NetApp Console € diversa dall’'associazione dell’account
NSS all’accesso utente della Console.

Queste credenziali NSS sono associate al tuo ID account Console specifico. Gli utenti che appartengono
all'organizzazione Console possono accedere a queste credenziali da Supporto > Gestione NSS.

» Se disponi di un account a livello cliente, puoi aggiungere uno o piu account NSS.

» Se disponi di un account partner o rivenditore, puoi aggiungere uno o piu account NSS, ma non possono
essere aggiunti insieme agli account a livello di cliente.

Passi
1. Nell’angolo in alto a destra della Console, seleziona l'icona Aiuto e seleziona Supporto.
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2. Selezionare Gestione NSS > Aggiungi account NSS.
3. Quando richiesto, seleziona Continua per essere reindirizzato alla pagina di accesso di Microsoft.

NetApp utilizza Microsoft Entra ID come provider di identita per i servizi di autenticazione specifici per il
supporto e le licenze.

4. Nella pagina di accesso, inserisci I'indirizzo email e la password registrati sul sito di supporto NetApp per
eseguire il processo di autenticazione.

Queste azioni consentono alla Console di utilizzare il tuo account NSS per attivita quali download di
licenze, verifica di aggiornamenti software e future registrazioni di supporto.

Notare quanto segue:

o L'account NSS deve essere un account a livello di cliente (non un account ospite o temporaneo). E
possibile avere piu account NSS a livello di cliente.

o Pu0 esserci un solo account NSS se tale account & un account a livello di partner. Se provi ad
aggiungere account NSS a livello di cliente ed esiste gia un account a livello di partner, riceverai il
seguente messaggio di errore:

"Il tipo di cliente NSS non & consentito per questo account poiché sono gia presenti utenti NSS di tipo
diverso."

Lo stesso vale se si dispone di account NSS preesistenti a livello di cliente e si tenta di aggiungere un
account a livello di partner.

> Dopo aver effettuato I'accesso, NetApp memorizzera il nome utente NSS.

Si tratta di un ID generato dal sistema che corrisponde al tuo indirizzo email. Nella pagina Gestione
NSS, puoi visualizzare la tua email da =+« menu.

> Se hai bisogno di aggiornare i token delle credenziali di accesso, € disponibile anche I'opzione
Aggiorna credenziali in ==« menu.

Utilizzando questa opzione ti verra richiesto di effettuare nuovamente I'accesso. Si noti che il token per
questi account scade dopo 90 giorni. Verra pubblicata una notifica per avvisarti di cio.
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Ottieni aiuto

NetApp fornisce supporto per NetApp Console e i suoi servizi cloud in vari modi. Sono
disponibili ampie opzioni di auto-supporto gratuite 24 ore su 24, 7 giorni su 7, come
articoli della knowledge base (KB) e un forum della community. La registrazione al
supporto include supporto tecnico remoto tramite ticket web.

Ottieni supporto per un servizio file di un provider cloud

Per il supporto tecnico relativo al servizio file di un provider cloud, alla sua infrastruttura o a qualsiasi soluzione
che utilizzi il servizio, fare riferimento alla documentazione del prodotto in questione.

* "Amazon FSx per ONTAP"
* "Azure NetApp Files"
* "Google Cloud NetApp Volumes"

Per ricevere supporto tecnico specifico per NetApp e le sue soluzioni di storage e servizi dati, utilizzare le
opzioni di supporto descritte di seguito.

Utilizzare opzioni di auto-supporto
Queste opzioni sono disponibili gratuitamente, 24 ore al giorno, 7 giorni alla settimana:
* Documentazione
La documentazione NetApp Console che stai visualizzando.
» "Base di conoscenza"
Cerca nella knowledge base NetApp per trovare articoli utili per la risoluzione dei problemi.
+ "Comunita"

Unisciti alla community NetApp Console per seguire le discussioni in corso o crearne di nuove.

Crea un caso con il supporto NetApp

Oltre alle opzioni di supporto autonomo sopra descritte, puoi collaborare con uno specialista del supporto
NetApp per risolvere eventuali problemi dopo aver attivato il supporto.
Prima di iniziare
* Per utilizzare la funzionalita Crea un caso, devi prima associare le credenziali del sito di supporto NetApp
all'accesso alla console. "Scopri come gestire le credenziali associate al tuo accesso alla Console" .

» Se stai aprendo un caso per un sistema ONTAP che ha un numero di serie, il tuo account NSS deve
essere associato al numero di serie di quel sistema.

Passi
1. Nella NetApp Console, seleziona Guida > Supporto.

2. Nella pagina Risorse, seleziona una delle opzioni disponibili in Supporto tecnico:
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a. Seleziona Chiamaci se desideri parlare con qualcuno al telefono. Verrai indirizzato a una pagina su
netapp.com in cui sono elencati i numeri di telefono che puoi chiamare.

b. Seleziona Crea un caso per aprire un ticket con uno specialista del supporto NetApp :

Servizio: seleziona il servizio a cui € associato il problema. Ad esempio, * NetApp Console*
quando si tratta di un problema specifico di supporto tecnico con flussi di lavoro o funzionalita
all'interno della Console.

Sistema: se applicabile all’archiviazione, selezionare * Cloud Volumes ONTAP* o On-Prem e
quindi 'ambiente di lavoro associato.

L'elenco dei sistemi rientra nell’ambito dell’'organizzazione della Console e dell’agente della
Console selezionato nel banner in alto.

Priorita del caso: scegli la priorita del caso, che pud essere Bassa, Media, Alta o Critica.

Per saperne di piu su queste priorita, passa il mouse sull'icona informativa accanto al nome del
campo.

Descrizione del problema: fornisci una descrizione dettagliata del problema, inclusi eventuali
messaggi di errore o passaggi per la risoluzione dei problemi eseguiti.

Indirizzi email aggiuntivi: inserisci altri indirizzi email se desideri informare qualcun altro di questo

problema.

Allegato (facoltativo): carica fino a cinque allegati, uno alla volta.

Gli allegati sono limitati a 25 MB per file. Sono supportate le seguenti estensioni di file: txt, log, pdf,

jpg/jpeg, rtf, doc/docx, xIs/xIsx e csv.
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ntapitdemo &
MWetApp Support Site Account

Service Warking Enviroment

Case Priority

Low - General guidance

Issue Description

Additional Email Addresses (Optional)

Attachment (Optional) T Uplead

Dopo aver finito

Apparira una finestra pop-up con il numero del tuo caso di supporto. Uno specialista del supporto NetApp
esaminera il tuo caso e ti contattera al piu presto.

Per una cronologia dei tuoi casi di supporto, puoi selezionare Impostazioni > Cronologia e cercare le azioni
denominate "crea caso di supporto”. Un pulsante all’estrema destra consente di espandere I'azione per
visualizzarne i dettagli.

E possibile che venga visualizzato il seguente messaggio di errore quando si tenta di creare un caso:

"Non sei autorizzato a creare un caso contro il servizio selezionato"

Questo errore potrebbe indicare che I'account NSS e la societa registrata a cui & associato non corrispondono
alla stessa societa registrata per il numero di serie dell’account NetApp Console (ad esempio 960xxxx) o il

numero di serie del’ambiente di lavoro. Puoi richiedere assistenza utilizzando una delle seguenti opzioni:

* Invia un caso non tecnico a https://mysupport.netapp.com/site/help
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Gestisci i tuoi casi di supporto

E possibile visualizzare e gestire i casi di supporto attivi e risolti direttamente dalla Console. Puoi gestire i casi
associati al tuo account NSS e alla tua azienda.

Notare quanto segue:
» La dashboard di gestione dei casi nella parte superiore della pagina offre due visualizzazioni:

o La vista a sinistra mostra il totale dei casi aperti negli ultimi 3 mesi dal’account NSS utente fornito.

o La vista a destra mostra il totale dei casi aperti negli ultimi 3 mesi a livello aziendale in base al tuo
account NSS utente.

| risultati nella tabella riflettono i casi correlati alla vista selezionata.

+ E possibile aggiungere o rimuovere colonne di interesse e filtrare il contenuto di colonne come Priorita e
Stato. Altre colonne forniscono solo funzionalita di ordinamento.

Per maggiori dettagli, vedere i passaggi riportati di seguito.

 Alivello di singolo caso, offriamo la possibilita di aggiornare le note del caso o di chiudere un caso che non
sia gia nello stato Chiuso o In attesa di chiusura.

Passi
1. Nella NetApp Console, seleziona Guida > Supporto.

2. Seleziona Gestione casi e, se richiesto, aggiungi il tuo account NSS alla Console.
La pagina Gestione casi mostra i casi aperti relativi al’account NSS associato al tuo account utente della
Console. Si tratta dello stesso account NSS che appare in cima alla pagina Gestione NSS.

3. Facoltativamente, modifica le informazioni visualizzate nella tabella:

> In Casi dell’organizzazione, seleziona Visualizza per visualizzare tutti i casi associati alla tua
azienda.

> Modifica I'intervallo di date scegliendo un intervallo di date esatto o un intervallo di tempo diverso.
o Filtra il contenuto delle colonne.
’ Modifica le colonne che appaiono nella tabella selezionandoe e quindi scegli le colonne che desideri
visualizzare.
4. Gestisci un caso esistente selezionandos== € selezionando una delle opzioni disponibili:
o Visualizza caso: visualizza i dettagli completi su un caso specifico.
o Aggiorna note sul caso: fornisci ulteriori dettagli sul tuo problema o seleziona Carica file per allegare

fino a un massimo di cinque file.

Gli allegati sono limitati a 25 MB per file. Sono supportate le seguenti estensioni di file: txt, log, pdf,
jpg/jpeg, rtf, doc/docx, xIs/xIsx e csv.

o Chiudi caso: fornisci i dettagli sul motivo per cui stai chiudendo il caso e seleziona Chiudi caso.
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Note legali

Le note legali forniscono accesso a dichiarazioni di copyright, marchi commerciali,
brevetti e altro ancora.

Copyright

"https://www.netapp.com/company/legal/copyright/"

Marchi

NETAPP, il logo NETAPP e i marchi elencati nella pagina Marchi NetApp sono marchi di NetApp, Inc. Altri nomi
di aziende e prodotti possono essere marchi dei rispettivi proprietari.

"https://www.netapp.com/company/legal/trademarks/"

Brevetti
Un elenco aggiornato dei brevetti di proprieta di NetApp € disponibile all’indirizzo:

https://www.netapp.com/pdf.html?item=/media/11887-patentspage.pdf

Politica sulla riservatezza

"https://www.netapp.com/company/legal/privacy-policy/"

Open source

| file di avviso forniscono informazioni sui diritti d’autore e sulle licenze di terze parti utilizzati nel software
NetApp .

"Avviso per NetApp Disaster Recovery"
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Informazioni sul copyright

Copyright © 2026 NetApp, Inc. Tutti i diritti riservati. Stampato negli Stati Uniti d’America. Nessuna porzione di
questo documento soggetta a copyright pud essere riprodotta in qualsiasi formato o mezzo (grafico, elettronico
0 meccanico, inclusi fotocopie, registrazione, nastri o storage in un sistema elettronico) senza previo consenso
scritto da parte del detentore del copyright.

Il software derivato dal materiale sottoposto a copyright di NetApp € soggetto alla seguente licenza e
dichiarazione di non responsabilita:

IL PRESENTE SOFTWARE VIENE FORNITO DA NETAPP "COSI COM’E" E SENZA QUALSIVOGLIA TIPO
DI GARANZIA IMPLICITA O ESPRESSA FRA CUI, ATITOLO ESEMPLIFICATIVO E NON ESAUSTIVO,
GARANZIE IMPLICITE DI COMMERCIABILITA E IDONEITA PER UNO SCOPO SPECIFICO, CHE
VENGONO DECLINATE DAL PRESENTE DOCUMENTO. NETAPP NON VERRA CONSIDERATA
RESPONSABILE IN ALCUN CASO PER QUALSIVOGLIA DANNO DIRETTO, INDIRETTO, ACCIDENTALE,
SPECIALE, ESEMPLARE E CONSEQUENZIALE (COMPRESI, ATITOLO ESEMPLIFICATIVO E NON
ESAUSTIVO, PROCUREMENT O SOSTITUZIONE DI MERCI O SERVIZI, IMPOSSIBILITA DI UTILIZZO O
PERDITA DI DATI O PROFITTI OPPURE INTERRUZIONE DELL'ATTIVITA AZIENDALE) CAUSATO IN
QUALSIVOGLIA MODO O IN RELAZIONE A QUALUNQUE TEORIA DI RESPONSABILITA, SIAESSA
CONTRATTUALE, RIGOROSA O DOVUTA A INSOLVENZA (COMPRESA LA NEGLIGENZA O ALTRO)
INSORTA IN QUALSIASI MODO ATTRAVERSO L'UTILIZZO DEL PRESENTE SOFTWARE ANCHE IN
PRESENZA DI UN PREAVVISO CIRCA LEVENTUALITA DI QUESTO TIPO DI DANNI.

NetApp si riserva il diritto di modificare in qualsiasi momento qualunque prodotto descritto nel presente
documento senza fornire alcun preavviso. NetApp non si assume alcuna responsabilita circa I'utilizzo dei
prodotti o materiali descritti nel presente documento, con I'eccezione di quanto concordato espressamente e
per iscritto da NetApp. L'utilizzo o I'acquisto del presente prodotto non comporta il rilascio di una licenza
nell’ambito di un qualche diritto di brevetto, marchio commerciale o altro diritto di proprieta intellettuale di
NetApp.

Il prodotto descritto in questa guida puo essere protetto da uno o piu brevetti degli Stati Uniti, esteri o in attesa
di approvazione.

LEGENDA PER I DIRITTI SOTTOPOSTI A LIMITAZIONE: I'utilizzo, la duplicazione o la divulgazione da parte
degli enti governativi sono soggetti alle limitazioni indicate nel sottoparagrafo (b)(3) della clausola Rights in
Technical Data and Computer Software del DFARS 252.227-7013 (FEB 2014) e FAR 52.227-19 (DIC 2007).

| dati contenuti nel presente documento riguardano un articolo commerciale (secondo la definizione data in
FAR 2.101) e sono di proprieta di NetApp, Inc. Tutti i dati tecnici e il software NetApp forniti secondo i termini
del presente Contratto sono articoli aventi natura commerciale, sviluppati con finanziamenti esclusivamente
privati. Il governo statunitense ha una licenza irrevocabile limitata, non esclusiva, non trasferibile, non cedibile,
mondiale, per l'utilizzo dei Dati esclusivamente in connessione con e a supporto di un contratto governativo
statunitense in base al quale i Dati sono distribuiti. Con la sola esclusione di quanto indicato nel presente
documento, i Dati non possono essere utilizzati, divulgati, riprodotti, modificati, visualizzati o mostrati senza la
previa approvazione scritta di NetApp, Inc. | diritti di licenza del governo degli Stati Uniti per il Dipartimento
della Difesa sono limitati ai diritti identificati nella clausola DFARS 252.227-7015(b) (FEB 2014).

Informazioni sul marchio commerciale

NETAPP, il logo NETAPP e i marchi elencati alla pagina http://www.netapp.com/TM sono marchi di NetApp,
Inc. Gli altri nomi di aziende e prodotti potrebbero essere marchi dei rispettivi proprietari.
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