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Disaster recovery con SnapMirror

Disaster recovery con SnapMirror

In caso di problemi con un volume o un cluster che esegue il software NetApp Element,
utilizzare la funzionalita SnapMirror per interrompere la relazione e il failover verso il
volume di destinazione.

(D Se il cluster originale & completamente guasto o non esiste, contattare il supporto NetApp per
ulteriore assistenza.

Eseguire un failover da un cluster di elementi

E possibile eseguire un failover dal cluster di elementi per rendere il volume di
destinazione di lettura/scrittura e accessibile agli host sul lato di destinazione. Prima di
eseguire un failover dal cluster di elementi, &€ necessario interrompere la relazione
SnapMirror.

Utilizzare linterfaccia utente di NetApp Element per eseguire il failover. Se I'interfaccia utente di Element non &
disponibile, & possibile utilizzare anche Gestore di sistema di ONTAP o I'interfaccia utente di ONTAP per
eseguire il comando break relationship.

Di cosa hai bisogno
* Esiste una relazione SnapMirror che contiene almeno uno snapshot valido nel volume di destinazione.
« E necessario eseguire il failover sul volume di destinazione a causa di un’interruzione non pianificata o di
un evento pianificato nel sito primario.

Fasi
1. Nellinterfaccia utente di Element, fare clic su Data Protection > SnapMirror Relanes.

2. Individuare la relazione con il volume di origine che si desidera eseguire il failover.
3. Fare clic sull'icona azioni.
4. Fare clic su Interrompi.
5. Confermare I'azione.
Il volume sul cluster di destinazione dispone ora dell’accesso in lettura/scrittura e puo essere montato sugli

host delle applicazioni per riprendere i carichi di lavoro di produzione. Tutta la replica di SnapMirror viene
interrotta in seguito a questa azione. La relazione mostra uno stato di interrotto.

Eseguire un failback a Element

Scopri come eseguire un failback su Element

Una volta mitigato il problema sul lato primario, € necessario risincronizzare il volume di
origine originale e ripristinare il software NetApp Element. | passaggi da eseguire variano
a seconda che il volume di origine sia ancora esistente o che sia necessario eseguire il



failback a un volume appena creato.

Scenari di failback di SnapMirror

La funzionalita di disaster recovery di SnapMirror € illustrata in due scenari di failback. Questi presuppongono
che la relazione originale sia stata interrotta.

Le fasi delle procedure corrispondenti vengono aggiunte come riferimento.

Negli esempi qui riportati, R1 = relazione originale in cui il cluster che esegue il software NetApp

@ Element & il volume di origine (elemento) originale e ONTAP ¢ il volume di destinazione
originale (ONTAP). R2 e R3 rappresentano le relazioni inverse create attraverso I'operazione di
risincronizzazione inversa.

La seguente immagine mostra lo scenario di failback quando il volume di origine &€ ancora presente:
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L'immagine seguente mostra lo scenario di failback quando il volume di origine non esiste piu:
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Trova ulteriori informazioni

* Eseguire un failback quando il volume di origine esiste ancora
* Eseguire un failback quando il volume di origine non esiste piu

» Scenari di failback di SnapMirror

Esegquire un failback quando il volume di origine esiste ancora

E possibile risincronizzare il volume di origine originale e eseguire il failback utilizzando
I'interfaccia utente di NetApp Element. Questa procedura si applica agli scenari in cui il
volume di origine originale esiste ancora.

1. Nellinterfaccia utente di Element, individuare la relazione che si & spezzata per eseguire il failover.
2. Fare clic sull'icona delle azioni e fare clic su Reverse Resync (risincronizzazione inversa).

3. Confermare 'azione.

L'operazione Reverse Resync crea una nuova relazione in cui i ruoli dei volumi di origine e
di destinazione originali vengono invertiti (questo comporta due relazioni quando la
relazione originale persiste). Tutti i nuovi dati del volume di destinazione originale vengono
@ trasferiti al volume di origine come parte dell’operazione di risincronizzazione inversa. E

possibile continuare ad accedere e scrivere i dati nel volume attivo sul lato di destinazione,
ma sara necessario disconnettere tutti gli host nel volume di origine ed eseguire un
aggiornamento di SnapMirror prima di reindirizzare nuovamente al volume primario
originale.

4. Fare clic sull'icona Actions (azioni) della relazione inversa appena creata e fare clic su Update (Aggiorna).

Una volta completata la risincronizzazione inversa, assicurarsi che non vi siano sessioni attive connesse al
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volume sul lato di destinazione e che i dati piu recenti si trovino sul volume primario originale, per
completare il failback e riattivare il volume primario originale, procedere come segue:

5. Fare clic sull'icona Actions (azioni) della relazione inversa e fare clic su Break (Interrompi).

6. Fare clic sull'icona Actions (azioni) della relazione originale e fare clic su Resync.

Il volume primario originale pud ora essere montato per riprendere i carichi di lavoro di
produzione sul volume primario originale. La replica di SnapMirror originale riprende in base
al criterio e alla pianificazione configurati per la relazione.

7. Dopo aver confermato che lo stato della relazione originale € “snapmirrored”, fare clic sull’icona Actions
(azioni) della relazione inversa e fare clic su Delete (Elimina).

Trova ulteriori informazioni

Scenari di failback di SnapMirror

Eseguire un failback quando il volume di origine non esiste piu

E possibile risincronizzare il volume di origine originale e eseguire il failback utilizzando
l'interfaccia utente di NetApp Element. Questa sezione si applica agli scenari in cui il
volume di origine originale € stato perso ma il cluster originale &€ ancora intatto. Per
istruzioni su come eseguire il ripristino in un nuovo cluster, consultare la documentazione
sul sito del supporto NetApp.

Di cosa hai bisogno
» Si dispone di una relazione di replica interrotta tra i volumi Element e ONTAP.

* |l volume dell’elemento viene irrimediabilmente perso.

* Il nome del volume originale viene visualizzato come NON TROVATO.

Fasi

1. Nellinterfaccia utente di Element, individuare la relazione che si & spezzata per eseguire il failover.

Best practice: prendere nota della policy di SnapMirror e dei dettagli di pianificazione della relazione
interrotta originale. Queste informazioni saranno necessarie quando si ricrea la relazione.

2. Fare clic sull'icona azioni e fare clic su Reverse Resync (risincronizzazione inversa).

3. Confermare 'azione.

L'operazione Reverse Resync crea una nuova relazione in cui i ruoli del volume di origine
originale e del volume di destinazione vengono invertiti (questo comporta due relazioni
quando la relazione originale persiste). Poiché il volume originale non esiste piu, il sistema

@ crea un nuovo volume elemento con lo stesso nome e le stesse dimensioni del volume di
origine. Al nuovo volume viene assegnata una policy QoS predefinita chiamata SM-recovery
ed é associato a un account predefinito chiamato SM-recovery. Si desidera modificare
manualmente I'account e la policy QoS per tutti i volumi creati da SnapMirror per sostituire i
volumi di origine distrutti.

| dati dell’'ultimo snapshot vengono trasferiti al nuovo volume come parte dell’operazione di
risincronizzazione inversa. E possibile continuare ad accedere e scrivere i dati nel volume attivo sul lato di
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destinazione, ma sara necessario disconnettere tutti gli host nel volume attivo ed eseguire un
aggiornamento di SnapMirror prima di ripristinare la relazione primaria originale in un passaggio
successivo. Dopo aver completato la risincronizzazione inversa e aver verificato che non vi siano sessioni
attive connesse al volume sul lato di destinazione e che i dati piu recenti si trovino sul volume primario
originale, continuare con i seguenti passaggi per completare il failback e riattivare il volume primario
originale:

4. Fare clic sull'icona azioni della relazione inversa creata durante I'operazione di risincronizzazione inversa
e fare clic su interruzione.

5. Fare clic sull'icona azioni della relazione originale, in cui il volume di origine non esiste, quindi fare clic su
Elimina.

6. Fare clic sull'icona Actions della relazione inversa, che si &€ spezzata al punto 4, quindi fare clic su
Reverse Resync (risincronizzazione inversa).

7. In questo modo vengono invertiti 'origine e la destinazione e si ottiene una relazione con la stessa origine
e destinazione del volume della relazione originale.

8. Fare clic sull'icona azioni e su Modifica per aggiornare questa relazione con le impostazioni di
pianificazione e policy QoS originali di cui si & preso nota.

9. Ora € possibile eliminare in modo sicuro la relazione inversa risynced al punto 6.

Trova ulteriori informazioni

Scenari di failback di SnapMirror

Eseguire un trasferimento o una migrazione una tantum da
ONTAP a Element

In genere, quando si utilizza SnapMirror per il disaster recovery da un cluster di storage
SolidFire che esegue il software NetApp Element al software ONTAP, Element & 'origine
e ONTAP la destinazione. Tuttavia, in alcuni casi il sistema di storage ONTAP puo
fungere da origine ed elemento come destinazione.

 Esistono due scenari:
> Nessuna relazione precedente di disaster recovery. Seguire tutte le fasi di questa procedura.
o Esiste una relazione di disaster recovery precedente, ma non tra i volumi utilizzati per questa
mitigazione. In questo caso, seguire solo i passaggi 3 e 4 riportati di seguito.

Di cosa hai bisogno
* |l nodo di destinazione dell’elemento deve essere stato reso accessibile a ONTAP.

« Il volume Element deve essere stato abilitato per la replica di ShapMirror.

Specificare il percorso di destinazione dell’elemento nel formato hostip:/lun/<id_number>, dove lun & la stringa
corrente “lun” e id_number & I'ID del volume dell’elemento.

Fasi

1. Utilizzando ONTAP, creare la relazione con il cluster di elementi:
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snapmirror create -source-path SVM:volume|cluster://SVM/volume
-destination-path hostip:/lun/name -type XDP -schedule schedule -policy
policy

cluster dst::> snapmirror create -source-path svm 1:volA dst
-destination-path 10.0.0.11:/1un/0005 -type XDP -schedule my daily
-policy MirrorLatest

2. Verificare che la relazione SnapMirror sia stata creata utilizzando il comando show di ONTAP snapmirror.

Vedere le informazioni sulla creazione di una relazione di replica nella documentazione di ONTAP e per la
sintassi completa dei comandi, vedere la pagina man di ONTAP.

3. Utilizzando il ELementCreatevVolume API, creare il volume di destinazione e impostare la modalita di
accesso al volume di destinazione su SnapMirror:

Creare un volume Element utilizzando I’API Element

"method": "CreateVolume",

"params": {
"name": "SMTargetVolumeTest2",
"accountID": 1,
"totalSize": 100000000000,
"enablebl2e": true,

"attributes": {},

"gosPolicyID": 1,

"enableSnapMirrorReplication”: true,
"access": "snapMirrorTarget"

}l

"id": 1

4. Inizializzare la relazione di replica utilizzando ONTAP snapmirror initialize comando:

snapmirror initialize -source-path hostip:/lun/name

-destination-path SVM:volume|cluster://SVM/volume
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