Cloud ibrido FlexPod per piattaforma cloud
Google con NetApp Cloud Volumes ONTAP
e Cisco Intersight

FlexPod

NetApp
October 30, 2025

This PDF was generated from https://docs.netapp.com/it-it/flexpod/hybrid-cloud/gcp-ncvo-solution-
overview.html on October 30, 2025. Always check docs.netapp.com for the latest.



Sommario

Cloud ibrido FlexPod per piattaforma cloud Google con NetApp Cloud Volumes ONTAP e Cisco Intersight
TR-4939: Cloud ibrido FlexPod per piattaforma cloud Google con NetApp Cloud Volumes ONTAP e
Cisco Intersight

Introduzione
Pubblico
Topologia della soluzione

Componenti della soluzione

FlexPod

Cisco Intersight

NetApp Cloud Volumes ONTAP
Cloud Central

Cloud Manager

Connettore

NetApp Active IQ Unified Manager
VMware vSphere

VMware vSphere vCenter
Versioni hardware e software

Installazione e configurazione

Implementare FlexPod

Configurazione di Cisco Intersight

Integrazione del cloud terraform con prerequisito ICO

Configurare il provider di servizi di cloud pubblico

Implementazione automatica dello storage NetApp per il cloud ibrido
Workflow di DR

Esecuzione del terraform dal controller

Convalida della soluzione
Conclusione

Dove trovare ulteriori informazioni

© 00 0 O N N O O O O O O b W WWN -~ -

O 0O N N = =
NN B WODN -



Cloud ibrido FlexPod per piattaforma cloud
Google con NetApp Cloud Volumes ONTAP e
Cisco Intersight

TR-4939: Cloud ibrido FlexPod per piattaforma cloud
Google con NetApp Cloud Volumes ONTAP e Cisco
Intersight

Ruchika Lahoti, NetApp

Introduzione

La protezione dei dati con il disaster recovery (DR) € un obiettivo critico per la business continuity. || DR
consente alle organizzazioni di eseguire il failover delle proprie operazioni di business in una posizione
secondaria e di eseguire in seguito il ripristino e il failback sul sito primario in modo efficiente e affidabile.
Diversi problemi, come disastri naturali, guasti di rete, vulnerabilita software ed errori umani, rendono lo
sviluppo di una strategia di disaster recovery una priorita ASSOLUTA PER LIT.

Per il DR, tutti i carichi di lavoro eseguiti sul sito primario devono essere riprodotti fedelmente sul sito DR.
Un’organizzazione deve inoltre disporre di una copia aggiornata di tutti i dati aziendali, inclusi database, file
service, storage NFS e iSCSI e cosi via. Poiché i dati nel’ambiente di produzione vengono costantemente
aggiornati, le modifiche devono essere trasferite regolarmente al sito di DR.

L'implementazione di ambienti di disaster recovery € una sfida per la maggior parte delle organizzazioni a
causa dei requisiti di indipendenza dell'infrastruttura e del sito. Il numero di risorse necessarie e i costi di
configurazione, test e manutenzione di un data center secondario possono essere molto elevati, in genere
avvicinandosi al costo dell'intero ambiente di produzione. E difficile mantenere un impatto minimo sui dati con
una protezione adeguata, sincronizzando continuamente i dati e stabilendo un failover e un failback perfetti.
Dopo aver creato il sito di DR, la sfida diventa replicare i dati dal’ambiente di produzione e mantenerli
sincronizzati in futuro.

Questo report tecnico riunisce la soluzione di infrastruttura convergente FlexPod, NetApp Cloud Volumes
ONTAP su Google Cloud e Cisco Intersight per formare un data center di cloud ibrido per il DR. In questa
soluzione discuteremo della progettazione e dell’esecuzione di un workflow ONTAP on-premise utilizzando
Cisco Intersight Cloud Orchestrator. Discutiamo inoltre dell'implementazione di NetApp Cloud Volumes ONTAP
e dell'orchestrazione e dell’automazione della replica dei dati e del DR tra FlexPod e Cloud Volumes ONTAP
utilizzando il servizio di interoperabilita Cisco per HashiCorp Terraform.

La figura seguente fornisce una panoramica della soluzione.
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Questa soluzione offre diversi vantaggi, tra cui:

* Orchestrazione e automazione. Cisco Intersight semplifica le operazioni quotidiane dell’'infrastruttura di
cloud ibrido FlexPod fornendo framework di orchestrazione coerenti forniti tramite automazione.

* Protezione personalizzata. Cloud Volumes ONTAP offre replica dei dati a livello di blocco da ONTAP al
cloud che mantiene aggiornata la destinazione attraverso aggiornamenti incrementali. Gli utenti possono
specificare una pianificazione di sincronizzazione ogni 5 minuti o ogni ora, ad esempio, in base alle
modifiche apportate all’origine che vengono trasferite.

 Failover e failback perfetti. in caso di disastro, gli amministratori dello storage possono eseguire
rapidamente il failover sui volumi cloud. Quando il sito primario viene ripristinato, i nuovi dati creati
nell’ambiente DR vengono sincronizzati di nuovo con i volumi di origine, ripristinando la replica dei dati
secondari.

« Efficienza: lo spazio di storage e i costi per la copia del cloud secondario sono ottimizzati attraverso
I'utilizzo di compressione dei dati, thin provisioning e deduplica. | dati vengono trasferiti a livello di blocco in
forma compressa e deduplicata, migliorando la velocita di trasferimento. Inoltre, i dati vengono
automaticamente suddivisi in livelli per lo storage a oggetti a basso costo e riportati allo storage dalle
performance elevate solo quando si accede, ad esempio in uno scenario di DR. In questo modo si
riducono significativamente i costi di storage in corso.

« Aumento della produttivita IT. I'utilizzo di Intersight come singola piattaforma sicura e di livello Enterprise
per la gestione del ciclo di vita dellinfrastruttura e delle applicazioni semplifica la gestione della
configurazione e 'automazione delle attivita manuali su larga scala per la soluzione.

Pubblico

| destinatari di questo documento includono, a titolo esemplificativo ma non esaustivo, tecnici di vendita,
consulenti sul campo, servizi professionali, responsabili IT, Ingegneri partner, ingegneri dell’affidabilita del sito,
architetti cloud, ingegneri cloud e clienti che vogliono sfruttare un’infrastruttura costruita per offrire efficienza IT
e favorire l'innovazione IT.



Topologia della soluzione

In questa sezione viene descritta la topologia logica della soluzione. La figura seguente rappresenta la
topologia della soluzione delllambiente FlexPod on-premise, NetApp Cloud Volumes ONTAP in esecuzione su
Google Cloud, Cisco Intersight e NetApp Cloud Manager.
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| piani di controllo e i piani di dati sono chiaramente indicati tra gli endpoint. Il data plane utilizza una
connessione VPN sicura da sito a sito per connettere I'istanza di ONTAP in esecuzione su FlexPod All Flash
FAS all’istanza di NetApp Cloud Volumes ONTAP su Google Cloud.

La replica dei dati dei carichi di lavoro da FlexPod a NetApp Cloud Volumes ONTAP viene gestita da NetApp
SnapMirror e il processo complessivo viene orchestrato utilizzando Cisco Intersight Cloud Orchestrator sia per
gli ambienti on-premise che per gli ambienti cloud. Cisco Intersight Cloud Orchestrator utilizza i provider di
risorse Terraform per NetApp Cloud Manager per eseguire operazioni relative allimplementazione di NetApp
Cloud Volumes ONTAP e stabilire relazioni di replica dei dati.

@ Questa soluzione supporta anche il backup opzionale e il tiering dei dati cold che risiedono
nell’istanza di NetApp Cloud Volumes ONTAP su Google Cloud Storage.

"Successivo: Componenti della soluzione."

Componenti della soluzione

"Precedente: Panoramica della soluzione."

FlexPod

FlexPod & un set definito di hardware e software che costituisce una base integrata per le soluzioni
virtualizzate e non. FlexPod include storage NetApp ONTAP, networking Cisco Nexus, storage networking
Cisco MDS e Cisco Unified Computing System (Cisco UCS). Il design € abbastanza flessibile da consentire il
collegamento in rete, il calcolo e lo storage in un rack del data center oppure pud essere implementato in base



alla progettazione del data center del cliente. La densita delle porte consente ai componenti di rete di ospitare
piu configurazioni.

Cisco Intersight

Cisco Intersight € una piattaforma SaaS che offre automazione, osservabilita e ottimizzazione intelligenti per
infrastrutture e applicazioni tradizionali e native del cloud. La piattaforma aiuta a promuovere il cambiamento
con i team IT e offre un modello operativo progettato per il cloud ibrido. Cisco Intersight offre i seguenti
vantaggi:

 Delivery piu rapida. offerta come servizio dal cloud o nel data center del cliente con frequenti
aggiornamenti e innovazione continua, grazie a un modello di sviluppo software agile. In questo modo, il
cliente puo concentrarsi sull’accelerazione dell’erogazione per la linea di business.

* Operazioni semplificate. semplifica le operazioni utilizzando un unico tool sicuro fornito da SaaS con
inventario, autenticazione e APl comuni per lavorare nell’'intero stack e in tutte le ubicazioni, eliminando i
silos tra i team. Dalla gestione on-premise di server fisici e hypervisor a macchine virtuali, K8s, serverless,
automazione, ottimizzazione e controllo dei costi su cloud pubblici e on-premise.

+ Ottimizzazione continua. Ottimizza continuamente il tuo ambiente utilizzando l'intelligence fornita da
Cisco Intersight su ogni livello e Cisco TAC. Questa intelligenza viene convertita in azioni consigliate e
automatizzabili, in modo da poter adattare in tempo reale ad ogni cambiamento: Dallo spostamento dei
carichi di lavoro al monitoraggio dello stato di salute dei server fisici ai consigli per la riduzione dei costi sui
cloud pubblici con cui lavorate.

Cisco Intersight offre due modalita di gestione: UCSM Managed Mode (UMM) e Intersight Managed Mode
(IMM). E possibile selezionare UMM o IMM nativi per i sistemi Cisco UCS collegati al fabric durante la
configurazione iniziale delle interconnessioni fabric. In questa soluzione viene utilizzato IMM nativo.

Licenze Cisco Intersight

Cisco Intersight utilizza una licenza basata su abbonamento con piu livelli.
I livelli di licenza Cisco Intersight sono i seguenti:

» Cisco Intersight Essentials. include tutte le funzionalita di base e le seguenti funzionalita:
> Cisco UCS Central
o Diritto a Cisco IMC Supervisor
o Configurazione basata su policy con profili server
> Gestione del firmware
> Valutazione della compatibilita con I'elenco di compatibilita hardware (HCL)

» Cisco Intersight Advantage. include le funzionalita e le funzionalita del Tier Essentials oltre alle seguenti
funzionalita:

> Widget, inventario, capacita, funzionalita di utilizzo e correlazione dell’'inventario tra domini tra calcolo
fisico, rete, storage, virtualizzazione VMware e cloud pubblico AWS.

o Servizio Cisco Security Advisory in cui i clienti possono ricevere importanti avvisi di sicurezza e avvisi
sul campo relativi ai dispositivi endpoint interessati.

« Cisco Intersight Premier. oltre alle funzionalita offerte dal livello Advantage, Cisco Intersight Premier offre
quanto segue:

o Intersight Cloud Orchestrator (ICO) per Cisco e terze parti per calcolo, rete, storage, sistemi integrati,
virtualizzazione, piattaforme container e cloud pubblico



o Diritto di iscrizione completo per Cisco UCS Director senza costi aggiuntivi.

Ulteriori informazioni sulle licenze Intersight e sulle funzionalita supportate in ciascuna licenza sono disponibili

qui".

In questa soluzione, utilizziamo Intersight Cloud Orchestrator e Intersight Service per HashiCorp
@ Terraform. Queste funzionalita sono disponibili per gli utenti con licenza Intersight Premier,
pertanto questo livello di licenza deve essere attivato.

Integrazione del cloud terraform con ICO

E possibile utilizzare Cisco Intersight Cloud Orchestrator (ICO) per creare ed eseguire flussi di lavoro che
chiamano le API di Terraform Cloud (TFC). L'attivita Invoke Web APl Request supporta Terraform Cloud come
destinazione e pu0 essere configurata con le API di Terraform Cloud utilizzando i metodi HTTP. Pertanto, il
flusso di lavoro pud avere una combinazione di attivita che richiama piu API di Terraform Cloud utilizzando
attivita API generiche e altre operazioni. E necessaria una licenza Premier per utilizzare la funzione ICO.

Cisco Intersight Assist

Cisco Intersight Assist consente di aggiungere dispositivi endpoint a Cisco Intersight. Un data center potrebbe
avere piu dispositivi che non si connettono direttamente a Cisco Intersight. Qualsiasi dispositivo supportato da
Cisco Intersight ma non connesso direttamente ad esso richiede un meccanismo di connessione. Cisco
Intersight Assist offre questo meccanismo di connessione e consente di aggiungere dispositivi a Cisco
Intersight.

Cisco Intersight Assist € disponibile all'interno di Cisco Intersight Virtual Appliance, che viene distribuita come
macchina virtuale implementabile contenuta in un formato di file OVA (Open Virtual Appliance). E possibile
installare I'appliance su un server ESXi. Per ulteriori informazioni, consultare "Cisco Intersight Virtual Appliance
Getting Started Guide".

Dopo aver richiesto Intersight Assist a Intersight, puoi richiedere i dispositivi endpoint utilizzando I'opzione
Claim Through Intersight Assist. Per ulteriori informazioni, vedere "Per iniziare".

NetApp Cloud Volumes ONTAP

« Utilizzo della deduplica dei dati integrata, della compressione dei dati, del thin provisioning e della
clonazione per ridurre al minimo i costi dello storage.

« Affidabilita aziendale e operazioni continue in caso di guasti nel tuo ambiente cloud.

* Cloud Volumes ONTAP utilizza NetApp SnapMirror, la tecnologia di replica leader del settore, per replicare
i dati on-premise nel cloud, in modo che sia facile disporre di copie secondarie per diversi casi di utilizzo.

* Cloud Volumes ONTAP si integra anche con Cloud Backup Service per offrire funzionalita di backup e
ripristino per la protezione e I'archiviazione a lungo termine dei dati del cloud.

» Passaggio tra pool di storage on-demand a performance elevate e basse senza portare le applicazioni
offline.

» Coerenza delle copie Snapshot con NetApp SnapCenter.
* Cloud Volumes ONTAP supporta la crittografia dei dati e fornisce protezione contro virus e ransomware.

 L'integrazione con Cloud Data Sense ti aiuta a comprendere il contesto dei dati e a identificare i dati
sensibili.


https://intersight.com/help/saas/getting_started/licensing_requirements
https://www.cisco.com/c/en/us/support/servers-unified-computing/intersight/products-installation-guides-list.html
https://www.cisco.com/c/en/us/support/servers-unified-computing/intersight/products-installation-guides-list.html
https://intersight.com/help/getting_started

Cloud Central

Cloud Central offre una posizione centralizzata per accedere e gestire i servizi dati cloud di NetApp. Questi
servizi ti consentono di eseguire applicazioni critiche nel cloud, creare siti di DR automatizzati, eseguire il
backup dei dati SaaS e migrare e controllare in modo efficace i dati su piu cloud. Per ulteriori informazioni,
vedere "Cloud Central".

Cloud Manager

Cloud Manager € una piattaforma di gestione di livello Enterprise basata su SaaS che consente agli esperti IT
e agli architetti del cloud di gestire centralmente la propria infrastruttura multi-cloud ibrida utilizzando le
soluzioni cloud di NetApp. Fornisce un sistema centralizzato per la visualizzazione e la gestione dello storage
on-premise e cloud per supportare piu provider e account di cloud ibrido. Per ulteriori informazioni, vedere
"Cloud Manager".

Connettore

Connector consente a Cloud Manager di gestire risorse e processi all'interno di un ambiente di cloud pubblico.
Un’istanza di connettore € necessaria per utilizzare molte funzionalita fornite da Cloud Manager e puo essere
implementata nel cloud o nella rete on-premise. Il connettore € supportato nelle seguenti posizioni:

« AWS
* Microsoft Azure
* Google Cloud

* On-premise

NetApp Active 1Q Unified Manager

NetApp Active I1Q Unified Manager consente di monitorare i cluster di storage ONTAP da un’unica interfaccia
intuitiva, riprogettata, che offre intelligence basata su conoscenze della community e analytics ai. Fornisce
informazioni complete su operazioni, performance e proattive sul’ambiente di storage e sulle macchine virtuali
in esecuzione. Quando si verifica un problema con l'infrastruttura di storage, Unified Manager pud notificare i
dettagli del problema per identificare la causa principale. La dashboard della macchina virtuale offre una vista
delle statistiche delle performance della macchina virtuale, in modo da poter analizzare l'intero percorso di i/o
dall’host vSphere fino alla rete e infine allo storage.

Alcuni eventi forniscono anche azioni correttive che & possibile intraprendere per risolvere il problema. E
possibile configurare avvisi personalizzati per gli eventi in modo che, quando si verificano problemi, venga
inviata una notifica tramite e-mail e trap SNMP. Active 1Q Unified Manager consente di pianificare i requisiti di
storage degli utenti prevedendo le tendenze di capacita e utilizzo per agire in modo proattivo prima che si
verifichino problemi, evitando decisioni reattive a breve termine che possono portare a ulteriori problemi a
lungo termine.

VMware vSphere

VMware vSphere & una piattaforma di virtualizzazione per la gestione olistica di grandi insiemi di infrastrutture
(risorse tra cui CPU, storage e networking) come ambiente operativo perfetto, versatile e dinamico. A
differenza dei sistemi operativi tradizionali che gestiscono un singolo computer, VMware vSphere aggrega
linfrastruttura di un intero data center per creare un singolo power house con risorse che possono essere
allocate in modo rapido e dinamico a qualsiasi applicazione in necessita.

Per ulteriori informazioni su VMware vSphere, seguire "questo link".


https://docs.netapp.com/us-en/occm35/concept_cloud_central.html
https://docs.netapp.com/us-en/occm/index.html
https://www.vmware.com/products/vsphere.html

VMware vSphere vCenter

VMware vCenter Server offre una gestione unificata di tutti gli host e le macchine virtuali da una singola
console e aggrega il monitoraggio delle performance di cluster, host e macchine virtuali. VMware vCenter
Server offre agli amministratori una panoramica approfondita dello stato e della configurazione di cluster di
calcolo, host, macchine virtuali, storage, sistema operativo guest, e altri componenti critici di un’infrastruttura
virtuale. VMware vCenter gestisce I'insieme completo di funzionalita disponibili in un ambiente VMware
vSphere.

Versioni hardware e software

Questa soluzione di cloud ibrido pud essere estesa a qualsiasi ambiente FlexPod che esegue versioni
supportate di software, firmware e hardware, come definito nello strumento matrice di interoperabilita NetApp e
nell’elenco di compatibilita hardware Cisco UCS.

La soluzione FlexPod utilizzata come piattaforma di riferimento nel nostro ambiente on-premise & stata
implementata in base alle linee guida e alle specifiche descritte "qui".

La rete all'interno di questo ambiente & basata su ACI. Per ulteriori informazioni, vedere "qui".

* Per ulteriori informazioni, consultare i seguenti collegamenti:

* "Tool di matrice di interoperabilita NetApp"

* "Guida alla compatibilita VMware"

* "Cisco UCS hardware and Software Interoperability Tool"

La seguente tabella mostra le revisioni hardware e software di FlexPod.

Componente Prodotto Versione
Calcolo CISCO UCS X210C-M6 5.0(1b)
Cisco UCS Fabric Interconnects 4.2(2a)
6454
Rete Cisco Nexus 9332C (colonna 14.2(7)
vertebrale)
Cisco Nexus 9336C-FX2 (Leaf) 14.2(7)
Cisco ACI 4.2(7)
Storage NetApp AFF A220 9.11.1
Strumenti NetApp ONTAP per 9.10
VMware vSphere
NetApp NFS Plugin per VMware 2.0-15
VAAI
Active 1Q Unified Manager 9.1
Software VSphere ESXi 7.0 (U3)
Appliance VMware vCenter 7.0.3
Appliance virtuale Cisco Intersight  1.0.11-306

Assist


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_vmware_7u2.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_esxi65u1_n9k_aci.html
http://support.netapp.com/matrix/
http://www.vmware.com/resources/compatibility/search.php
https://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html

L'esecuzione delle configurazioni Terraform avviene sull’account Terraform Cloud for Business. La
configurazione del terraform utilizza il provider Terraform per NetApp Cloud Manager.

La seguente tabella elenca i vendor, i prodotti e le versioni.

Componente Prodotto Versione

HashiCorp Terraform 1.2.7

La seguente tabella mostra le versioni di Cloud Manager e Cloud Volumes ONTAP.

Componente Prodotto Versione
NetApp Cloud Volumes ONTAP 9.11
Cloud Manager 3.9.21

"Pagina successiva: Installazione e configurazione - implementazione di FlexPod."

Installazione e configurazione

Implementare FlexPod

"Precedente: Componenti della soluzione."

Per informazioni dettagliate sulla progettazione e I'implementazione di FlexPod, inclusa la
configurazione dei vari elementi di progettazione e le Best practice associate, vedere
"Cisco Validated Design per FlexPod".

FlexPod pud essere implementato sia in modalita gestita UCS che in modalita gestita Cisco Intersight. Se si
sta implementando FlexPod in modalita gestita UCS, & possibile trovare la versione piu recente di Cisco
Validated Design "qui".

Cisco Unified Compute System (Cisco UCS) X-Series € un nuovissimo sistema di calcolo modulare,
configurato e gestito dal cloud. E progettato per soddisfare le esigenze delle applicazioni moderne e per
migliorare l'efficienza operativa, I'agilita e la scalabilita attraverso un design modulare adattabile, pronto al
futuro. E possibile trovare le indicazioni di progettazione relative all’integrazione della piattaforma UCS X-
Series gestita da Cisco Intersight nell'infrastruttura FlexPod "qui".

E possibile trovare FlexPod con implementazione Cisco ACI "qui".

"Pagina successiva: Configurazione di Cisco Intersight."

Configurazione di Cisco Intersight

"Precedente: Implementare FlexPod."

Per configurare Cisco Intersight e Intersight Assist, consultare il documento Cisco
Validated Designs for FlexPod Found "qui".

"Pagina successiva: Integrazione del cloud terraform con prerequisito 1CO."


https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/flexpod-design-guides.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_esxi65u1_n9k_aci.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_cvo_ico_ntap.html

Integrazione del cloud terraform con prerequisito ICO

"Precedente: Configurazione di Cisco Intersight."

Procedura 1: Connettere Cisco Intersight e Terraform Cloud

1. Richiedi o crea un target cloud Terraform fornendo i dettagli dell’account Terraform Cloud pertinente.

2. Creare un target di Terraform Cloud Agent per i cloud privati in modo che i clienti possano installare
'agente nel data center e abilitare la comunicazione con Terraform Cloud.

Per ulteriori informazioni, seguire "questo link".

Procedura 2: Generazione del token utente

Come parte dell’aggiunta di una destinazione per Terraform Cloud, devi fornire il nome utente e il token API
dalla pagina delle impostazioni di Terraform Cloud.

1. Accedi a Terraform Cloud e vai a User Tokens: "https://app.terraform.io/app/settings/tokens".

2. Fare clic su Crea un nuovo token API.

3. Assegnare un nome da ricordare e salvare il token in un luogo sicuro.

Procedura 3: Richiesta di rimborso del target cloud Terraform

1. Accedere a Intersight con i privilegi di account Administrator, Device Administrator o Device Technician.
2. Accedere a ADMIN > Target > Richiedi un nuovo target.
3. In Categorie, fare clic su Cloud.

4. Fare clic su Terraform Cloud e fare clic su Start.

+ Claim a New Target

Select Target Type

Fiftors
Available for Claiming

Categories =Y ]
Arnizon Web Services Microzoft Anure Enleeprizo
Al fpea

# Cioud

Clotd Nathva - - = .:

Compute / Fabsic icrosaft Azure Sorvice
Principal

Databass

5. Immettere un nome per la destinazione, il nome utente per Terraform Cloud, il token API e
un’organizzazione predefinita in Terraform Cloud, come mostrato nellimmagine seguente.


https://intersight.com/help/saas/features/terraform_cloud/admin
https://app.terraform.io/app/settings/tokens

6. Nel campo Default Managed Hosts, assicurarsi di aggiungere i seguenti collegamenti insieme ad altri host
gestiti:

o github.com

o github-releases.githubusercontent.com

Terraform Cloud Usemame * efta 1 AP| Token

abhinav3

Default Temraform Cloud Ong on * cla aged Hosts

cisco-ntersight-gc github.com,github-releases.githubusercontent.com

Se tutto viene inserito correttamente, il target di Terraform Cloud verra visualizzato nella sezione Intersight
targets.

Procedura 4: Aggiunta di agenti Terraform Cloud
Prerequisiti:

» Destinazione di Terraform Cloud.

* Ha richiesto Intersight Assist in Intersight prima di implementare Terraform Cloud Agent.

@ E possibile richiedere solo cinque agenti per ciascun Assist.
@ Dopo aver creato la connessione a Terraform, &€ necessario eseguire lo spin up di un Terraform
Agent per eseguire il codice Terraform.

1. Fare clic su Claim Terraform Cloud Agent dall’elenco a discesa della destinazione di Terraform Cloud.

2. Inserire i dettagli del’'agente Terraform Cloud. La seguente schermata mostra i dettagli di configurazione
per 'agente Terraform.
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Terraform Cloud target

Managed Hosts

Hostname / IP Addres:

github.com

Hostname / IP Addres:

github-releases.githubusercontent.com

E possibile aggiornare qualsiasi proprieta di Terraform Agent. Se la destinazione si trova nello
@ stato non connesso e non si trova mai nello stato connesso, non & stato generato alcun token
per 'agente Terraform.

Una volta completata la convalida dell’agente e generato un token, non & possibile riconfigurare
I'organizzazione e/o il pool di agenti. La corretta implementazione di un agente Terraform & indicata dallo stato
connesso.

Dopo aver attivato e richiesto I'integrazione di Terraform Cloud, puoi implementare uno o piu agenti di
Terraform Cloud in Cisco Intersight Assist. L’agente Terraform Cloud viene modellato come target figlio
dell’'obiettivo di Terraform Cloud. Quando si richiede I'obiettivo dell’agente, viene visualizzato un messaggio
che indica che la richiesta di rimborso & in corso.

Dopo alcuni secondi, la destinazione viene spostata nello stato connesso e la piattaforma Intersight instrada i
pacchetti HTTPS dall’agente al gateway Terraform Cloud.

Il tuo Agente Terraform deve essere correttamente richiesto e deve essere visualizzato sotto obiettivi come
connesso.

"Avanti: Configurare il provider di servizi cloud pubblico."

Configurare il provider di servizi di cloud pubblico

"Precedente: Integrazione del cloud terraform con prerequisito ICO."

Procedura 1: Accesso a NetApp Cloud Manager

Per accedere a NetApp Cloud Manager e ad altri servizi cloud, devi iscriverti a. "NetApp Cloud Central”.
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@ Per configurare le aree di lavoro e gli utenti nell’account Cloud Central, fare clic su "qui".

Procedura 2: Implementare il connettore

Per implementare Connector in Google Cloud, consulta questa sezione "collegamento”.

"Successivo: Implementazione automatica dello storage NetApp per il cloud ibrido."

Implementazione automatica dello storage NetApp per il cloud ibrido

"Precedente: Configurare il provider di servizi di cloud pubblico."

Google Cloud

E necessario innanzitutto abilitare le API e creare un account di servizio che fornisca a Cloud Manager le
autorizzazioni per implementare e gestire i sistemi Cloud Volumes ONTAP che si trovano nello stesso progetto
del connettore o in progetti diversi.

Prima di implementare un connettore in un progetto Google Cloud, assicurarsi che il connettore non sia in
esecuzione in sede o in un altro provider cloud.

Prima di implementare un connettore direttamente da Cloud Manager, € necessario disporre di due set di
autorizzazioni:

« E necessario implementare Connector utilizzando un account Google che disponga delle autorizzazioni
per avviare l'istanza di Connector VM da Cloud Manager.

» Durante I'implementazione di Connector, viene richiesto di selezionare l'istanza della macchina virtuale.
Cloud Manager ottiene le autorizzazioni dall’account del servizio per creare e gestire i sistemi Cloud
Volumes ONTAP per conto dell’'utente. Le autorizzazioni vengono fornite allegando un ruolo personalizzato
all’account del servizio.é necessario impostare due file YAML che includono le autorizzazioni richieste per
I'utente e I'account del servizio. Scopri come utilizzare "| file YAML per impostare le autorizzazioni" qui.

Vedere "questo video dettagliato” per tutti i prerequisiti richiesti.

Architettura e modalita di implementazione di Cloud Volumes ONTAP

Cloud Volumes ONTAP ¢ disponibile in Google Cloud come sistema a nodo singolo e come coppia di nodi ad
alta disponibilita (ha). In base ai requisiti, possiamo scegliere la modalita di implementazione di Cloud Volumes
ONTAP. L'aggiornamento di un sistema a nodo singolo a una coppia ha non & supportato. Se si desidera
passare da un sistema a nodo singolo a una coppia ha, € necessario implementare un nuovo sistema e
replicare i dati dal sistema esistente al nuovo sistema.

Cloud Volumes ONTAP altamente disponibile in Google Cloud

Google Cloud supporta I'implementazione di risorse in piu aree geografiche e in piu zone all’interno di una
regione. L'implementazione ha & costituita da due nodi ONTAP che utilizzano potenti tipi di computer standard
n1 o n2 disponibili in Google Cloud. | dati vengono replicati in modo sincrono tra i due nodi Cloud Volumes
ONTAP per garantire la disponibilita in caso di guasto. L'implementazione HA di Cloud Volumes ONTAP
richiede quattro VPC e una subnet privata in ciascun VPC. Le subnet dei quattro VPC devono essere dotate di
intervalli CIDR non sovrapposti.

I quattro VPC vengono utilizzati per i seguenti scopi:
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* VPC 0 consente la comunicazione in entrata ai nodi dati e Cloud Volumes ONTAP.

* VPC 1 offre connettivita cluster tra nodi Cloud Volumes ONTAP.
* VPC 2 consente la replica RAM non volatile (NVRAM) tra i nodi.

» VPC 3 viene utilizzato per la connettivita all'istanza del mediatore ha e per il traffico di replica del disco per

le ricostruzioni dei nodi.

La seguente immagine mostra un Cloud Volumes ONTAP altamente disponibile in Goggle Cloud.

) Google Cloud
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Per ulteriori informazioni, vedere "questo link".

Per i requisiti di rete per Cloud Volumes ONTAP in Google Cloud, consulta "questo link".

Per ulteriori informazioni sul tiering dei dati, vedere "questo link".

Impostare i prerequisiti del’ambiente

La creazione automatica di cluster Cloud Volumes ONTAP, la configurazione di SnapMirror tra un volume on-

premise e un volume cloud, la creazione di un volume cloud e cosi via vengono eseguite utilizzando la
configurazione Terraform. Queste configurazioni Terraform sono ospitate su un account Terraform Cloud for
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Business. Utilizzando Intersight Cloud Orchestrator, puoi orchestrare attivita come la creazione di un’area di
lavoro in un account Terraform Cloud per Business, aggiungere tutte le variabili richieste all’area di lavoro,
eseguire un piano Terraform e cosi via.

Per queste attivita di automazione e orchestrazione, sono necessari alcuni requisiti e dati, come descritto nelle
sezioni seguenti.

Repository di GitHub

Devi disporre di un account GitHub per ospitare il tuo codice Terraform. Intersight Orchestrator crea un nuovo
spazio di lavoro nell’account Terraform Cloud for Business. Questa area di lavoro & configurata con un flusso
di lavoro di controllo della versione. A tale scopo, &€ necessario mantenere la configurazione Terraform in un
repository GitHub e fornirla come input durante la creazione dello spazio di lavoro.

"Questo link GitHub" Fornisce la configurazione Terraform con diverse risorse. Puoi forare questo repository e
fare una copia nel tuo account GitHub.

In questo repository, provider. tf Ha la definizione per il provider Terraform richiesto. Viene utilizzato il
provider di terraform per NetApp Cloud Manager.

variables.tf contiene tutte le dichiarazioni variabili. Il valore di queste variabili viene immesso come input
del workflow di Intersight Cloud Orchestrator. In questo modo € possibile passare i valori a un’area di lavoro ed
eseguire la configurazione del Terraform.

resources. tf Definisce le varie risorse necessarie per aggiungere un ONTAP on-premise all’ambiente di
lavoro, creare un cluster Cloud Volumes ONTAP a nodo singolo su Google Cloud, stabilire una relazione
SnapMirror tra on-premise e Cloud Volumes ONTAP, creare un volume cloud su Cloud Volumes ONTAP e cosi
via.

In questo repository:

* provider.tf Ha NetApp Cloud Manager come definizione per il Terraform provider richiesto.

* variables.tf Contiene le dichiarazioni variabili utilizzate come input per il flusso di lavoro di Intersight
Cloud Orchestrator. In questo modo € possibile passare i valori all’area di lavoro ed eseguire la
configurazione Terraform.

* resources. tf Definisce varie risorse per aggiungere un ONTAP on-premise all’ambiente di lavoro,
creare un cluster Cloud Volumes ONTAP a nodo singolo su Google Cloud, stabilire una relazione
SnapMirror tra on-premise e Cloud Volumes ONTAP, creare un volume cloud su Cloud Volumes ONTAP e
cosi via.

E possibile aggiungere un ulteriore blocco di risorse per creare piti volumi su Cloud Volumes ONTAP o
utilizzare il conteggio 0. for each Costrutti di terraform.

Per connettere spazi di lavoro, moduli e set di policy Terraform a repository contenenti configurazioni
Terraform, Terraform Cloud deve accedere al tuo repo GitHub.

Se si aggiunge un client, I'ID token OAuth del client viene utilizzato come input del flusso di lavoro di Intersight
Cloud Orchestrator.

1. Accedi al tuo account Terraform Cloud per Business. Selezionare Impostazioni > Provider.
2. Fare clic su Aggiungi un provider VCS.

3. Selezionare la versione.
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4. Seguire la procedura sotto Configura provider.

5. Il client aggiunto viene visualizzato in VCS Providers. Prendere nota dell’lD token OAuth.

Token di refresh per le operazioni APl di NetApp Cloud Manager

Oltre all'interfaccia del browser Web, Cloud Manager dispone di un’API REST che fornisce agli sviluppatori
software I'accesso diretto alla funzionalita Cloud Manager attraverso l'interfaccia SaaS. Il servizio Cloud
Manager & costituito da diversi componenti distinti che formano collettivamente una piattaforma di sviluppo
estensibile. Il token refresh consente di generare token di accesso che si aggiungono all’intestazione
Authorization per ogni chiamata API.

Senza chiamare direttamente un’API, il provider netapp-cloudmanager utilizza un token di refresh e traduce le
risorse Terraform in corrispondenti chiamate API. Devi generare un token di refresh per le operazioni API di
NetApp Cloud Manager da "NetApp Cloud Central”.

Per creare risorse su Cloud Manager, ad esempio la creazione di un cluster Cloud Volumes ONTAP, la
configurazione di SnapMirror e cosi via, € necessario disporre dell'ID client di Cloud Manager Connector.
1. Accedi a Cloud Manager: "https://cloudmanager.netapp.com/".
2. Fare clic su Connector (connettore).
3. Fare clic su Gestisci connettori.

4. Fare clic sui puntini di sospensione e copiare I'ID del connettore.

Sviluppare il workflow di Cisco Intersight Cloud Orchestrator

Cisco Intersight Cloud Orchestrator € disponibile in Cisco Intersight se:

« E stata installata la licenza Intersight Premier.

» Sei un amministratore dell’account, un amministratore dello storage, un amministratore della
virtualizzazione o un amministratore del server e hai almeno un server assegnato.

Progettazione workflow

Workflow Designer consente di creare nuovi flussi di lavoro (oltre a attivita e tipi di dati) e modificare i flussi di
lavoro esistenti per gestire le destinazioni in Cisco Intersight.

Per avviare Workflow Designer, accedere a Orchestration > Workflow. Una dashboard visualizza i seguenti
dettagli nelle schede My workflow, Sample workflow e All workflow:

 Stato di convalida

 Ultimo stato di esecuzione

* Flussi di lavoro principali in base al numero di esecuzioni

» Categorie principali di flussi di lavoro

* Numero di flussi di lavoro definiti dal sistema

* Flussi di lavoro principali in base alle destinazioni
Utilizzando la dashboard, & possibile creare, modificare, clonare o eliminare una scheda. Per creare una
scheda di visualizzazione personalizzata, fare clic su +, specificare un nome, quindi selezionare i parametri

necessari da visualizzare nelle colonne, nelle colonne dei tag e nei widget. E possibile rinominare una scheda
se non presenta l'icona Lock.
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Sotto la dashboard €& presente un elenco tabulare di flussi di lavoro che visualizza le seguenti informazioni:

* Nome visualizzato
 Descrizione

* Definito dal sistema

* Versione predefinita

» Esecuzioni

 Ultimo stato di esecuzione
« Stato di convalida
 Ultimo aggiornamento

* Organizzazione
La colonna Actions (azioni) consente di eseguire le seguenti azioni:

» Esegui. esegue il flusso di lavoro.

« History. Visualizza la cronologia di esecuzione del workflow.

» Gestisci versioni. Crea e gestisci le versioni per i flussi di lavoro.
* Delete. Elimina un flusso di lavoro.

* Riprova. Riprovare un flusso di lavoro non riuscito.

Workflow

Creare un flusso di lavoro composto dai seguenti passaggi:

* Definizione di un flusso di lavoro. specificare il nome visualizzato, la descrizione e altri attributi
importanti.

 Definire gli input e gli output del workflow. specificare quali parametri di input sono obbligatori per
'esecuzione del workflow e gli output generati al momento dell’esecuzione

» Aggiungi attivita di workflow. Aggiungi una o piu attivita di workflow in Workflow Designer che sono
necessarie al workflow per svolgere la sua funzione.

» *Convalidare il flusso di lavoro. *Convalidare un workflow per garantire che non ci siano errori nella
connessione degli input e output delle attivita.

Creazione di flussi di lavoro per lo storage FlexPod on-premise

Per configurare un flusso di lavoro per lo storage FlexPod on-premise, vedere "questo link".

"Segue: Workflow di DR."
Workflow di DR
"Precedente: Implementazione automatica dello storage NetApp per il cloud ibrido."

La sequenza delle fasi € la seguente:

1. Definire il flusso di lavoro.

o Creare un nome breve e intuitivo per il flusso di lavoro, ad esempio Disaster Recovery Workflow.
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2. Definire I'input del flusso di lavoro. Gli input che prendiamo per questo flusso di lavoro includono quanto
segue:

o Opzioni del volume (nome del volume, percorso di montaggio)
o Capacita del volume

o Data center associato al nuovo datastore

o Cluster su cui € ospitato il datastore

> Nome del nuovo datastore da creare in vCenter

o Tipo e versione del nuovo datastore

> Nome dell’'organizzazione Terraform

o Spazio di lavoro terraform

o Descrizione dell’area di lavoro Terraform

o Variabili (sensibili e non sensibili) richieste per eseguire la configurazione Terraform
> Motivo dell'avvio del piano

3. Aggiungere le attivita del flusso di lavoro.
Le attivita correlate alle operazioni in FlexPod includono quanto segue:

> Creare un volume in FlexPod.
> Aggiungere il criterio di esportazione dello storage al volume creato.

o Mappare il volume appena creato su un datastore in VMware vCenter.
Le attivita relative alla creazione del cluster Cloud Volumes ONTAP:

o Aggiungi spazio di lavoro Terraform

o Aggiungere variabili terraform

o Aggiungere variabili sensibili al terraform
> Avvia un nuovo piano Terraform

o Confermare I'esecuzione di Terraform

4. Validare il workflow.

Procedura 1: Creazione del flusso di lavoro

1. Fare clic su Orchestration (orchestrazione) nel riquadro di navigazione a sinistra e fare clic su Create
Workflow (Crea flusso di lavoro).

2. Nella scheda Generale:
a. Fornire il nome visualizzato (flusso di lavoro di disaster recovery).
b. Selezionare I'organizzazione, impostare i tag e fornire una descrizione.

3. Fare clic su Salva.
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Procedura 2. Creare un nuovo volume in FlexPod

1. Selezionare la scheda Designer e fare clic su Tasks nella sezione Tools.

2. Trascinare l'attivita Storage > New Storage Volume (Storage > nuovo volume di storage) dalla sezione
Tools (Strumenti) nel’area Design (progettazione).

3. Fare clic su New Storage Volume (nuovo volume di storage).

CONFIGURE > Orchestration > Create Workflow

General Designer Mapping Code

= Tools

Tasks Workfiows Operations

Q) Search

] New Storage LUN New Storage Volume
Slorage
Mew Storage LUN ID b
New Storage Pool

New Storage Snapshot Policy

New Storage Snapshot Policy
Schedule

New Storage Virtual Machine

| New Storage Volume
New Storage Volume Snapshot
Remove Hitachi Snapshot Data

Remove Hitachi Snapshot Pair




4. Nell'area Proprieta attivita, fare clic sulla scheda Generale. In alternativa, &€ possibile modificare il nome e
la descrizione dell’attivita. In questo esempio, il nome dell’attivita € Crea volume in FlexPod.

Icln'iéla' Intersight CONFIGURE

MONITOR O Save the workflow to validate.
OPERATE
Create volume in FlexPod
CONFIGURE
Outputs Variables
Orchestration
Name *
+| New Storage LUN Create volume in FlexPod
i . AR 5 Create volume in FlexPod
7] Mew Storage LUN 1D ° :
Version

3 (default) v

51 New Storage Pool

[E] New Storage Snapshot Policy

Task Type

2] New Storage Snapshot Policy Fask Type New Storage Volume
Schedule

{31 New Storage Virtual Machine Create a storage volume with volume name and volume st

*] New Storage Volume
9 Task Details

+] New Storage Volume Snapshot Create a storage volume with volume name and volume size as

1 L 1 he lume size as L
+] Remave Hitachi Snapshot Data inputs. Generates the volume name and vol $ize 5 outputs.

t] Remove Hitachi Snapshot Pair @ Enoble Roliback ¢

5. Nell'area Task Properties, fare clic su Input.

6. Fare clic su Map nel campo Storage Device.

COMFIGURE > Orchestration > Create Workflow q & Ruchika Lahoti
General Designer Mapping Code @ Save the workflow 10 validate.

= Tools | Create volume in FlexPod

Tasks Workflows Operations 2 BGeneral Inputs Outputs Variables

4, Search (}, Search

New Storage LUN Create volume in FlexPod

Siormge - Storage Device *

New Storage LUN ID

VALUE NOT SPECIFIED
New Storage Pool

* New Storage Snapshot Policy C " Storage Vendor Virtual Machine * ©

New Storage Snapshot Policy VALUE NOT SPECIFIED
Schedule

i*| New Storage Virtual Machine Storage Vendor Aggregate* ©

New Storage Volume VALUE NOT SPECIFIED

New Storage Volume Snapshot
Storage Vendor Volume Options * ©
[#] Remove Hitachi Snapshot Data
VALUE NOT SPECIFIED
[¥] Remoave Hitachi Snapshot Pair

[ POCRAS ¥ FoRPy SRy VO § o Unhima Manansita ® 7

7. Scegliere valore statico e fare clic su Seleziona dispositivo di storage.

8. Fare clic sulla destinazione di storage aggiunta e fare clic su Select (Seleziona).




+ » Create Workflow > New Storage Volume > Storage Device {3 (2) Ruchika Lahoti Q.

Select Storage Device

6 items found 10 ~ perpage

-4, Add Filter
Type of Mapping
Name Vendor

Static Value AFF_A220 NetApp

a220-g1316 NetApp

Storage Device * healthylife NetApp

ocp-cluster NetApp

singlecvoaws MetApp

vsim NetApp

Selected 1 of 6

9. Fare clic su Map (Mappa).

> Create Workflow > MNew Storage Volume > Storage Device " Ruchika Lahoti 0.

Map Task Input

Configure/Assign the value from available options

Type of Mapping

Input
Static Value
@ Provide custom valoes as the input.

Storage Device *

Selected Storage Device  a220-g1316

10. Fare clic su Map nel campo Storage Vendor Virtual Machine.




CONFIGURE > Orchestration » Create Workflow L & Q, Ruchika Lahoti 2.
General Designer Mapping Code i Save the workflow 1o validate.

i= Tools i Create volume in FlexPod
Tasks Workflows Operations : General Inputs Outpuls Variables

4, Search €, Search

Create volume in FlexPod .
* Executors Storage b= Storage Device *

i : Custorn Value
Invoke Ansible Playbook 2% Custom Value

[£ Invoke PowerShell Seript Q Storage Vendor Virtual Machine* ©

[# Invoke SSH Commands VALUE NOT SPECIFIED

[#] invoke Web API Request

Storage Vendor Aggregate* ©
« Compute
. VALUE NOT SPECIFIED
[f] Add Server Policies to Profile

[*] clear Server Storage Controlier Storage Veendor Volume Options *
Configuration
VALUE NOT SPECIFIED
[#] Clear Server Storage Controlier
Foreign Configuration
Volume Capacity * ©

11. Scegliere valore statico e fare clic su Seleziona Storage Virtual Machine.

«ss > Create Workflow > New Storage Volume i « Ruchika Lahoti 2,

available options.

Type of Mapping
Input

Static Value

@ Provide custom value:

Storage Vendor Virtual Machine

Storage Virtual Machine *

12. Selezionare la macchina virtuale di storage in cui creare il volume e fare clic su Select (Seleziona).




- > Create Workflow > New Storage Volume ) 13 h 1 Ruchika Lahoti G,

Select Storage Virtual Machine

14 items found 10 ~ per page
Type of Mapping

Add Filter

Name

FlexPod-Express-infra-SVM

Storage Vendor Virtual Machine Infra_SVM
OCP-SVM
demo2_svm
demo3_svm

Storage Virtual Machine *
demaServer

hybrid_cloud_2_svm

hybrid_cloud_rtp

13. Fare clic su Map (Mappa).
Create Workflow >  New Storage Volume 3 ¥ @ Ruchika Lahoti 2,

Map Task Input

Configure/Assign the value from available options.

Type of Mapping
Inpit

Static Value

@ Provide custom values as the input

Storage Vendor Virtual Machine

Storage Virtual Machine *

L= i Storage Virtual

hybrid_cloud_2_svm

14. Fare clic su Map nel campo Storage Vendor aggregate.




CONFIGURE > Orchestration > Create Workflow

General Designer Mapping Code

i= Tools

Workflows Operations

* Executors
[ tnveke Ansible Playbook
[#] Invoke PowerShell Script
[#] Invoke SSH Commands
[#] Invoke Web API Request
» Compute
Add Server Policies to Profile

Clear Server Storage Controller
Configuration

Clear Server Storage Controller
Foreign Configuration

Ruchika Lahoti £,

) Save the workflow to validate.

Create volume in FlexPod

General Inputs Outpuls Varables

Q,  Search

. Create volume in FlexPod

Storage Device *

#% Custom Value

Storage Vendor Virtual Machine* ©

& Custom Value

Storage Vendor Aggregate* ©

VALUE NOT SPECIFIED

Storage Vendor Volume Options* ©

VALUE NOT SPECIFIED

Unlitma Manacite & 7

15. Scegliere valore statico e fare clic su Seleziona aggregato di storage. Scegliere 'aggregato e fare clic

su Select (Seleziona).

= > Create Workflow > New Storage Volume

Storage Vendor Aggregate

Aggregates

16. Fare clic su Map (Mappa).

Ruchika Lahoti U

Select Aggregate

Name

aggr01_node0n

aggrl1_node(

agar01_node0?2

aggr01_node02

agarl

aggr1_AFF_A220_01

aggri_AFF_AZ220_02

aggr]_cie_na220_g1316.01

aggr2

Selacted 1 of 9

17. Fare clic su Map nel campo Storage Vendor Volume Options.

18. Scegliere Direct Mapping e fare clic su Workflow Input.




+ > Create Workflow > New Storage Volume ) 73 A 90

Map Task Input

Configure/ gn the value from available options.

Type of Mapping

Input

Direct Mapping

© Map the workflow input, variable or any of the previous task’s outputs to input.

Map 1o

Workflow Input

Input Name *

19. Nella procedura guidata Aggiungi input, completare i seguenti passaggi:

24

a.

(o

-~ ® o o

@

Fornire un nome visualizzato e un nome di riferimento (facoltativo).

. Assicurarsi che I'opzione Storage Vendor Volume Options sia selezionata per Type.
. Fare clic su Set Default Value and Override (Imposta valore predefinito e ignora).

. Fare clic su obbligatorio.

Impostare tipo di piattaforma su NetApp Active IQ Unified Manager.
Fornire un valore predefinito per il volume creato in Volume.

Fare clic su NFS. Se NFS & impostato, viene creato un volume NFS. Se questo valore & impostato su
false, viene creato un volume SAN.

Fornire un percorso di montaggio e fare clic su Aggiungi.



Add Workflow Input

B4 Set Default Value ©
™ Allow User Override

Default Values *
Storage Vendor Volume Options

Platform Type ©

Pure Hitachi Virtual Storage
FlashArray ~ Platform

Volume *

mssql_data_vol

NFS Volume Option
¥ NFS ©

Mount Path
/mssql_data_vol

20. Fare clic su Map (Mappa).
21. Fare clic su MAP nel campo Volume Capacity.
22. Scegliere Direct Mapping e fare clic su Workflow Input.

23. Fare clic su Input Name e Create Workflow Input.

NetApp Active IQ
Unified Manager
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Storage Volume > Volume Capacity 73 A 90 Q, 3 @ Ruchika Lahoti 2,

Map Task Input

Confi 1 the valt available options

Type of Mapping

Inpaut

Direct Mapping

© Map the workfiow input, variable or any of the previous task’s outputs to input

Map to

Workflow Input

Input Name *

Storage Vendor Volume Options

24. Nella procedura guidata Aggiungi input:

a. Fornire un nome visualizzato e un nome di riferimento (facoltativo).

b. Fare clic su obbligatorio.

c. Per Type, selezionare Storage Capacity.

d. Fare clic su Set Default Value and Override (Imposta valore predefinito e ignora).
e. Fornire un valore predefinito per le dimensioni del volume e l'unita.

f. Fare clic su Aggiungi.
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Add Workflow Input

Storage Capacity

B SetDefault Value ¢

8 Allow User Override ©

Dafault Values *
Volume Capacity

Gy
Size ¥

20

Unit *

GiB

25. Fare clic su Map (Mappa).

26. Con Connector, creare una connessione tra le attivita Avvio e Crea volume in FlexPod, quindi fare clic su
Salva.

CONFIGURE > Orchestration » Create Workflow
General Designer Mapping Code

= Tools

Tasks Workflows Operations

O, Search .
Create volume in FlexPod
*» Executors v Storage

-

[#] Invoke Ansible Playbook
[#] Invoke PowerShell Script
[#] Invoke SSH Commands
[#] Invoke Web API Request
s Compute
[+] Add Server Policies to Profile

[#] clear Server Storage Controller
Configuration

[¥] clear Server Storage Controller
Foreign Configuration




Ignorare I'errore per ora. Questo errore viene visualizzato perché non & presente alcuna
connessione tra le attivita Crea volume in FlexPod e operazione riuscita, necessaria per
specificare la transizione corretta.

Procedura 3: Aggiunta della policy di esportazione dello storage

1. Selezionare la scheda Designer e fare clic su Tasks nella sezione Tools.

2. Trascinare l'attivita Storage > Add Storage Export Policy to Volume (archiviazione > Aggiungi policy di
esportazione dello storage al volume) dalla sezione Tools (Strumenti) nell’area Design (progettazione).

3. Fare clic su Add Storage Export Policy to Volume (Aggiungi policy di esportazione storage al volume).
Nell'area Proprieta attivita, fare clic sulla scheda Generale. In alternativa, & possibile modificare il nome e
la descrizione dell’attivita. In questo esempio, il nome dell’attivita € Add Storage Export Policy (Aggiungi
policy di esportazione dello storage).

4. Utilizzare Connector per stabilire una connessione tra le attivita Crea volume in FlexPod e Aggiungi
policy di esportazione dello storage. Fare clic su Save (Salva).

General Designer Mapping Code A Invalid 1 emror found. Resolve errors to execute.

Tools [i] Add Storage Export Policy to Volume

Ganeral

Create volume in FlexPod L
trnge _ = Add Storage Export Policy to Volume

+] New Hitachi Snapshot Data

*1 New NetApp NAS Smart Volume

1*] Now NetApp Smart LUN

+1 New Hiachi Snapshot Pair

] Mew Storage Data IP Interface

+] Maw Storage Export Policy

[¥] New Storage Export Policy Rule

[ New Storage Fibre Channel Interface
[#] New Storage Host

] New Storagae Host Group

Naw Storage LUN

+] Naow Storage LUN D

[#] New Storage Pool

5. Nell’area Task Properties, fare clic su Input.

6. Fare clic su Map nel campo Storage Device.

28

. Add Storage Export Policy 1o V.

Version 1 (dataiit)

Add Storage Export Policy to Volume

Add an export policy to a volume with storage virtual mach

Task Details

Add an export policy 1o a volume with storage viriual machine
nama, velume name, axport policy name as the inputs. On
successiul axecution volume name and axport policy added are
generated a5 outputs.

Last saved 7 minutes ago




Designer Mapping Code & Invalid 1 error found. Resolve ermors 1o execute.

Add Storage Export Policy to Volume

Workflows General Inputs Outputs

e € Search
. Create volume in FlexPod
» Executors A — 9 Storage Device *

[#] Invake Ansible Playbook VALUE NOT SPECIFIED

Storage Vendor Virtual Machine * ¢

[#] Invoke PowerShell Script . Add Storage Export Policy to V

] Invoke S5H Commands
VALUE NOT SPECIFIED
[ Invoke Wab API Request
® Compute A Volume* ©
[] Add Server Policies to Profile VALLE NOT SPECIFIED
=
1=} Clear Server Storage Controller -
Configuration Export Palicy

[#] Clear Server Storage Controlles VALUE NOT SPECIFIED

Foreign Configuration
[*] Copy Server Profile
1+| Delete Server Virtual Drives

[*] Daploy Server Profile

Last savad 8 minutes ago

7. Scegliere valore statico e fare clic su Seleziona dispositivo di storage. Selezionare la stessa
destinazione di storage aggiunta durante la creazione dell’attivita precedente di creazione di un nuovo
volume di storage.

8. Fare clic su Map (Mappa).

Nt Svplp
AT _AZI0

a220-91316

houltytte

oop-chustar

BN vOaws

vaIm

sriecied VOl &

9. Fare clic su Map nel campo Storage Vendor Virtual Machine.

10. Scegliere valore statico e fare clic su Seleziona Storage Virtual Machine. Selezionare la stessa
macchina virtuale di storage aggiunta durante la creazione dell’attivita precedente di creazione di un nuovo
volume di storage.




MName

FlexPos Express infrs SVM

Infra_SVM

OCP-SWM

[

Frytond ciousd g

hybrid_clood_2_swm

Inytorid_choud_rtp

11. Fare clic su Map (Mappa).
12. Fare clic su Map nel campo Volume.

13. Fare clic su Nome attivita, quindi su Crea volume in FlexPod. Fare clic su Output Name (Nome output),
quindi su Volume.

In Cisco Intersight Cloud Orchestrator, & possibile fornire I'output di un’attivita precedente

@ come input per una nuova attivita. In questo esempio, i dettagli di Volume sono stati forniti
dall’'attivita Crea volume in FlexPod come input per I'attivita Aggiungi policy di
esportazione dello storage.
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Map Task Input

Configure/Assign the value from available options

Type of Mapping

Input

Direct Mapping

@ Map the workflow input. variable or any of the previous task’s outputs to Input
Map to

'_Fas_k_ Ou't_;?_ul

Task Mame * Dutput Mame *

Create volume in FlexPod © Volume

14. Fare clic su Map (Mappa).
15. Fare clic su Map nel campo Export Policy.

16. Scegliere valore statico e fare clic su Seleziona policy di esportazione. Selezionare la policy di
esportazione creata.

- .» Disasterrecovery workflow > Edit > Add Storage Export Policy to Valume 3> ExportPolicy 6 i} Q i (] Ruchika Lahoti &

" 9%atect Export Policy
export-hybrid_cloud_2_svm-mysql_data_copy
export-hybrid_cloud_2_svm-mysql_ds_copy

Typa of Mapping export-hybrid_cloud_2_svm-mysqgl_log_copy

export-infra_svm-lesi_copy

axport-svm_singlecvoaws

export-sym_singlecvoaws-application_copy

Export Policy * =
5o ek export-svm_singlecvoaws-hybrid_cloud_1_swap_copy

export-svm_singlecvoaws-ocp_volume

export-svm_singlecvoaws-test_data_copy

hybrid-ONTAP-Expart-policy

=mb

test

Selected 10119

17. Fare clic su Map (Mappa), quindi su Save (Salva).




@ In questo modo, viene completata I'aggiunta di un criterio di esportazione al volume. Quindi,
creare un nuovo datastore mappando il volume creato.

Procedura 4: Mappare il volume FlexPod all’archivio dati

1. Selezionare la scheda Designer e fare clic su Tasks nella sezione Tools.

2. Trascinare l'attivita Virtualization > New Hypervisor Datastore (virtualizzazione > nuovo archivio dati
hypervisor) dalla sezione Tools (Strumenti) nel’area Design (progettazione).

3. Utilizzare Connector per stabilire una connessione tra le attivita Add Storage Export Policy (Aggiungi
policy di esportazione dello storage) e New Hypervisor Datastore (nuovo archivio dati hypervisor). Fare
clic su Save (Salva).

1 ool found Retcles efToft 10 exeCulle

* Exscuiors . Craata wobome o |l fod
I »

Irwome Araebie Playlook
1 ok Powershell Sorpe
Irrvois SSH Corremands
f ok Web AFY Begquet
= Compute

* Add Server Polices o Profile

+, Cloar Server Siorpge Cortrplier
CordQuraton

¢, Cloae Georver Siorage Condpolier
Foresgr Configuraton

*| Coow Sereer Prolie

Lawt soved i 8 few aaconds

4. Fare clic su New Hypervisor Datastore (nuovo archivio dati hypervisor). Nell'area Proprieta attivita, fare
clic sulla scheda Generale. In alternativa, € possibile modificare il nome e la descrizione dell’attivita. In
questo esempio, il nome dell’attivita € Mapp volume to Datastore.
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Designer Mapping A Invalid 1 emror found. Resolva emors to execute.
= Tools (5] Map volume to datastore

Tasks W flows O General Inputs Dutputs Varlables

, Search
lame *

3] Invoke Guest Customization for Linux - 2 Map Lo dataatere
Virtual Maching . C_rulo wvolume In FlexPod 3

] Inveke Guast Customization for b Vorsion 1 (detautt)
Virtual Machine

Tonsk Type MNew Hypervisor Datastore.

| Invoke Guest Customization for 5"
Windows Virtual Machine Add Storage Export Palicy to V... \ser Description

hiagH

] Move Virtual Mathine L Create a new datasl_o_re_ on selected hyPervisnr. Reaq_uires d

{2} Mew Datastore Cluster Task Details

= Map volume to datastore
| MNew Distributed Virtual Network | irtuadiratine Create a new datasione on sab hyperviser. Requires da A

cluster (or host), and datastore. For VMFS, the canonical disk name,
and VMFS varsion inputs are needed. For NFS, remote servir and
mount path, and NFS version are needed. On successful axecution,
the datastore name, disk name, VMFS version, and datacenter

[ New Distributed Virtual Switch
[#] Mew Hypervisor Cluster

| Mew Hypervisor Datacenter name are generaied as outpuls.
3] Mew Hypervisor Datastore @ Enable Roliback
[ Mew Hypervisor Host

(3] Mew Virtual Machine from Template
A Plnna frem Uirkial Machine

Last saved 16 minutes ago

5. Nell’area Task Properties, fare clic su Input.
6. Fare clic su Map nel campo Hypervisor Manager.

7. Scegliere Static Value (valore statico) e fare clic su Select Hypervisor Manager (Seleziona gestore
hypervisor). Fare clic sulla destinazione di VMware vCenter.

» Hypervisor Manager

Select Hypervisor Manager

Add Filter
Nama Vendor
g13-vefpme.sa VMwara
weenter.mva local VMware

=tod 1002

8. Fare clic su Map (Mappa).




frecovery workflow > Edit > New Hypervisor Da * » Hypervisor Manager () 86 A4 93 s Q, 13, & Ruchika Lahoti L

srrmge smeis asspEes

Configuref Assign the value from avallable options.

Type of Mapping

Input

Static Value

@ Provide custom values as the input

Hypervisor Manager *

Selected Hypervisor Manager g13-vc.fpmc.sa

9. Fare clic su Map nel campo Data center. Si tratta del data center associato al nuovo datastore.
10. Scegliere Direct Mapping e fare clic su Workflow Input.

11. Fare clic su Input Name, quindi su Create Workflow Input.

Map Task Input

Configure/Assign the value from available opticns.

Type of Mapping

Inpust
Direct Mapping

@ Map the workflow input, variable or any of the previous 1ask’s outputs 1o input

Map to
Workflow Input

Input Name *
Storage Vendor Volume Option

Storaga Vendor Volume Options

Volume Capacity

12. Nella procedura guidata Aggiungi input, completare i seguenti passaggi:

a. Fornire un nome visualizzato e un nome di riferimento (facoltativo).

b. Selezionare Datacenter come tipo.




c. Fare clic su Set Default Value and Override (Imposta valore predefinito e ignora).

d. Fare clic su Seleziona data center.

e. Fare clic sul data center associato al nuovo datastore, quindi fare clic su Select (Seleziona).

Add Workflow Input Select Datacenter

Add Filter
Nama
Demo-FlexPod-Express
FlexPod-G13

4102

= Fare clic su Aggiungi.
13. Fare clic su Map (Mappa).

14. Fare clic su Map nel campo Cluster.

15. Scegliere Direct Mapping e fare clic su Workflow Input.

tnventoryPath

fDemo-FlexPod-Express

fFlexPod-G13
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Map Task Input

@ value from

Type of Mapping

IMput

Direct Mapping

© Map the woerkfiow inpln, vartable or any of the preyious tek's SEIpUIE i input

Maop o

Workflow Input

Input Name *

Datacoenter
Storage Wendor Violurme Option
Storage Vendor Volume Oplions

Voluma Capacity

16. Nella procedura guidata Aggiungi input, completare i seguenti passaggi:

36

a.
b.

-~ ©®© o o

@

Fornire un nome visualizzato e un nome di riferimento (facoltativo).

Fare clic su obbligatorio.

Selezionare Cluster come tipo.

Fare clic su Set Default Value and Override (Imposta valore predefinito e ignora).
Fare clic su Select Cluster (Seleziona cluster).

Fare clic sul cluster associato al nuovo datastore.

Fare clic su Seleziona.



Select Cluster

Mame IvventoryPath

UCS Mini {Demo-FlexPod-Expresshost/UCS Mini

{FhxPed-G13Most/ Washington

h. Fare clic su Aggiungi.
17. Fare clic su Map (Mappa).

18. Fare clic su Map nel campo host.
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Add Workflow Input

Cluster on which the datastore will

Value Restrictions
Required
Collection/Multiple ©

Type

Cluster

= set Default Value ©
B Aliow User Override

Default Values *
Cluster ¢

acted Cluster Washington

19. Scegliere Static Value (valore statico) e fare clic sull’host su cui verra ospitato il datastore. Se viene
specificato un cluster, I'’host viene ignorato.
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4 items found 10 v perpage

Add Filter

Type of Mapping
Name

Static Value 172.22.0111

172.22.0.112
esxi-01.nva local
esxi-02.nva.local

Selected 1 of 4

20. Fare clic su Select and Map (Seleziona e mappa).
21. Fare clic su Map nel campo Datastore.
22. Scegliere Direct Mapping e fare clic su Workflow Input.

23. Fare clic su Input Name e Create Workflow Input.

Map Task Input

Configure/Assign the value from avallable oplions:

Type of Mapping
Input
Direct Mapping
@ Map the workflow input, variabie or any.of the previous task's outputs 1o input

Map to

Workflow Input

Input Mame *

Cluster

Datacenter

Storage Vendor Volume Option
Storage Vendor Volume Options

Volume Capacity




24. Nella procedura guidata Aggiungi input:
a. Fornire un nome visualizzato e un nome di riferimento (facoltativo).
b. Fare clic su obbligatorio.

c. Fare clic su Set Default Value and Override (Imposta valore predefinito e ignora).

o

. Fornire un valore predefinito per I'archivio dati e fare clic su Add (Aggiungi).

Add Workflow Input

Type
String

Regex
~{1,42)}%
Secure ©

- Object Selector ©

B setDefault Value ©
B  Allow User Override @

Default Values *

hybrid-dsf

25. Fare clic su Map (Mappa).
26. Fare clic su Map nel campo di immissione Type of Datastore.
27. Scegliere Direct Mapping e fare clic su Workflow Input.

28. Fare clic su Input Name e Create Workflow Input.
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Type of Mapping

Input

Direct Mapping

@ Map the workfiow input, variabie ar any of the previous task’s outputs to input

Map o

Workflow Input

Input Ne

Cluster

Datacenter

Datastore

Storage Vendor Volume Option

Storage Vendor Volume Options

29. Nella procedura guidata Aggiungi input, completare i seguenti passaggi:
a. Fornire un nome visualizzato e un nome di riferimento (facoltativo) e fare clic su obbligatorio.

b. Assicurarsi di selezionare il tipo tipi di datastore e fare clic su Imposta valore predefinito e Ignora.
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Add Workflow Input

Display Mame * Reference Mame *

Type of Datastore 4 DatastoreVersion

cription

Type and version of the new datasi

Value Restrictions
B Required
Collection/Multiple

Type

Types of Datastore

5 set Default Value
B Allow user Override

Default Valses *

Type of Dalastore

c. Fornire il percorso remoto. Questo ¢ il percorso remoto del punto di montaggio NFS.

d. Fornire i nomi host o gli indirizzi IP del server NFS remoto in NFS Server Address (Indirizzo server
NFS).

e. Fare clic su Access Mode (modalita di accesso). La modalita Access € per il server NFS. Fare clic su
Read-only (sola lettura) se i volumi vengono esportati in sola lettura. Fare clic su Aggiungi.



Add Workflow Input

Default Values *

Type of Datastore

Type of Datastore <
VMFS-6

Remote Path *

/masqgl_data_vol

NFS Server Address *

172.22.4.155

Access Mode o

& Read Write Read Only

30. Fare clic su Map (Mappa).

31. Fare clic su Save (Salva).

1 error found Resclee errors o exeCutie

* Emec . .Cm-ﬂ—nlhlm
.

= e Araible PlaySook

* irvohe PowerShell Sorpt
Irrwcie S50 Correrands . Al Braw apa | apenrt Palcy b W
»
£ irrepar Wel AFY Reguret
= Compute
Add Server Poboses 1o Profile

. Cloar Server Siorege Corteolier
Coanfaur it

* Gt Sevver Sk spe Cortrofer
Foresgr ConfQuratar

*| Coow Server Profie

Last saved i 8 frw gaconSs

In questo modo viene completata I'attivita di creazione dell’archivio dati. Tutte le attivita eseguite nel data
center FlexPod on-premise sono state completate.




Designer Mapping Code A& Invalid 1 error found. Resolve errors to execute.

* Networking . Create volume in FlexPod
- STGIBgE L

& Targel Management

= Terraform Cloud . Md Slwm Export Policy to V..

[*] Add Terraform Sensitive Variable

[+] Add Terraform Variable g Map volume to datastore
[¥] Add Terraform Workspace y ®

] confirm and Terraform Run

= ! e hdan [ gmy  Add Terratorm Workspace
[¥] Get Temaform Current State Version sy

Get Terraform Run 1D

[*] Get Terraform Run State

Procedura 5: Aggiungere una nuova area di lavoro Terraform

1. Selezionare la scheda Designer e fare clic su Tasks nella sezione Tools.

2. Trascinare I'attivita Terraform Cloud > Add Terraform Workspace dalla sezione Tools (Strumenti)
dell’'area Design (progettazione).

3. Utilizzare Connector per connettere le attivita Map volume to Datastore e Add Terraform Workspace e
fare clic su Save.

4. Fare clic su Aggiungi area di lavoro Terraform. Nell’area Task Properties (Proprieta attivita), fare clic
sulla scheda General (Generale). In alternativa, € possibile modificare il nome e la descrizione dell’attivita.
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CONFIGURE > Orchestration > Disaster recovery workflow >  Edit B6 A4 93 [+ L 3 Ruchika Lahoti £
General Designer Mapping Code & Invalid 1 error found. Resolve errors to execute.
= Tools [il Add Terraform Workspace
Tasks Workflows Operations ; General Inputs Outputs Variables

4, Search

Name *

® Networking . Create volume in FlaxP - Add Terraform Workspace
Torage aa
]

& Storage —
= Version 1 (default)

. Add Suorege Export Poib :-""»u i Task Type Add Terraform Workspace

User Description

® Target Management

o Terraform Cloud

[£] Add Terraform Sensitive Variable Creating a Terraform Workspace

+] Add Terraform Variable = Map volume 1o datastore
o - Task Details

*1 Add Terraform Workspace @ _
£ Creating a Terraform Workspace

#] confirm and Apply Terraform Run 4 L
Y A e tou ko @@ Enable Rollback

— : 4
| Get Terraform Current State Version

+] Get Terraform Run ID

‘| Get Terraform Run State

Last saved 2 minutes ago

. Nell'area Task Properties (Proprieta operazione), fare clic su Input.
. Fare clic su Map nel campo di immissione Terraform Cloud Target.

. Scegliere valore statico e fare clic su Seleziona destinazione cloud Terraform. Selezionare I'account
Terraform Cloud for Business aggiunto come spiegato in "Configurare Cisco Intersight Service per
HashiCorp Terraform™.".

Select Terraform Cloud Target

1 tems found 10 v perpage
Add Filter
Type of Mapping
. Target Type

TFCB TerraformCloud

Selected 1 of 1

Terraform Cloud Target *

8. Fare clic su Map (Mappa).



https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_cvo_ico_ntap.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_cvo_ico_ntap.html

9. Fare clic su Map nel campo di immissione Terraform Organization Name.

10. Scegliere Static Value (valore statico), quindi fare clic su Select Terraform Organization (Seleziona
organizzazione terraform). Seleziona il nome dell’organizzazione Terraform a cui fai parte nel tuo account
Terraform Cloud for Business.

Select Terraform Organization Name

Add Filter

MName identity

cisco-intersight-gc org-MZpxKCstWgQaBbbe

ed 1 of1

11. Fare clic su Map (Mappa).

12. Fare clic su Map nel campo Terraform Workspace Name. Questo € il nuovo spazio di lavoro nell’account
Terraform Cloud for Business.

13. Scegliere Direct Mapping e fare clic su Workflow Input.

14. Fare clic su Input Name e Create Workflow Input.
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Map Task Input

C

Type of Mapping

Input

Direct Mapping

@ Map the woarkflow input, variable or any of the previous task’s outpuis 1o input

Map 10

Workflow Input

Input Name *

Cluster
Datacenter

Datastore

15. Nella procedura guidata Aggiungi input, completare i seguenti passaggi:
a. Fornire un nome visualizzato e un nome di riferimento (facoltativo).

b. Fare clic su obbligatorio.

(9]

. Assicurarsi di selezionare String per Type.

o

. Fare clic su Set Default Value and Override (Imposta valore predefinito e ignora).

0]

. Specificare un nome predefinito per I'area di lavoro.

—h

. Fare clic su Aggiungi.
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Add Workflow Input

a-zA-Z0-9- 1S

Secure

. Object Selector

¥ Set Defaull Value
-!- Allow User Override

Default Values *

hy‘blidrsnapmlrrod

16. Fare clic su Map (Mappa).
17. Fare clic su Map (Mappa) nel campo Workspace Description (Descrizione area di lavoro).
18. Scegliere Direct Mapping e fare clic su Workflow Input.

19. Fare clic su Input Name e Create Workflow Input.
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Add Workflow Input

Workspace Description © WorkspaceDescription

Description

Description of the Terraform Work:

Value Restrictions
Required ©
Collection/Muitiple ©

Type
String

Secure ©

@  ObjectSelector ©

¥ Set Default Value ©

) Allow User Override ©

20. Nella procedura guidata Aggiungi input, completare i seguenti passaggi:
a. Fornire un nome visualizzato e un nome di riferimento (facoltativo).
b. Assicurarsi di selezionare String per Type.
c. Fare clic su Set Default Value and Override (Imposta valore predefinito e ignora).

d. Fornire una descrizione dell’area di lavoro e fare clic su Aggiungi.




Add Workflow Input

Value Restrictions
Required ©
Collection/Multiple

Type
String

Secure ©

[ ] Object Selector

= set Default value ©
% Allow User Override

Default Values *

Workspace Description

workspace to create CVO and configure SnapMirror

21. Fare clic su Map (Mappa).
22. Fare clic su Map nel campo Execution Mode.

23. Scegliere valore statico, fare clic su modalita di esecuzione, quindi fare clic su remoto.
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Type of Mapping

Input

Static Value

@ Provide custom values as the input

Execution Mode

ExecutionMode

remote - LB

24. Fare clic su Map (Mappa).
25. Fare clic su Map nel campo Apply Method (Applica metodo).

26. Scegliere valore statico e fare clic su Applica metodo. Fare clic su Manual Apply (Applica manuale).

Type of Mapping

Imput

Static Value v 0

@ Provide custom values as the input

Apply Method

Manual Apply X v O

27. Fare clic su Map (Mappa).
28. Fare clic su Map (Mappa) nel campo User Interface (interfaccia utente).

29. Scegliere Static Value (valore statico) e fare clic su User Interface (interfaccia utente). Fare clic su
Console Ul
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Type of Mapping

Input

Static Value

® Provide custom values as the input.

User Interface

Console Ul

30. Fare clic su Map (Mappa).
31. Fare clic su Map nel campo di immissione e selezionare il flusso di lavoro.

32. Selezionare valore statico e fare clic su Scegli il flusso di lavoro. Fare clic su Version Control
Workflow.

Type of Mapping

Input

Static Value

© Provide custom values as the input.

Choose your workflow

Version control workflow

Search

Version control workflow

CLI-driven workflow

APl-driven workflow

33. Fornire i seguenti dettagli sul repository GitHub:

a. In Repository Name (Nome repository), immettere il nome del repository descritto nella sezione

""Configurazione dei prerequisiti del’ambiente™.

b. Fornire I'ID token OAuth come descritto in dettaglio nella sezione ""Configurazione dei prerequisiti

dellambiente"".

c. Selezionare I'opzione Automatic Run Triggering.
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Disaster Recovery Workflow > Edit > Add Terraform Workspace > Choose your workflow

Type of Mapping
Input
Static Value

© Provide custom values as the input.

Choose your workflow

Choose your workflow *

Version control workflow

Choose repository and configure settings

Repository Mame *

NetApp-Automation/FlexPod-hybrid-cloud-for-GCP-wit ©

Oauth Token ID *

Terraform Working Directory

Automatic Run Triggering

Automatic Run Triggering Options

Always Trigger Runs

34. Fare clic su Map (Mappa).

35. Fare clic su Save (Salva).

In questo modo viene completata I'attivita di creazione di uno spazio di lavoro in un account Terraform Cloud
for Business.

Procedura 6: Aggiunta di variabili non sensibili all’area di lavoro

1. Accedere alla scheda Designer e fare clic sulla sezione flussi di lavoro da Strumenti.
2. Trascinare il flusso di lavoro Terraform > Add Terraform Variables dalla sezione Tools nell’area Design.

3. Utilizzare Connector per collegare le attivita Add Terraform Workspace e Add Terraform Variables. Fare
clic su Save (Salva).
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4. Fare clic su Aggiungi variabili terraform. Nell’area Workflow Properties (Proprieta flusso di lavoro), fare
clic sulla scheda General (Generale). In alternativa, € possibile modificare il nome e la descrizione
dell’attivita.

Lt
ehigial Denigher Code A ivwalid 1 error found
Add Terratorm Variable
Genersl

Add Terraform Variable

. Create volume in FlesPod
°
" Executon

= Compute . ﬁldli ::Iarw Enport Policy to ¥ = 1 (defouity
* CoraTanks 1 At Termaloem Variable

= Hyperflex s
- MBp voburne 10 datantore

Add v b to Termaform Workspace:

= Natworking
* Slorage
Tusk Dotails

* Targel Managemarnt -
. =] RSd Tett aloerm Work space Add wariable to Terralorm Workspace

* Temaform Gloud
@® Enasle Roliback
=} Add Terrafaem Sensitive Vakable

| .-!Il m ltl?f:lfdl.ll u;nm
L=l Add Terrafom Workspace
nfinm and Apply Terralonm Run
L] Get Terraform Current State Viersion
[E] Gel Taratorm fun il
1 Termfborm Aun Sisle

tl Get Terraform Stie Version Conlents

Lost saved 31 minites sgo

5. Nell’area Workflow Properties, fare clic su Input.
6. Fare clic su Map nel campo Terraform Cloud Target.

7. Scegliere valore statico e fare clic su Seleziona destinazione cloud Terraform. Selezionare I'account
Terraform Cloud for Business aggiunto come spiegato in "Configurare Cisco Intersight Service per

HashiCorp Terraform".".

Terraform Cloud Torget

Select Terraform Cloud Target

Targel Type

TermiomCloud

8. Fare clic su Map (Mappa).
9. Fare clic su Map nel campo *Terraform Organization Name *.

10. Scegliere valore statico e fare clic su Seleziona organizzazione terraform. Seleziona il nome
dell’organizzazione Terraform a cui fai parte nel tuo account Terraform Cloud for Business.
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» Workspece i)

Map Task Input

Task Dutput

ik M

Add Terraform Workspacs

11. Fare clic su Map (Mappa).
12. Fare clic su Map nel campo Terraform Workspace Name.
13. Scegliere Direct Mapping e fare clic su Task Output.

14. Fare clic su Nome attivita e fare clic su Aggiungi area di lavoro terraform.

Type of Mapping

Input
Direct Mapping
& Map the workflow inpul, variable or any of the previous 1a CUTpURE Tor fnpul

Map to

Workflow Input

Input Name *

Cluster

Datlacenter

Datastore

Storage Vendor Valume Option
Storage Vendor Volume Options
Type of Datastore

Volume Capacity

15. Fare clic su Output Name (Nome output) e su Workspace Name (Nome area di lavoro).




16. Fare clic su Map (Mappa).
17. Fare clic su Map nel campo Add Variables Options.
18. Scegliere Direct Mapping e fare clic su Workflow Input.

19. Fare clic su Input Name e Create Workflow Input.

Add Workflow Input

Display Name * Reference Name *

Terraform Variable © TerraformAddVariable

Description

Terraform Variable to be added

Value Resfrictions
= Required
Collection/Multiple

Type
String

& Object Selector

20. Nella procedura guidata Aggiungi input, completare i seguenti passaggi:
a. Fornire un nome visualizzato e un nome di riferimento (opzionale).
b. Assicurarsi di selezionare String per Type.
c. Fare clic su Set Default Value and Override (Imposta valore predefinito e ignora).

d. Fare clic su Variable Type (tipo di variabile), quindi su non-sensitive Variables (variabili non




sensibili).
21. Nella sezione Add Terraform Variables, fornire le seguenti informazioni:
° Chiave. name of on-prem-ontap
> Value. indica il nome di on-premise ONTAP.
o Descrizione. Nome del ONTAP on-premise.

22. Fare clic su + per aggiungere ulteriori variabili.

*4 SetDefault Value ©

» Allow User Override

Default Values *

Terraform Variable

Key *

name_of_on-prem-ontap

Value

Provide the name of On-premise ONTAP added in section Deploying ©

Description

Name of the On-premise ONTAP

23. Aggiungere tutte le variabili Terraform come mostrato nella tabella seguente. E inoltre possibile specificare
un valore predefinito.
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24. Fare clic su Map (Mappa), quindi su Save (Salva).
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Nome della variabile terraform
name_of_on-premise-ontap

ip_cluster_ontap on-premise

nome_utente_ontap_on-premise

Zona

subnet_id

id_vpc

nome_pacchetto capacita
volume_origine
source_storage_vm_name
destination_volume

schedule_of replication

name_of volume to create_on_cvo

id_area di lavoro

ID_progetto

name_of cvo_cluster

account_servizio_gcp

Descrizione
Nome del FlexPod (on-premise ONTAP)

L'indirizzo IP dell'interfaccia di gestione del cluster
di storage

Nome utente amministratore per il cluster di storage

Regione GCP in cui verra creato 'ambiente di
lavoro

id subnet GCP in cui verra creato 'ambiente di
lavoro

L'ID VPC in cui verra creato I'ambiente di lavoro
Il tipo di licenza da utilizzare

Il nome del volume di origine

Il nome della SVM di origine

Nome del volume su Cloud Volumes ONTAP
L'impostazione predefinita & 1 ora

Nome del volume cloud

L’id_area di lavoro in cui verra creato 'ambiente di
lavoro

I'id_progetto in cui verra creato 'ambiente di lavoro

Il nome dell’ambiente di lavoro Cloud Volumes
ONTAP

account_servizio_gcp dell’ambiente di lavoro Cloud
Volumes ONTAP



Add Terraform Variable

General Inputs Outputis Variables

Search

(
-

Terraform Cloud Target* ©

& Custom Value

o ';"-‘;-

Workspace ID* ©

L. Task Output Workspaceld | Add Terraformn Work...

Termmaform Variable ©

L  Workfilow Input Terraform Variables

Last saved an hour ago

In questo modo viene completata I'attivita di aggiunta delle variabili Terraform richieste all’area di lavoro.
Quindi, aggiungere le variabili Terraform sensibili richieste all’area di lavoro. E inoltre possibile combinare
entrambi in un’unica attivita.




Procedura 7: Aggiunta di variabili sensibili a un’area di lavoro

1. Accedere alla scheda Designer e fare clic su workflow nella sezione Strumenti.
2. Trascinare il flusso di lavoro Terraform > Add Terraform Variables dalla sezione Tools nell’area Design.

3. Utilizzare Connector per collegare le due attivita Add Terraform Workspace. Fare clic su Save (Salva).

@ Viene visualizzato un avviso che indica che le due attivita hanno lo stesso nome. Ignorare
I'errore per ora perché si modifica il nome dell’attivita nel passaggio successivo.

4. Fare clic su Aggiungi variabili terraform. Nell’'area Workflow Properties (Proprieta flusso di lavoro), fare
clic sulla scheda General (Generale). Modificare il nome in Aggiungi variabili sensibili al terraform.

Deskpner Manping Code A lvalid - nd Resolve erors fo

Add Terraform sensitive Variable
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5 Hew Target -
G = Mo wolme o datastore
(7] memave Tagel I i
® Temafomm Cloud
dudd Termatomm Work L]
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t} Ao Terraform Vanabie

+| hid Tesralomm A Tesralorm U;mhr
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5. Nell’area Workflow Properties, fare clic su Input.
6. Fare clic su Map nel campo Terraform Cloud Target.

7. Scegliere valore statico e fare clic su Seleziona destinazione cloud Terraform. Seleziona I'account
Terraform Cloud for Business che é stato aggiunto nella sezione "Configurare Cisco Intersight Service per

HashiCorp Terraform".
8. Fare clic su Map (Mappa).
9. Fare clic su Map nel campo Terraform Organization Name.

10. Scegliere valore statico e fare clic su Seleziona organizzazione terraform. Seleziona il nome
dell'organizzazione Terraform a cui fai parte nel tuo account Terraform Cloud for Business.

11. Fare clic su Map (Mappa).

12. Fare clic su Map nel campo Terraform Workspace Name.
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13.
14.
15.
16.
17.
18.
19.
20.

Scegliere Direct Mapping e fare clic su Task Output.

Fare clic su Nome attivita, quindi su Aggiungi area di lavoro terraform.

Fare clic su Output Name (Nome output) e selezionare I'output Workspace Name (Nome area di lavoro).

Fare clic su Map (Mappa).

Fare clic su Map nel campo Add Variables Options.

Scegliere Direct Mapping, quindi fare clic su Workflow Input.

Fare clic su Input Name e Create Workflow Input.

Nella procedura guidata Aggiungi input, completare i seguenti passaggi:
. Fornire un nome visualizzato e un nome di riferimento (facoltativo).

a
b. Assicurarsi di selezionare Terraform Add Variables Options per il tipo.

(9]

. Fare clic su Set Default Value (Imposta valore predefinito).

o

(0]

. Fare clic su Aggiungi.

. Fare clic su Variable Type (tipo variabile), quindi su Sensitive Variables (variabili sensibili).
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Add Workflow Input

Display Name * Reference Namse *

terraform sensitive variable ©  terraformsensitivevariable

Description

Add Variables

Value Restrictions
B Required ©
Collection/Muitiple

Type
Terraform Add Variables Option ~

B set Default Value ©
Allow User Override ©

Default Values *

terraform sensitive variable

Variable Type
Sensitive Variables

21. Nella sezione Add Terraform Variables, fornire le seguenti informazioni:

° Chiave. cloudmanager refresh token.
> Valore. inserire il token di refresh per le operazioni API di NetApp Cloud Manager.

o Descrizione. Aggiorna token.




Per ulteriori informazioni su come ottenere un token di refresh per le operazioni API di
NetApp Cloud Manager, consulta la sezione ""Configurazione dei prerequisiti

dell’ambiente".

Add Workflow Input

Set Default Value ©
Allow User Override

Default Values *

terraform sensitive variable

Variable Type *

Sensitive Variables

Add Sensitive Terraform Variables

Ky *
cloudmanager_refresh_token

Description

cloudmanager refresh token

22. Aggiungere tutte le variabili sensibili al terraform come mostrato nella tabella seguente. E inoltre possibile
specificare un valore predefinito.




Nome variabile sensibile al terraform Descrizione

cloud_manager_refresh_token Aggiorna token. Ottenerlo da:

id_connettore L'ID client di Cloud Manager Connector. Ottenerlo
da

cvo_admin_password La password admin per Cloud Volumes ONTAP

on-premise-ontap_user_password Password di amministratore per il cluster di storage

23. Fare clic su Map (Mappa) per completare I'operazione di aggiunta delle variabili sensibili al Terraform
richieste all’area di lavoro. Quindi, avviare un nuovo piano Terraform nell’area di lavoro configurata.

Procedura 8: Avviare un nuovo piano Terraform

1. Selezionare la scheda Designer e fare clic su Tasks nella sezione Tools.

2. Trascinare I'attivita Terraform Cloud > Start New Terraform Plan (Avvia nuovo piano di terraform) dalla
sezione Tools (Strumenti) nell’area Design (progettazione).

3. Utilizzare Connector per connettersi tra le attivita Aggiungi variabili sensibili al terraform e Avvia nuove
attivita del piano di terraform. Fare clic su Save (Salva).

4. Fare clic su Start New Terraform Plan (Avvia nuovo piano terraform). Nell’area Proprieta attivita, fare
clic sulla scheda Generale. In alternativa, € possibile modificare il nome e la descrizione dell’attivita.

A invalid 1 eror found. Resolve errors 1o execute.

Start New Terraform Plan

-]
0

. tlllhlu'cmn-l

Add Blotage Elp-;n»hn .
*] hdd Tematorm Workspace . s Start New Teraform Plan

onfirm and Apply Teraform Run f = f“_’""f""‘" detastors = 1 (defatt)
et Tesraform Curment State Version 2 . P T Start New Tenraform Plan
= A Terralorn Won space
| Get Tematorm Run ID Lo *
] Gl Tetra foimm R Sinle - ,‘NI‘..,...,.,,..,.., ?I.al'ts anew plan or destroys a plan in the given Terraform

4 Temmaform State Version Contents \ Task Detaits

1 Teratorm Workspace Details Starts a new plan of destroys & plan in the given Temmaform

e Warkspace
Adé Tematorm senaitven Variabls
Grant Access To Terraform State L] Je—

| Remove Terraform Remote State
Constmers
= I g 5 Wew Teradorm Plan
t Remove Terraform Workspace Fosta Lo

1+l Update Terraform Sensitive Variable
Update Temaform Variable

Virtualization

[El' Add Host to Distributed Virtual
Swilch

Last saved 6 minutes ago

5. Nell’area Task Properties, fare clic su Input.
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Fare clic su Map nel campo Terraform Cloud Target.

7. Scegliere valore statico e fare clic su Seleziona destinazione cloud Terraform. Selezionare 'account

10.
1.

12.
13.
14.
15.
16.

Terraform Cloud for Business aggiunto nella sezione "Configurazione di Cisco Intersight Service per
HashiCorp Terraform".

Fare clic su Map (Mappa).
Fare clic su Map nel campo Workspace ID.
Scegliere Direct Mapping e fare clic su Task Output.

Fare clic su Nome attivita, quindi su Aggiungi area di lavoro terraform.

Type of Mapping

Direct Mapping

@ Map the workfiow input. varabie or any of the previous Task's oulDuTs To Pl

#Add Terraform Workspace

Add Termform senaitive Varable
Add Terraform Variable

Add Termadornm Workspece

Map volume to dotastone

Add Storege Export Policy to Volume

Create volume in FloxPod

Fare clic su Output Name, Workspace ID, quindi su Map.
Fare clic su Map nel campo Reason for Starting plan (motivo del piano di avvio).
Scegliere Direct Mapping, quindi fare clic su Workflow Input.
Fare clic su Input Name, quindi su Create Workflow Input.
Nella procedura guidata Aggiungi input, completare i seguenti passaggi:
a. Fornire un nome visualizzato e un nome di riferimento (facoltativo).
b. Assicurarsi di selezionare String per Type.
c. Fare clic su Set Default Value and Override (Imposta valore predefinito e ignora).

d. Inserire un valore predefinito per motivo dell’avvio del piano e fare clic su Aggiungi.
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Add Workflow Input

¥ Required
Collection/Multiple
Type

String

Min

0

Secure

- Object Selector

= Set Default Value
=  Allow User Override

Default values *

terraform plan for replication between onprem volume and C‘UG{

17. Fare clic su Map (Mappa).
18. Fare clic su Map (Mappa) nel campo Plan Operation (operazione piano).

19. Scegliere valore statico e fare clic su operazione piano. Fare clic su nuovo piano.
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Map Task Input

Type of Mapping

Static Valuo

20. Fare clic su Map (Mappa).

21. Fare clic su Save (Salva).

In questo modo, viene completata I'attivita di aggiunta di un piano Terraform in un account Terraform Cloud for
Business. Quindi, creare un’attivita di sospensione per alcuni secondi.

Procedura 9: Attivita di sospensione per la sincronizzazione

Terraform Apply richiede RunID, che viene generato come parte dell’attivita Terraform Plan. Attendere alcuni
secondi tra il piano Terraform e le azioni Terraform Apply evita i problemi di tempistica.

1. Selezionare la scheda Designer e fare clic su Tasks nella sezione Tools.

2. Trascinare Core Tasks > Sleep Task dalla sezione Tools nell'area Design.

3. Utilizzare Connector per collegare le attivita Avvia nuovo piano terraform e sospensione attivita. Fare
clic su Save (Salva).
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A  Invalid 1 error found. Resolve erors 1o execute,

Sleep Task

o~ General Outputs Variables

. Create vukume in FlesPod
[}

. A B St Py 8V - Sleepraesk =0 0 0 20 20202

. 1 (default)
- Map solume 1o datasiory

Sleep Task
= add Terratorm w-nfnpau ntion
Pausas the current workflow for the specified duration.

— ASd Tervsdorm V;UHI
s— Task Details

A Tenatem —— Pauses the current workflow lor the specified duration.

~ .U.um h—- Terralorm Blan

.. Tirep Tush

Last saved 2 minutes ago

Fare clic su attivita sospensione. Nell'area Proprieta attivita, fare clic sulla scheda Generale. In
alternativa, € possibile modificare il nome e la descrizione dell’attivita. In questo esempio, il nome
dell’attivita € Synchronize.

Nell’area Task Properties, fare clic su Input.

Fare clic su Map nel campo Sleep Time in seconds.

7. Scegliere valore statico e inserire 15 in per il valore tempo di pausa in secondi.

68




Edit Task Input Mapping

Configur the value from availab

Type of Mapping

Input

Static Value

@ Provide custom valies ag the input

8. Fare clic su Map (Mappa).
9. Fare clic su Save (Salva).

L'attivita di sospensione viene completata. Quindi, creare I'ultima attivita di questo flusso di lavoro,
confermando e applicando Terraform Run.

Procedura 10: Confermare e applicare Terraform Run

1. Selezionare la scheda Designer e fare clic su Tasks nella sezione Tools.

2. Trascinare l'attivita Terraform Cloud > Confirm and Apply Terraform Run (Conferma e applica
esecuzione terraform) dalla sezione Tools (Strumenti) nell’area Design (progettazione).

3. Utilizzare Connector per collegare le attivita Synchronize e Confirm and Apply Terraform Run. Fare clic
su Save (Salva).

4. Fare clic su Conferma e Applica esecuzione terraform. Nell’area Proprieta attivita, fare clic sulla
scheda Generale. In alternativa, € possibile modificare il nome e la descrizione dell’attivita.
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5. Nell’area Task Properties, fare clic su Input.

1.
12.
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Fare clic su Map nel campo Terraform Cloud Target.
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Confirm and Apply Terraform Run
General
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Confirm and Apply Terraform Run
1 (defoult)
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Executing termaform apply run

Task Detoils

Executing terratonm apply nn
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Scegliere valore statico e fare clic su Seleziona destinazione cloud Terraform. Seleziona I'account
Terraform Cloud for Business aggiunto in "Configurare Cisco Intersight Service per HashiCorp Terraform"."

. Fare clic su Map (Mappa).
. Fare clic su Map nel campo Run ID (ID analisi).
10.

Scegliere Direct Mapping e fare clic su Task Output.

Fare clic su Nome attivita e fare clic su Avvia nuovo piano di terraform.

Fare clic su Output Name (Nome output), quindi su Run ID (ID esecuzione).
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*  Run D

Map Task Input

Type of Mapping

Direct Magqaing

& Map the workfow input, sadiadle of any of the previous task's outputs o mput

Sart New Termalorm Plan

13. Fare clic su Map (Mappa).
14. Fare clic su Save (Salva).

15. Fare clic su Auto Align Workflow (allineamento automatico flusso di lavoro) per allineare tutte le attivita.
Fare clic su Save (Salva).
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Questa operazione completa I'attivita Confirm and Apply Terraform Run (Conferma e applica esecuzione
terraform). Utilizzare Connector per connettersi tra le attivita Confirm and Apply Terraform Run e le attivita
Success e Failed.

Procedura 11: Importazione di un flusso di lavoro creato da Cisco

Cisco Intersight Cloud Orchestrator consente di esportare i flussi di lavoro da un account Cisco Intersight al
sistema e di importarli in un altro account. E stato creato un file JSON esportando il workflow creato che pud
essere importato nel tuo account.

In & disponibile un file JSON per il componente del flusso di lavoro "Repository di GitHub".



https://github.com/ucs-compute-solutions/FlexPod_DR_Workflows

"Pagina successiva: Esecuzione del terraform dal controller."

Esecuzione del terraform dal controller

"Precedente: Workflow DR."

Possiamo eseguire il piano Terraform utilizzando un controller. Puoi saltare questa
sezione se hai gia eseguito il tuo piano Terraform utilizzando un workflow |CO.

Prerequisiti

La configurazione della soluzione inizia con una workstation di gestione che ha accesso a Internet e con
un’installazione funzionante di Terraform.

E possibile trovare una guida per l'installazione di Terraform "qui".

Clonare GitHub repo

La prima fase del processo consiste nella clonazione del repo GitHub in una nuova cartella vuota della
workstation di gestione. Per clonare il repository GitHub, attenersi alla seguente procedura:

1. Dalla workstation di gestione, creare una nuova cartella per il progetto. Creare una nuova cartella
all'interno di questa cartella denominata /root/snapmirror-cvo E Clone il repo GitHub in esso.

2. Aprire un’interfaccia a riga di comando o console sulla workstation di gestione e modificare le directory
nella nuova cartella appena creata.

3. Clonare l'insieme GitHub utilizzando il seguente comando:

Git clone https://github.com/NetApp-Automation/FlexPod-hybrid-cloud-for-
GCP-with-Intersight-and-CVO

1. Modificare le directory nella nuova cartella denominata snapmirror-cvo.

Esecuzione terraform

Init == Plan Apply == Destroy

o

« Init. Inizializza 'ambiente Terraform (locale). Di solito viene eseguita una sola volta per sessione.

» Plan. Confronta lo stato del terraform con lo stato as-in nel cloud e crea e visualizza un piano di
esecuzione. Cid non modifica la distribuzione (sola lettura).

» Apply. applicare il piano dalla fase del piano. In questo modo & possibile modificare I'implementazione
(lettura e scrittura).

* Destroy. tutte le risorse gestite da questo specifico ambiente terraform.

Per ulteriori informazioni, vedere "qui".
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"Successivo: Convalida della soluzione."

Convalida della soluzione

"Precedente: Esecuzione del terraform dal controller."

In questa sezione, rivisitiamo la soluzione con un workflow di replica dei dati di esempio e
effettuiamo alcune misurazioni per verificare I'integrita della replica dei dati dall’istanza di
NetApp ONTAP in esecuzione in FlexPod a NetApp Cloud Volumes ONTAP in
esecuzione su Google Cloud.

Abbiamo utilizzato Cisco Intersight workflow orchestrator in questa soluzione e continueremo a utilizzarla per il
nostro caso d’utilizzo.

In particolare, la serie limitata di flussi di lavoro Cisco Intersight utilizzata in questa soluzione non rappresenta
la serie completa di flussi di lavoro di cui Cisco Intersight &€ dotato. E possibile creare flussi di lavoro
personalizzati in base ai requisiti specifici e attivarli da Cisco Intersight.

Per eseguire la convalida di uno scenario di disaster recovery di successo, spostare i dati da un volume in
ONTAP che fa parte di FlexPod a Cloud Volumes ONTAP utilizzando SnapMirror. Quindi, puoi tentare di
accedere ai dati dall'istanza di calcolo del cloud di Google seguita da un controllo dell'integrita dei dati.

Per verificare i criteri di successo di questa soluzione, vengono utilizzati i seguenti passaggi di alto livello:

1. Generare un checksum SHA256 nel set di dati di esempio presente in un volume ONTAP in FlexPod.
Impostare una relazione di SnapMirror tra ONTAP in FlexPod e Cloud Volumes ONTAP.

Replicare il set di dati di esempio da FlexPod a Cloud Volumes ONTAP.

Interrompere la relazione di SnapMirror e promuovere il volume in Cloud Volumes ONTAP alla produzione.
Mappare il volume Cloud Volumes ONTAP con il dataset in un’istanza di calcolo in Google Cloud.

Generare un checksum SHA256 nel set di dati di esempio in Cloud Volumes ONTAP.

N o g k&~ 0 DN

Confrontare il checksum sull’origine e sulla destinazione; presumibilmente, i checksum su entrambi i lati
corrispondono.

Per eseguire il flusso di lavoro on-premise, attenersi alla seguente procedura:

1. Crea un workflow in Intersight per FlexPod on-premise.
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L

. New Siorage Expornt Policy

L

. Add Storage Export Policy 1o V..
o 4]

Last saved a minute ago

2. Fornire gli input richiesti ed eseguire il workflow.
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3. Verificare la SVM appena creata in System Manager.

4. Creare ed eseguire un altro flusso di lavoro di disaster recovery per creare un volume in FlexPod on-
premise e stabilire una relazione SnapMirror tra questo volume in FlexPod e Cloud Volumes ONTAP.

76

Exeecaite Warkdiow: Configufech premPlampodstanage

MNexpod-5

Storage Yendor Virtual Machine Ogtions:

Platioem Type
Pute Flashdsray Hitachi Virtual Sterage Platfonm

HetApp Virtual Machine Opons

Manage Adminisirain: Acoount: vaadmin

10.61.183.0

Execute Worktiow

Configure on-prem FlexP

& NetApp Acthve 10 Uinifiod Manager

= [ ONTAP System Manager

DASHBOARD
INSIGHTS

STORAGE =

Overview

Volumes

LUNs

Consistency Groups
NVMe Namespaces
Shares

Qtrees

Quotas

Storage VMs

Storage VMs

+ Add E More

Name

flexpod-svm
hybrid-cloud-svm
hybrid_cloud_2_svm
infra_svm

nvimel
terraform-demo-svm

Search actions, objects, and pages

flexpod-svm Al Storage VMs

Overview

Security

Certificates

Settings

Snay




5. Verificare il volume appena creato in ONTAP System Manager.




= " ONTAP System Manager Search actions, objects, and pages Q

|
DASHBOARD VO[L mes
INSIGHTS + Add ! More
STORAGE Name Storage VM Status Capacity
Ovenview & Q hybrid-cloud-swr  {All) b
Volumes o0 i
~  application_copy ybrid-cloud-svm & online 3.12 MIB used YT T GiB
LUNs
Consistency Groups v audit_log vo hybrid-cloud-svm & Online pp— e 200GiB
NVMe Namespaces -
b hybrid_cloud_svm_root ybrid-cloud-svm OOrllin!: T — YT 1GiB
Shﬂl’Ei 1.68 WMib used 271 MiB available
Glees v test hybrid-cloud-svm & Online g T EWE il 1Gig
Quotas
act Voll Bohicd clhniidi e yrline 10 GiB
Storage VMs . est_Voll Ll o S @ online 10.6 MiB used 5,39 GiB available
Tiere

6. Montare lo stesso volume NFS su una macchina virtuale on-premise, quindi copiare il set di dati di
esempio ed eseguire il checksum.

7. Controllare lo stato della replica in Cloud Manager. Il trasferimento dei dati puo richiedere alcuni minuti in
base alle dimensioni dei dati. Al termine, lo stato di SnapMirror sara Idle.
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M NetApp cloud Manager PIREPERN s 2 L o

FlexPod Mybrideloud-co.

L @ Replication

1 P 977.46 wis 0 B B
Volume Relationship Replicated Capacity Currently Transferring Healthy Failed

o
1 Velume Relationship Q C"
g Health Status  * Source Volume - Target Volume - Total Transfer Time = - Mirror State
Test_Volt dr_dest_volume on_gcp Aug 24, 20z
@ Y 34 seconds idle snapmirrored i g iy i
a220-g1316 gepevodema 989.15 MiB
i

8. Una volta completato il trasferimento dei dati, simulare un disastro sul lato di origine arrestando la SVM
che ospita Test voll volume.

Dopo l'arresto di SVM, il Test voll Il volume non & visibile in Cloud Manager.

= [ ONTAP System Manager Search actions, objects, and pages (o} Py
DASHBOARD Storage VMs
INSIGHTS Q Search & Download @ Show [ Hide
STORAGE Name State Subtypa Configured Protocols IPspace Protection
lespod-svm : running detault NFS, (5051 L ]
2ol wapped defadt Detault L
running delult NFS, i5CSI |
running defmisht NFS, ISC3), FC, 53 L
running defaulf Hvide Detault 9
running default isCst L
Tiers
HETWORK

9. Interrompere la relazione di replica e promuovere il volume di destinazione Cloud Volumes ONTAP in
produzione.
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i NetApp Cloud Manager 4 b r‘fc:gm.nr.-.-

Replicati Information

eplication

® P

A -
Reverse Resync

@ E£:4 1 @ 977.4'6 MiB =5 0 (@)

= Volume Relationship Replicated Capacity Currently Transferring Edit Schedule

<]
Edit Max Transler Rate

L] 1 volume Relationship o~
Update i

T Vol : Total Transfer Time = ¥ Mirror State s sl
o ame oluame Ot ansier |ime mor al Delete |
° 1_voi1 dr_deest_volume_on_gop Aug 24, auzi. 33029 FM
SR A 14 seconds idle snapmirrored ot G
&
1 velume Relationship Q C
Total Transfer Time
Test_Voli dr_dest_volume_on_gg Aug 24, 2022, 3:30:28 PM
cod 34 seconds idle broken-off -2 e e
a220-g1316 gepovodemo 989.15 MiB

10. Modificare il volume e abilitare I'accesso client associandolo a un criterio di esportazione.

O  Edit volume dr_dest_volume_on_gcp

Protocol: NFS Protection

Snapshot Policy:

Access control:
none ]

No access to the volume

(®) Custom export policy i

172.30.116.0/22

Advanced options g

11. Ottenere il comando mount pronto all’uso per il volume.
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FINetApp Cloud Manager il ¥ gl remnde COINLIE

Hybid_cloud FlexPod hybiridcloud-eo

@ @ ngCVOdemO switch to Advanced View @ £} GCP Managed Encrypt
A Volumes Replications O ¢ O & =
I
@ Volumes Q Addvolume | =
L] ;
D
dr_dest_volume_on_gcp Oinfo  AEdit @ Delete i test_cvo_volume WONUNE
o INFO CAFACITY
T -
L Gatel ol " 3288
&  Change Disk Type & Tiering Policy e T :
& @ Create a Snapshot copy
=
=1

O Mount Volume dr_dest_volume_on_gcp

Go to your Linux machine and enter this mount command

mount 172.30.116.153:/dr _dest volume on gcp <dest. |_D Copy

12. Montare il volume su un’istanza di calcolo, verificare che i dati siano presenti nel volume di destinazione e
generare il checksum SHA256 di sample dataset 2GB file.

drwxr-xr-x 21 root root 4096 Aug 24 10:20

—-rwxr—-xXr-X 1 nobody 4294967294 1015306240 Aug 24 09:59

ruchikal netapp comfdemo-nfs:/s:

ruchikal:netapp:comﬁdemo—nfs: 56
888a23c8495ad33fdf11a931ffc344c F ) 26016e31ecbab9 test.zip

ruchikal netapp comfdemo-nfs:

13. Confrontare i valori del checksum sia in corrispondenza dell’origine (FlexPod) che in corrispondenza della
destinazione (Cloud Volumes ONTAP).

14. | checksum corrispondono all’origine e alla destinazione.

E possibile confermare che la replica dei dati dall'origine alla destinazione sia stata completata correttamente e
che lintegrita dei dati sia stata mantenuta. Questi dati possono ora essere consumati in modo sicuro dalle
applicazioni per servire i client mentre il sito di origine passa attraverso il ripristino.

"Prossimo: Conclusione."

81



Conclusione

"Precedente: Convalida della soluzione."

In questa soluzione, il servizio dati cloud NetApp, Cloud Volumes ONTAP e l'infrastruttura
del data center FlexPod sono stati utilizzati per creare una soluzione di DR con un cloud
pubblico basato su Cisco Intersight Cloud Orchestrator. La soluzione FlexPod si € evoluta
costantemente per consentire ai clienti di modernizzare le proprie applicazioni € i
processi di business delivery. Con questa soluzione, & possibile creare un piano BCDR
con il cloud pubblico come punto di accesso per un piano di disaster recovery transitorio
o a tempo pieno, mantenendo al contempo bassi i costi della soluzione di disaster
recovery.

La replica dei dati tra FlexPod on-premise e NetApp Cloud Volumes ONTAP ¢ stata gestita dalla comprovata
tecnologia SnapMirror, ma € anche possibile selezionare altri strumenti di trasferimento e sincronizzazione dei
dati NetApp come Cloud Sync per i requisiti di mobilita dei dati. Sicurezza dei dati in volo grazie alle tecnologie
di crittografia integrate basate su TLS/AES.

Sia che si disponga di un piano di DR temporaneo per un’applicazione o di un piano di DR a tempo pieno per
un’azienda, il portfolio di prodotti utilizzati in questa soluzione puo soddisfare entrambi i requisiti su larga scala.
Basato su Cisco Intersight Workflow Orchestrator, lo stesso pud essere automatizzato con flussi di lavoro
predefiniti che non solo eliminano la necessita di ricostruire i processi, ma accelerano anche I'implementazione
di un piano BCDR.

La soluzione consente la gestione on-premise di FlexPod e la replica dei dati in un cloud ibrido in modo molto
semplice e conveniente con 'automazione e I'orchestrazione fornite da Cisco Intersight Cloud Orchestrator.

Dove trovare ulteriori informazioni

Per ulteriori informazioni sulle informazioni descritte in questo documento, consultare i seguenti documenti e/o
siti Web:

GitHub
* Tutte le configurazioni terraform utilizzate
"https://github.com/NetApp-Automation/FlexPod-hybrid-cloud-for-GCP-with-Intersight-and-CVO"
* File JSON per I'importazione dei flussi di lavoro

"https://github.com/ucs-compute-solutions/FlexPod_DR_Workflows"

Cisco Intersight

* Centro assistenza Cisco Intersight
"https://intersight.com/help/saas/home”
* Documentazione di Cisco Intersight Cloud Orchestrator:

"https://intersight.com/help/saas/features/orchestration/configure#intersight_cloud_orchestrator"
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https://github.com/ucs-compute-solutions/FlexPod_DR_Workflows
https://intersight.com/help/saas/home
https://intersight.com/help/saas/features/orchestration/configure

» Cisco Intersight Service per documentazione HashiCorp Terraform
"https://intersight.com/help/saas/features/terraform_cloud/admin"
» Scheda informativa su Cisco Intersight

"https://lwww.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/intersight-
ds.html"

» Scheda informativa di Cisco Intersight Cloud Orchestrator

"https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/nb-06-intersight-
cloud-orch-aag-cte-en.html|"

» Scheda informativa di Cisco Intersight Service per HashiCorp Terraform

"https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/nb-06-intersight-
terraf-ser-aag-cte-en.html"

FlexPod

» Pagina iniziale di FlexPod
"https://www.flexpod.com"
* Guide di progettazione e implementazione validate Cisco per FlexPod

"FlexPod Datacenter con Cisco UCS 4.2(1) in modalita gestita UCS, VMware vSphere 7.0 U2 e guida alla
progettazione di NetApp ONTAP 9.9"

» Data center FlexPod con Cisco UCS serie X.

"https://lwww.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_desig
n.html"

Interoperabilita

 Tool di matrice di interoperabilita NetApp
"http://support.netapp.com/matrix/"

» Cisco UCS hardware and Software Interoperability Tool
"http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html"

* Guida alla compatibilita VMware

"http://www.vmware.com/resources/compatibility/search.php"

Documenti di riferimento NetApp Cloud Volumes ONTAP

* NetApp Cloud Manager

"https://docs.netapp.com/us-en/occm/concept_overview.html"
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https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/intersight-ds.html
https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/nb-06-intersight-cloud-orch-aag-cte-en.html
https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/nb-06-intersight-cloud-orch-aag-cte-en.html
https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/nb-06-intersight-terraf-ser-aag-cte-en.html
https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight/nb-06-intersight-terraf-ser-aag-cte-en.html
https://www.flexpod.com
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_m6_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_xseries_esxi7u2_design.html
http://support.netapp.com/matrix/
http://www.cisco.com/web/techdoc/ucs/interoperability/matrix/matrix.html
http://www.vmware.com/resources/compatibility/search.php
https://docs.netapp.com/us-en/occm/concept_overview.html

+ Cloud Volumes ONTAP
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-getting-started-gcp.html

* Calcolatore del TCO di Cloud Volumes ONTAP
https://cloud.netapp.com/google-cloud-calculator

* Cloud Volumes ONTAP Sizer
"https://cloud.netapp.com/cvo-sizer"

+ Cloud Assessment Tool
https://cloud.netapp.com/assessments

 Cloud ibrido NetApp
https://cloud.netapp.com/hybrid-cloud

* Documentazione API di Cloud Manager

"https://docs.netapp.com/us-en/occm/reference_infrastructure_as code.html"

Risoluzione dei problemi

"https://kb.netapp.com/Advice_and_Troubleshooting/Cloud_Services/Cloud_Volumes_ ONTAP_(CVO)"
Terraform
+ Cloud terraformo
"https://www.terraform.io/cloud"
» Documentazione terraform
"https://www.terraform.io/docs/"
* Registro di NetApp Cloud Manager

"https://registry.terraform.io/providers/NetApp/netapp-cloudmanager/lates"

GCP

« Alta disponibilita ONTAP per GCP
"https://cloud.netapp.com/blog/gcp-cvo-blg-what-makes-cloud-volumes-ontap-high-availability-for-gcp-tick"
* Requisito GCP

https://netapp.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=f3d0368b-7165-4d43-a76e-
ae01011853d6
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