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Installazione e configurazione

Installazione bare-metal di FlexPod per piattaforma
container OpenShift 4

"Precedente: Componenti della soluzione."

Per informazioni sulla progettazione bare-metal di FlexPod per la piattaforma container
OpenShift 4, sui dettagli di implementazione e sull'installazione e configurazione di
NetApp Astra Trident, vedere "FlexPod con OpenShift Guida alla progettazione e
all'implementazione validate di Cisco (CVD)". Questo CVD copre I'implementazione di
FlexPod e della piattaforma container OpenShift utilizzando Ansible. Il CVD fornisce
inoltre informazioni dettagliate sulla preparazione dei nodi di lavoro, sull’installazione di
Astra Trident, sul backend dello storage e sulle configurazioni di classe storage, che sono
i pochi prerequisiti per I'implementazione e la configurazione di Astra Control Center.

La figura seguente illustra la piattaforma container OpenShift 4 Bare Metal su FlexPod.
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Installazione di FlexPod per piattaforma container OpenShift 4 su VMware

Per ulteriori informazioni sul’implementazione di Red Hat OpenShift Container Platform 4 su FlexPod con


https://docs.netapp.com/it-it/flexpod/hybrid-cloud/flexpod-rho-cvo-solution-components.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_iac_redhat_openshift.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_iac_redhat_openshift.html

VMware vSphere, vedere "Data center FlexPod per piattaforma container OpenShift 4".

La figura seguente illustra FlexPod per piattaforma container OpenShift 4 su vSphere.
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"Avanti: Red Hat OpenShift su AWS."

Red Hat OpenShift su AWS

"Precedente: Installazione bare-metal di FlexPod per piattaforma container OpenShift 4."

Un cluster OpenShift Container Platform 4 separato e autogestito viene implementato su
AWS come sito di DR. | nodi master e worker si estendono in tre zone di disponibilita per
garantire I'alta disponibilita.

Instances (6) o

Qs
| oxp | b4 | | Clear filters

Name - Instance ID Instance state v Instance type v Availability Zone v PrivateIP a... ¥ Key name
ocpaws-vSBkn-master-0 i-0d2dB1¢ca91a54276d Running && ms.xlarge us-east-1b 172.30.165.160 =
ocpaws-ySBkn-master-1 i-0b161945421d2a23¢ @ funning @& mb.xlarge us-east-1¢ 172.30.166.162 -
ocpaws-ySEkn-master-2 i-0146a665210602259 @ Running  @Q mb.xlarge us-east-1a 172.30.164.209 -
ocpaws-vSBkn-worker-us-east-1a-2j80dj i-05e6efa18d136e842 @ Running  @Q ms.large us-east-1a 172.30.164.128 -
ocpaws-vSEkn-worker-us-gast-1b-Tnmbe i-0879a088b50d2d966 @ Running @& m5 large us-gast-1b 172.30.16593 -
ocpaws-vSEkn-worker-us-east-1c-96j6n i-0c24i3c2d701182¢ @ Running @ m5.large us-gast-1c 172.30.166.51 -



https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_openshift_platform_4.html

[ec2-user@ip-172-30-164-92 ~]$ oc get nodes

NAME STATUS ROLES AGE VERSION
ip-172-30-164-128.ec2.internal Ready worker 29m v1.22.8+f34b40c
ip-172-30-164-209.ec2.internal Ready master 36m v1.22.8+£34b40c
ip-172-30-165-160.ec2.internal Ready master 33m v1.22.8+£34b40c
ip-172-30-165-93.ec2.internal Ready worker 30m v1.22.8+f34b40c
ip-172-30-166-162.ec2.internal Ready master 36m v1.22.8+£34b40c
ip-172-30-166-51.ec2.internal Ready worker 28m v1.22.8+£34b40c

OpenShift viene implementato come "cluster privato" In un VPC esistente su AWS. Un cluster OpenShift
Container Platform privato non espone endpoint esterni ed & accessibile solo da una rete interna e non &
visibile su Internet. Un NetApp Cloud Volumes ONTAP a nodo singolo viene implementato utilizzando NetApp
Cloud Manager, che fornisce un backend di storage ad Astra Trident.

Per ulteriori informazioni sull'installazione di OpenShift su AWS, vedere "Documentazione di OpenShift".

"Pagina successiva: NetApp Cloud Volumes ONTAP."

NetApp Cloud Volumes ONTAP

"Precedente: Red Hat OpenShift su AWS."

L'istanza di NetApp Cloud Volumes ONTAP viene implementata su AWS e funge da
storage back-end per Astra Trident. Prima di aggiungere un ambiente di lavoro Cloud
Volumes ONTAP, € necessario implementare un connettore. Cloud Manager ti chiede se
provi a creare il tuo primo ambiente di lavoro Cloud Volumes ONTAP senza un
connettore. Per implementare un connettore in AWS, vedere "Creare un connettore”,

Per implementare Cloud Volumes ONTAP su AWS, vedere "Quick Start per AWS".

Una volta implementato Cloud Volumes ONTAP, € possibile installare Astra Trident e configurare il backend
dello storage e la classe Snapshot sul cluster della piattaforma container OpenShift.

"Avanti: Installazione di Astra Control Center su OpenShift Container Platform."

Installazione di Astra Control Center su OpenShift
Container Platform

"Precedente: NetApp Cloud Volumes ONTAP."

E possibile installare Astra Control Center sul cluster OpenShift in esecuzione su
FlexPod o su AWS con un backend di storage Cloud Volumes ONTAP. In questa
soluzione, Astra Control Center viene implementato sul cluster bare-metal OpenShift.

Astra Control Center puo essere installato utilizzando il processo standard descritto "qui" Oppure da Red Hat
OpenShift OperatorHub. Astra Control Operator € un operatore certificato Red Hat. In questa soluzione, Astra
Control Center viene installato utilizzando Red Hat OperatorHub.


https://docs.openshift.com/container-platform/4.8/installing/installing_aws/installing-aws-private.html
https://docs.openshift.com/container-platform/4.8/installing/installing_aws/installing-aws-vpc.html
https://docs.netapp.com/us-en/cloud-manager-setup-admin/task-creating-connectors-aws.html
https://docs.netapp.com/us-en/cloud-manager-cloud-volumes-ontap/task-getting-started-aws.html
https://docs.netapp.com/us-en/astra-control-center/get-started/install_acc.html

Requisiti ambientali

 Astra Control Center supporta piu distribuzioni Kubernetes; per Red Hat OpenShift, le versioni supportate
includono Red Hat OpenShift Container Platform 4.8 0 4.9.

« Astra Control Center richiede le seguenti risorse oltre ai requisiti delle risorse applicative del’ambiente e
dell’'utente finale:

Componenti Requisito
Capacita di back-end dello storage Almeno 500 GB disponibili
Nodi di lavoro Almeno 3 nodi di lavoro, con 4 core CPU e 12 GB di

RAM ciascuno

Indirizzo FQDN (Fully Qualified Domain Name) Un indirizzo FQDN per Astra Control Center

Astra Trident Astra Trident 21.04 o versione successiva installata e
configurata

Controller di ingresso o bilanciamento del carico Configurare il controller di ingresso per esporre Astra

Control Center con un URL o un bilanciamento del
carico per fornire I'indirizzo IP che verra risolto
nellFQDN

« E necessario disporre di un registro di immagini privato esistente in cui trasferire le immagini di build di
Astra Control Center. E necessario fornire 'URL del registro delle immagini in cui vengono caricate le

immagini.
@ Alcune immagini vengono estratte durante I'esecuzione di determinati flussi di lavoro e i
container vengono creati e distrutti quando necessario.

 Astra Control Center richiede la creazione e I'impostazione di una classe di storage come classe di storage
predefinita. Centro di controllo Astra supporta i seguenti driver ONTAP forniti da Astra Trident:

o ontap-nas
> ontap-nas-flexgroup
o ontap-san

o ontap-san-economy

@ Supponiamo che i cluster OpenShift implementati abbiano Astra Trident installato e configurato
con un backend ONTAP e sia definita anche una classe di storage predefinita.

* Per la clonazione delle applicazioni in ambienti OpenShift, Astra Control Center deve consentire a
OpenShift di montare volumi e modificare la proprieta dei file. Per modificare il criterio di esportazione
ONTAP in modo da consentire queste operazioni, eseguire i seguenti comandi:

export-policy rule modify -vserver <storage virtual machine name>
-policyname <policy name> -ruleindex 1 -superuser sys
export-policy rule modify -vserver <storage virtual machine name>
-policyname <policy name> -ruleindex 1 -anon 65534



Per aggiungere un secondo ambiente operativo OpenShift come risorsa di calcolo gestita,
assicurarsi che la funzione Astra Trident Volume snapshot sia attivata. Per abilitare e testare le
snapshot dei volumi con Astra Trident, consulta la pagina ufficiale "Istruzioni di Astra Trident".

R "VolumeSnapClass" Deve essere configurato su tutti i cluster Kubernetes da cui vengono gestite le
applicazioni. Questo potrebbe includere anche il cluster K8s su cui € installato Astra Control Center. Astra
Control Center € in grado di gestire le applicazioni sul cluster K8s su cui € in esecuzione.

Requisiti di gestione delle applicazioni

Licensing. per gestire le applicazioni utilizzando Astra Control Center, & necessaria una licenza Astra
Control Center.

Namespaces. Uno spazio dei nomi € I'entita piu grande che pud essere gestita come applicazione da
Astra Control Center. E possibile scegliere di filtrare i componenti in base alle etichette dell’applicazione e
alle etichette personalizzate in uno spazio dei nomi esistente e gestire un sottoinsieme di risorse come
applicazione.

StorageClass. se si installa un’applicazione con un StorageClass esplicitamente impostato ed &
necessario clonare I'applicazione, il cluster di destinazione per I'operazione di clone deve avere la
StorageClass originariamente specificata. La clonazione di un’applicazione con un StorageClass
esplicitamente impostato su un cluster che non ha lo stesso StorageClass ha esito negativo.

Kubernetes resources. le applicazioni che utilizzano risorse Kubernetes non acquisite da Astra Control
potrebbero non disporre di funzionalita complete di gestione dei dati applicativi. Astra Control pud acquisire
le seguenti risorse Kubernetes:

Risorse Kubernetes

ClusterRole ClusterRoleBinding ConfigMap
CustomResourceDefinition CustomResource Lavoro di cassa
DemonSet HorizontalPodAutoscaler Ingresso
DeploymentConfig MutatingWebhook PersistentVolumeClaim
Pod PodDisruptionBudget PodTemplate
NetworkPolicy ReplicaSet Ruolo

RoleBinding Percorso Segreto

ValidatingWebhook

Installare Astra Control Center utilizzando OpenShift OperatorHub

La seguente procedura consente di installare Astra Control Center utilizzando Red Hat OperatorHub. In questa
soluzione, Astra Control Center viene installato su un cluster OpenShift bare-metal in esecuzione su FlexPod.

1.

2.
3.

Scarica il bundle Astra Control Center (astra-control-center—-[version].tar.gz)da "Sito di
supporto NetApp".

Scaricare il file .zip per i certificati e le chiavi di Astra Control Center da "Sito di supporto NetApp".

Verificare la firma del bundle.


https://docs.netapp.com/us-en/trident/trident-use/vol-snapshots.html
https://docs.netapp.com/us-en/trident/trident-use/vol-snapshots.html
https://mysupport.netapp.com/site/products/all/details/astra-control-center/downloads-tab
https://mysupport.netapp.com/site/products/all/details/astra-control-center/downloads-tab
https://mysupport.netapp.com/site/products/all/details/astra-control-center/downloads-tab

openssl dgst -sha256 -verify astra-control-center|[version] .pub
-signature <astra-control-center[version].sig astra-control-
center[version].tar.gz

4. Estrarre le immagini Astra.

tar -vxzf astra-control-center-[version].tar.gz

5. Passare alla directory Astra.

cd astra-control-center-[version]

6. Aggiungere le immagini al registro locale.

For Docker:
docker login [your registry path]OR
For Podman:

podman login [your registry path]

7. Utilizzare lo script appropriato per caricare le immagini, etichettarle e inserirle nel registro locale.

Per Docker:

export REGISTRY=[Docker registry path]
for astraImageFile in $(ls images/*.tar) ; do

# Load to local cache. And store the name of the loaded image trimming
the 'Loaded images: '

astraImage=$ (docker load --input ${astralmageFile} | sed 's/Loaded
image: //")
astraImage=$ (echo S${astraImage} | sed 's!localhost/!!")

# Tag with local image repo.
docker tag ${astralImage} S${REGISTRY}/S{astralmage}
# Push to the local repo.
docker push ${REGISTRY}/S${astralmage}
done

Per Podman:



export REGISTRY=[Registry path]
for astralImageFile in $(ls images/*.tar) ; do
# Load to local cache. And store the name of the loaded image trimming

the 'Loaded images:

astralmage=$ (podman load --input ${astralmageFile} | sed 's/Loaded
image(s): //")
astraImage=$ (echo S${astraImage} | sed 's!localhost/!!")

# Tag with local image repo.

podman tag S${astralmage} ${REGISTRY}/S$S{astralmage}
# Push to the local repo.

podman push ${REGISTRY}/${astralmage}

done

8. Accedere alla console web del cluster OpenShift bare-metal. Dal menu laterale, selezionare Operator
(operatori) > OperatorHub. Invio astra per visualizzare I'elenco di netapp-acc-operator.

Rod Hat

—— OpenShift

tform

08 Administrator

Home OperatorHub

Ot v

Opearators ' 0

OperatorHub

Imtaled Operalon

Workloads

Networking

@ netapp-acc-operator E un operatore Red Hat OpenShift certificato ed & elencato nel
catalogo OperatorHub.

9. Selezionare netapp-acc-operator E fare clic su Installa.



netapp-acc-operator x

22 4 3 prowded by NeLADD

Install

Latest version Astra Controd is an application-aware data management solution that Manages. protects and moves data-
2243 rich Kubermetes workdoads in both public clouds and on-premises
Wm Astra Control enables data protection, disaster réecovery, and migration for your Kubemetes workloads,

leveraging NetApp's industry-leading data management technology for snapshots, backups, rephcation and

cloning

rugliecyeh How to deploy Astra Control

Refer 1o Installation Procedure to deploy Astra Control Center uting the Operator

Auto F L
= Documentation
Certified Refer to Astra Control Center Documentatron to complete the setup and start managing applicabons
MNOTE: The version listed under Laresr verzion on this page might not reflect the actual version of NetApp
Provider
Astra Control Center you are installing. The version in the file name of the Astra Control Center bundle that
MetApp

you download from the NetApp Support Site is the version of Astra Control Center that will be installed

10. Selezionare le opzioni appropriate e fare clic su Install (Installa).

OperatorHul *  Operator INCTalanomn

Install Operator

Irestall yois update channels to kee;

Update channel * & netapp-acc-operator

provicled by NetApp

alpha

® siabie Provided AFts

Instaltatian misde * =5 Astra Control Center

® Al namespaces on the cluster (default) AstraControlCenter it the Schema for
Operator will be avaitable in 3l Nanmespaces the astracontroleenters AP,

¢ on the cluste

This mode i net supported by this Operator

Installed Namespace

@D retapp-acc-operator (Operator recommended) -

) Mamespace creation

NAMesEace HETAPD-B0C-Operaton coet notewst and will be creared

Update approval = @
Automatic

® Manual

@ Maniial approval applies to all operators in a namespace
instaling an eperator with manual approval causes o8 operators installed in name space netapp-acc-operator to function as manual spproval
strategy. To aliow automatic approval. sl operators instalied in the namespace mest une sitomanc approval strategy

11. Approvare l'installazione e attendere l'installazione dell’operatore.




@ netapp-acc-operator
22.4.3 provided by NetApp &

Manual approval required

Review the manual install plan for operators acc-operatorv22.4.3. Once approved, the
following resources will be created in order to satisfy the reguirements for the
components specified in the plan. Click the rescurce name to view the rescurce in detail.

View installed Operators in Mamespace netapp-acc-operator

12. A questo punto, I'operatore viene installato correttamente e pronto per 'uso. Fare clic su View Operator
(Visualizza operatore) per avviare l'installazione di Astra Control Center.

@ netapp-acc-operator Q
22 4.3 provided by NetApp

Installed operator - ready for use

View Operator View installed Operators in Namespace netapp-acc-operator

13. Prima di installare Astra Control Center, creare il segreto pull per scaricare le immagini Astra dal registro
Docker precedentemente inserito.



o8 Admimnistrator

@ netapp-acc-operator

Search
AP Expllorer Provided APls

Events

(= Astra Control Canter
Crperatons

Operatoriub

Irestnlled Operaton

C
Warkloads
Description

Pods
Deployments ’ ™
DeploymentConfigs i X v |
StatefulSets i » ent le y* i hck UL
Secrets How to deploy Astra Control
ConfigMaps aler T 1 Procedure to deploy Axtia trod Cente

14. Per estrarre le immagini di Astra Control Center dal tuo repo privato Docker, crea un segreto in netapp-
acc-operator namespace. Questo nome segreto viene fornito nel manifesto YAML di Astra Control
Center in un passaggio successivo.

10



Project netapp-acc-operator

Create image pull secret

Image pull secrets let you authenticate agamnst a private image registry,

Secret name *

astra-registry-cred

Unique name of the new secret
Authentication type

Image registry cradenualz -

Registry server address *

FOr Sxample quay.io o SOCKerK

Usernamse *

Password *
Email

abhinav3@netapp.com

© Add credentials

Create | Cance! ‘

15. Dal menu laterale, selezionare Operator > Installed Operators (operatori > operatori installati) e fare clic su
Create Instance (Crea istanza) nella sezione delle API fornite.

11



RedHat
OpenShift

Container Platform

o8 Administrator

Home
Overview
Projects

Search

API Explorer Provided APls

Events
=% Astra Control Center

Operators AstraControlCenter is the Scham

OperatorHub

Instalied
-

Project netapp-acc-operator

% Administrator

Create AstraControlCenter

Operators

Create AstraControlCenter

OperatorHub

Configure via  ® Form view YAML view
Installed Operators
Werkloads ) Note: Some fields may not be represented in this form view. Please sefect "YAML view” for full control.
MNetworking Name *
Storage
Labels
Builds

Aurto Support * »

Observe

Compute

Astra Address *
User Management

Admintstration

In Astra Address (Indirizzo Astra), fornire I'indirizzo FQDN per Astra Control Center. Questo

@ indirizzo viene utilizzato per accedere alla console Web di Astra Control Center. Il nome
FQDN deve anche essere impostato su una rete IP raggiungibile e deve essere configurato
nel DNS.

17. Immettere un nome account, un indirizzo e-mail, il cognome dell’amministratore e mantenere la policy di

12



recupero del volume predefinita. Se si utilizza un bilanciamento del carico, impostare il tipo di ingresso su
AccTraefik. In caso contrario, selezionare Generico per Ingress.Controller. In Image Registry
(Registro immagini), immettere il percorso e il segreto del Registro di sistema dell'immagine contenitore.

oject netapp-acc-operator -

Account Name *

Operators
Email *

OperatorHub
Installed Operators

Last Name

Workloads

Networking

Volume Reclaim Policy

Builds Ingress Type

Compute Astra Kube Config Secret
User Management
Image Registry

Administration

MName

Secret

In questa soluzione viene utilizzato il bilanciamento del carico Metallb. Pertanto, il tipo di
ingresso e AccTraefik. Questo espone il gateway traefik di Astra Control Center come un
servizio Kubernetes di tipo LoadBalancer.

18. Inserire il nome admin, configurare la scalabilita delle risorse e fornire la classe di storage. Fare clic su
Crea.



Image Ragistry »

Operators

OperatorHub Firet Name
irst

Instafled Oparators

Workloads
G Astra Resources Scaler

Default -

Storage Class
DeploymentConfigs g

StatefulSets

Secrets
Crds »

gMaps

Create o

Lo stato dell’istanza di Astra Control Center deve passare da Deploying (implementazione) a Ready
(Pronto).

a PELEDD- B -OPeL EaT .

AstraContrelCenters Crmate Astratonareienter
il TR | Kind Stats Labah Lawk upadated
) @

19. Verificare che tutti i componenti del sistema siano stati installati correttamente e che tutti i pod siano in
esecuzione.

root@abhinav-ansible# oc get pods -n netapp-acc-operator

NAME READY STATUS
RESTARTS AGE

acc-helm-repo-77745b49b5-7zg2v 1/1 Running 0
10m

acc-operator-controller-manager-5c656c44c6—-tgnmn 2/2 Running 0
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13m

activity-589c6d59f4-x2sfs

6m4s

api-token-authentication-4g51j

5m26s

api-token-authentication-pzptd

5m27s

api-token—-authentication-tbtg6

5m27s

asup-669d£8d49-gpsb4

5m26s

authentication-5867c5f56f-dnpp?2

3mb4s

bucketservice-85495bc475-5zcch

5mb55s

cert-manager-67f£486bbc6-txhh6

9m5s
cert-manager-cainjector-75959db744-415p5
9m6s
cert-manager-webhook-765556b869-gowdf
9m6s

cloud-extension-5d595£f85f-txrfl

5m27s
cloud-insights-service-674649567b-5s4wd
5m49s
composite-compute-6b58d48c69-46vhc
obmlls
composite-volume-6d447£d959-chnrt
5m27s

credentials-66668f8ddd-8gc5b

Tm20s
entitlement-fd6fc5c58-wxnmh
6m20s
features-756bbb7c7c-rgcrm
5m26s

fluent-bit-ds-278pg

3m35s

fluent-bit-ds-5pqgc6

3m35s

fluent-bit-ds-81l7cqg

3m35s

fluent-bit-ds-9gbft

3m35s

fluent-bit-ds-nj475

3m35s

fluent-bit-ds-x9pd8

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running
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16

3m35s
graphgl-server-698d6fd4bf-kftwc
3m20s
identity-5d4f4c87c9-wjz6c
6m27s

influxdb2-0

9m33s

krakend-657d44bf54-8cb56

3m21s

license-594bbdc-rghdg

6m28s
login-ui-6c65fbbbd4-jg8wz
3ml7s

loki-0

9m30s
metrics-facade-75575f69d7-hnlk6
6ml0s

monitoring-operator-65dff79cfb-z78vk

3md7s

nats-0

10m

nats-1

9m43s

nats-2

9m23s
nautilus-7bb469f857-4hlc6

6m3s

nautilus-7bb469f857-vz94m
4m4d2s

openapi-8586db4bcd-gwwvE

5m4dls
packages-6bdb949cfb-nrg81l
6m35s
polaris-consul-consul-server-0
9m22s
polaris-consul-consul-server-1
9m22s
polaris-consul-consul-server-2
9m22s

polaris—-mongodb-0

9m22s

polaris-mongodb-1

8m58s

polaris-mongodb-2

8m34s
polaris-ui-5df7687dbd-trcnf

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

2/2

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

1/1

2/2

2/2

2/2

1/1

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running

Running



3ml8s

polaris-vault-0

9ml18s

polaris-vault-1

9ml8s

polaris-vault-2

9ml8s
public-metrics-7b9%96476f64-]j88bw
5m48s
storage-backend-metrics-5fded7cd9c-vcb4]
5m59s
storage-provider-bb85ff965-m7grqg
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@ Ogni pod deve avere lo stato di esecuzione. L'implementazione dei pod di sistema potrebbe
richiedere alcuni minuti.

20. Quando tutti i pod sono in esecuzione, eseguire il seguente comando per recuperare la password
monouso. Nella versione YAML dell’'output, selezionare status.deploymentState per il valore
implementato, quindi copiare status.uuid valore. La password & ACC- Seguito dal valore UUID. (ACC-
[UUID])).

root@abhinav-ansible# oc get acc -o yaml -n netapp-acc-operator

21. In un browser, accedere allURL utilizzando I'FQDN fornito.

22. Effettuare I'accesso utilizzando il nome utente predefinito, ovvero l'indirizzo e-mail fornito durante
l'installazione e la password monouso ACC-[UUID].

D trston A = v =- O x

€& i Notsecure | Rips)/atcocp Migod.netapp.com,
F 2

N NetApp M Astra Control Center

Log In to NetApp Astra Control Center Ma nage, protect, a nd

sbhnas Jgmetape cam

E— ] migrate your Kubernetes
e | applications with just a few

clicks!

@ Se si immette una password errata per tre volte, 'account amministratore viene bloccato per
15 minuti.

23. Modificare la password e procedere.
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M NetApp M Astra Control Center

Welcome to NetApp Astra Control Center Manage, protect, and

migrate your Kubernetes

applications with just a few

clicks!

= Al l2as! ong s

UPDATE PASSWORD

Per ulteriori informazioni sull'installazione di Astra Control Center, consultare "Panoramica dell'installazione di
Astra Control Center" pagina.

Configurare Astra Control Center

Dopo aver installato Astra Control Center, accedere all’interfaccia utente, caricare la licenza, aggiungere
cluster, gestire lo storage e aggiungere bucket.

1. Nella home page, sotto account, andare alla scheda License (licenza) e selezionare Add License (Aggiungi
licenza) per caricare la licenza Astra.

{T) An Astra Control Center license was net found. Your Astra Control Center functionality i limited More information &
& ) { _iﬂ ? 1
:E‘ Dashboard
,ﬂ, Account
D Asniaiing Users Credentiala Motifications License Packages Connections

¥l Chusters
= ASTRA CONTROL CENTER LICENSE OVERVIEW

You have no active Astra Contrel Center license
= Backends
Ahen you recelve your ficense, select Add license

0 suckets

m Haue e Ilcense‘
Select Add lcense to manually upload your evaluation lcense fite. More information [
[E] Activity Add Bo

T} Suppart

Astra Data Store licenses

+  Manually add lioense

2. Prima di aggiungere il cluster OpenShift, creare una classe di snapshot Astra Trident Volume dalla console
Web OpenShift. La classe Volume snapshot viene configurata con csi.trident.netapp.io driver.
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S SOtDIGE RO Create VolumeSnapshotClass

Operators

Workloads

Networking

Storage
PersistentVolumes
PersistentVolumeClaims
StorageClasses
VolumeSnapshots

VolumeSnapshotClasses

VolumeSnapshotContents

3. Per aggiungere il cluster Kubernetes, accedere a Clusters nella home page e fare clic su Add Kubernetes
Cluster (Aggiungi cluster Kubernetes). Quindi caricare kubeconfig per il cluster e fornire un nome di
credenziale. Fare clic su Avanti.

@ Add Kubernetes cluster STEP 1/73: CREDENTIALS

CREDENTIALS

Upload file Paste from clipboard

kubeconfig-noingress ) onprem-ocp-bm
3 J

4. Le classi di storage esistenti vengono rilevate automaticamente. Selezionare la classe di storage
predefinita, fare clic su Next (Avanti), quindi su Add cluster (Aggiungi cluster).
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Eﬁ Add cluster STEP 2/3: STORAGE 35

STORAGE
ot @y o > w t
tar g ritre
setdofault  Storage class Storage provisianer Foctairn palicy Hinding mode Wigitsla
- DCP-MAS-RCRON cELMgannatapp. o ErrTad LAt -

5. Il cluster viene aggiunto in pochi minuti. Per aggiungere altri cluster OpenShift Container Platform, ripetere

i passaggi 1-4.

@ Per aggiungere un ambiente operativo OpenShift aggiuntivo come risorsa di calcolo gestita,
assicurarsi che Astra Trident "Oggetti VolumeSnapshotClass" sono definiti.

6. Per gestire lo storage, accedere a Backend, fare clic sui tre punti in azioni rispetto al backend che si
desidera gestire. Fare clic su Gestisci.

5 Backends
+  Add W Managed QL Discovered €)
§ 1 entr
MName 4 State Capacity Thraaghput Type Cluster Cloud Actions
clB0-chister 1) Discovered Not availlable yet Mot available yet OMNTAR 211,17 Het applicable Mot applcabile
Manage

haalthylife Mot available yat Not available yet OMNTAR 2111 Mot applicabla Mot applheable

- - Retmave
singlecvoaws vered Mot avalable yet Not avallable yet PTEAR 2L Mot applicable Mot applcable

7. Fornire le credenziali ONTAP e fare clic su Avanti. Esaminare le informazioni e fare clic su Managed
(gestito). | backend dovrebbero essere simili al’esempio seguente.
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8.

9.
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= Backends

<+ Add = Search % Managed () Discovered
1-3 of 3 entnes
Mame 4 State Capacity Throughput Type Cluster Cloud Actions
©190-chuster <) Available - 0.4/10.54 Tifk: 3.8% hot available yet ONTAP 9.11.1 not applicable Mot applicable H
healthylife (=) Availakle _ 3.16/106.42 Tig: 4.5% Not available yet ONTAP 5.11.1 Mot applicabies Mot applicable H
singlecvoaws (=) Available - 0,07/0.62 Tl 11.9% Not available yet ONTAP 3.11.1 Not apphcable Mot applicable

Per aggiungere un bucket ad Astra Control, selezionare Bucket e fare clic su Add (Aggiungi).

& astra

] oashboard

5 Buckets

MANAGE YOUR ARPLICATI

(€ Applications

,@ Clusters

YOuUR 4 BACE MName 4 Descriptiaon State Type

£33 Backends

£ Account

@ Activity

Selezionare il tipo di bucket e fornire il nome del bucket, il nome del server S3 o I'indirizzo IP e la
credenziale S3. Fare clic su Aggiorna.

B edit bucket e

STORAGE BUCKET u EDITING STORAGE
BUCKETS

Edit the access detads of your exsting ohject more bocket

aEe-awh-Diicke

Diescrigtion (optional : : = N e
Mo oy L us-eant-LamazonawL.com

Rake this bucket the default bucket for this cloud ’

SELECT CREDEMTIALS

astra Control reguires S5 actess credentials with the rofes necesiany 1o Iacilitate Kubernetes application data mansgement

Aded Use existing
Access T Secrel ey b
Credontial name




@ In questa soluzione vengono utilizzati entrambi i bucket AWS S3 e ONTAP S3. E anche
possibile utilizzare StorageGRID.

Lo stato del bucket deve essere integro.

[ Buckets

+  Add

Mame & Description state Type Actions

acc-aws-bucket <) Henlthy 5 Genedic s3

....... -bucket ) Detaun &n Prom 53 Bucket =) Healthy FW nictapp ONTAR 53

Come parte della registrazione del cluster Kubernetes con Astra Control Center per la gestione dei dati
applicativa, Astra Control crea automaticamente associazioni di ruoli € uno spazio dei nomi di monitoraggio
NetApp per raccogliere metriche e log dai pod di applicazioni e dai nodi di lavoro. Impostare una delle classi di
storage basate su ONTAP supportate come predefinita.

Dopo di lei "Aggiungere un cluster alla gestione di Astra Control", E possibile installare le applicazioni sul
cluster (al di fuori di Astra Control) e quindi andare alla pagina Apps (applicazioni) in Astra Control per gestire
le applicazioni e le relative risorse. Per ulteriori informazioni sulla gestione delle applicazioni con Astra,
consultare "Requisiti di gestione delle applicazioni".

"Pagina successiva: Panoramica sulla convalida della soluzione."
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