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Attività post-implementazione

Attività post-implementazione

A seconda delle scelte effettuate durante il processo di implementazione, è necessario
completare alcune attività finali prima che il sistema NetApp HCI sia pronto per l’uso in
produzione, ad esempio l’aggiornamento di firmware e driver e l’esecuzione delle
modifiche di configurazione finali necessarie.

• "Modifiche di rete supportate"

• "Disattiva il servizio smartd sui nodi di calcolo NetApp HCI"

• "Disattivare il comando "lacp-Individual" sugli switch configurati"

• "Creare un ruolo NetApp HCC in vCenter"

• "Aggiornamento di VMware vSphere"

• "Installare i driver della GPU per i nodi di calcolo abilitati alla GPU"

• "Accedi a NetApp Hybrid Cloud Control"

• "Riduci l’usura dei supporti di boot su un nodo di calcolo NetApp HCI"

Trova ulteriori informazioni

• "Plug-in NetApp Element per server vCenter"

• "Pagina delle risorse NetApp HCI"

Modifiche di rete supportate

Dopo aver implementato NetApp HCI, è possibile apportare modifiche limitate alla
configurazione di rete predefinita. Tuttavia, è necessario soddisfare alcuni requisiti per un
funzionamento regolare e un corretto rilevamento della rete. Il mancato rispetto di questi
requisiti causerà un comportamento imprevisto e potrebbe impedire l’espansione delle
risorse di calcolo e storage.

Dopo aver implementato il sistema, è possibile apportare le seguenti modifiche alla configurazione di rete
predefinita in VMware vSphere in base ai requisiti di rete:

• Modificare i nomi di vSwitch

• Modificare i nomi dei gruppi di porte

• Aggiungere e rimuovere gruppi di porte aggiuntivi

• Modificare l’ordine di failover dell’interfaccia vmnic per eventuali gruppi di porte aggiuntivi aggiunti

Quando si esegue la scalabilità di H300E, H500E, H700E, H410C, H610C, E i nodi di calcolo H615C, NetApp
HCI prevede che il cluster di calcolo esistente sul nodo soddisfi i seguenti requisiti:

• Almeno quattro interfacce vmk

• Un’interfaccia vmk di gestione
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• Un’interfaccia vmk vmotion

• Due vmk sulla stessa sottorete con associazioni iSCSI all’iniziatore iSCSI software

A partire da NetApp HCI 1.10, quando si ridimensiona il cluster, NetApp HCI non prevede di
soddisfare le configurazioni predefinite dei nodi.

Dopo aver modificato le impostazioni predefinite in VMware vSphere per uno o più nodi nel
cluster di calcolo esistente, le impostazioni del nuovo nodo si allineeranno con quelle della
maggior parte dei nodi nel cluster.

Configurazioni predefinite del NetApp Deployment Engine

NetApp Deployment Engine imposta le configurazioni predefinite per gli host di calcolo in base alla
configurazione del sistema e del cavo.

Nodi di calcolo H300E, H500E, H700E e H410C

Di seguito è riportata una configurazione a sei interfacce per i nodi H300E, H500E, H700E e H410C con
VMware vSphere Distributed Switching (VDS). Questa configurazione è supportata solo se utilizzata con gli
switch distribuiti VMware vSphere e richiede la licenza VMware vSphere Enterprise Plus.

Funzione di rete vmkernel vmnic (interfaccia fisica)

Gestione vmk0 Vmnic2 (porta A), vmnic3 (porta B)

ISCSI-A. vmk1 Vmnic5 (porta e)

ISCSI-B. vmk2 Vmnic1 (porta D)

VMotion vmk3 Vmnic4 (porta C), vmnic0 (porta F)

Di seguito è riportata una configurazione a sei interfacce con VMware vSphere Standard Switching (VSS).
Questa configurazione utilizza VMware vSphere Standard Switch (VSS).

Funzione di rete vmkernel vmnic (interfaccia fisica)

Gestione vmk0 Vmnic2 (porta A), vmnic3 (porta B)

ISCSI-A. vmk2 Vmnic1 (porta e)

ISCSI-B. vmk3 Vmnic5 (porta D)

VMotion vmk1 Vmnic4 (porta C), vmnic0 (porta F)

Di seguito è riportata una configurazione a due interfacce. Questa configurazione è supportata solo se
utilizzata con VMware vSphere Distributed Switch (VDS) e richiede la licenza VMware vSphere Enterprise
Plus.

Funzione di rete vmkernel vmnic (interfaccia fisica)

Gestione vmk0 Vmnic1 (porta D), vmnic5 (porta e)

ISCSI-A. vmk1 Vmnic1 (porta e)

ISCSI-B. vmk2 Vmnic5 (porta D)

VMotion vmk3 Vmnic1 (porta C), vmnic5 (porta F)
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Nodi di calcolo H610C

Questa configurazione per i nodi H610C è supportata solo se utilizzata con VMware vSphere Distributed
Switch (VDS) e richiede la licenza VMware vSphere Enterprise Plus.

Le porte A e B non sono utilizzate sul modello H610C.

Funzione di rete vmkernel vmnic (interfaccia fisica)

Gestione vmk0 Vmnic2 (porta C), vmnic3 (porta D)

ISCSI-A. vmk1 Vmnic3 (porta D)

ISCSI-B. vmk2 Vmnic2 (porta C)

VMotion vmk3 Vmnic2 (porta C), vmnic3 (porta D)

Nodi di calcolo H615C

Questa configurazione per i nodi H615C è supportata solo se utilizzata con VMware vSphere Distributed
Switch (VDS) e richiede la licenza VMware vSphere Enterprise Plus.

Funzione di rete vmkernel vmnic (interfaccia fisica)

Gestione vmk0 Vmnic0 (porta A), vmnic1 (porta B)

ISCSI-A. vmk1 Vmnic0 (porta B)

ISCSI-B. vmk2 Vmnic1 (porta A)

VMotion vmk3 Vmnic0 (porta A), vmnic1 (porta B)

Trova ulteriori informazioni

• "Plug-in NetApp Element per server vCenter"

• "Pagina delle risorse NetApp HCI"

• "Documentazione software SolidFire ed Element"

Disattiva il servizio smartd sui nodi di calcolo NetApp HCI

Per impostazione predefinita, il smartd il servizio esegue periodicamente il polling dei
dischi nei nodi di calcolo. Disattivare questo servizio su tutti i nodi di calcolo dopo aver
implementato NetApp HCI.

Fasi

1. Utilizzando SSH o una sessione della console locale, accedere a VMware ESXi sul nodo di calcolo
utilizzando le credenziali root.

2. Interrompere la corsa smartd servizio:

/etc/init.d/smartd stop
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3. Impedire il smartd servizio dall’avvio:

chkconfig smartd off

4. Ripetere questi passaggi sugli altri nodi di calcolo dell’installazione.

Trova ulteriori informazioni

• "Disattivare il servizio Smartd in VMware ESXi"

• "Articolo della Knowledge base di VMware 2133286"

Disattivare il comando "lacp-Individual" sugli switch
configurati

Per impostazione predefinita, lo switch Mellanox lacp-individual E lo switch Cisco
lacp suspend-individual il comando rimane configurato dopo l’implementazione.
Questo comando non è richiesto dopo l’installazione; se rimane configurato, può causare
problemi di accesso al volume durante la risoluzione dei problemi o il riavvio di uno
switch. Dopo l’implementazione, controllare la configurazione di ciascuno switch
Mellanox e Cisco e rimuovere lacp-individual oppure lacp suspend-
individual comando.

Fasi

1. Utilizzando SSH, aprire una sessione per lo switch.

2. Mostra la configurazione in esecuzione:

show running-config

3. Controllare l’output di configurazione dello switch per lacp-individual oppure lacp suspend-
individual comando.

Il xxx-xxx è il numero o i numeri di interfaccia forniti dall’utente. Se necessario, è possibile
accedere al numero dell’interfaccia visualizzando le interfacce del gruppo di aggregazione di
collegamenti multi-chassis: show mlag interfaces

a. Per uno switch Mellanox, verificare che l’output contenga la seguente riga:

interface mlag-port-channel xxx-xxx lacp-individual enable force

b. Per uno switch Cisco, verificare che l’output contenga la seguente riga:

interface mlag-port-channel xxx-xxx lacp suspend-individual enable force

4. Se il comando è presente, rimuoverlo dalla configurazione.

a. Per uno switch Mellanox:
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no interface mlag-port-channel xxx-xxx lacp-individual enable force

b. Per uno switch Cisco:
no interface mlag-port-channel xxx-xxx lacp suspend-individual enable force

5. Ripetere questa procedura per ogni switch della configurazione.

Trova ulteriori informazioni

• "Il nodo storage si spegne durante la risoluzione dei problemi"

Aggiornamento di VMware vSphere

Dopo aver implementato NetApp HCI, è necessario utilizzare VMware vSphere Lifecycle
Manager per applicare le patch di sicurezza più recenti per la versione di VMware
vSphere utilizzata con NetApp HCI.

Utilizzare "Tool di matrice di interoperabilità" per garantire la compatibilità di tutte le versioni del software.
Vedere "Documentazione di VMware vSphere Lifecycle Manager" per ulteriori informazioni.

Trova ulteriori informazioni

• "Plug-in NetApp Element per server vCenter"

• "Pagina delle risorse NetApp HCI"

• "Documentazione software SolidFire ed Element"

Installare i driver della GPU per i nodi di calcolo abilitati alla
GPU

I nodi di calcolo con unità di elaborazione grafica NVIDIA (GPU), come il modello H610C,
necessitano di driver software NVIDIA installati in VMware ESXi per poter sfruttare la
maggiore potenza di elaborazione. Dopo aver implementato nodi di calcolo con GPU, è
necessario eseguire questi passaggi su ogni nodo di calcolo abilitato alla GPU per
installare i driver GPU in ESXi.

Fasi

1. Aprire un browser e accedere al portale delle licenze NVIDIA al seguente URL:

https://nvid.nvidia.com/dashboard/

2. Scaricare uno dei seguenti pacchetti di driver sul computer, a seconda dell’ambiente in uso:

Versione di vSphere Pacchetto di driver

VSphere 6.5 NVIDIA-GRID-vSphere-6.5-410.92-410.91-

412.16.zip
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Versione di vSphere Pacchetto di driver

VSphere 6.7 NVIDIA-GRID-vSphere-6.7-410.92-410.91-

412.16.zip

3. Estrarre il pacchetto di driver sul computer.

Il file .VIB risultante è il file del driver non compresso.

4. Copiare il .VIB File di driver dal computer a ESXi in esecuzione sul nodo di calcolo. I seguenti comandi di
esempio per ciascuna versione presuppongono che il driver si trovi in $HOME/NVIDIA/ESX6.x/ directory
sull’host di gestione. L’utility SCP è facilmente disponibile nella maggior parte delle distribuzioni Linux o è
disponibile come utility scaricabile per tutte le versioni di Windows:

Versione di ESXi Descrizione

ESXi 6.5 scp $HOME/NVIDIA/ESX6.5/NVIDIA**.vib

root@<ESXi_IP_ADDR>:/.

ESXi 6.7 scp $HOME/NVIDIA/ESX6.7/NVIDIA**.vib

root@<ESXi_IP_ADDR>:/.

5. Attenersi alla seguente procedura per accedere come root all’host ESXi e installare NVIDIA vGPU
Manager in ESXi.

a. Eseguire il seguente comando per accedere all’host ESXi come utente root:

ssh root@<ESXi_IP_ADDRESS>

b. Eseguire il seguente comando per verificare che non siano installati driver NVIDIA GPU:

nvidia-smi

Questo comando dovrebbe restituire il messaggio nvidia-smi: not found.

c. Eseguire i seguenti comandi per attivare la modalità di manutenzione sull’host e installare NVIDIA
vGPU Manager dal file VIB:

esxcli system maintenanceMode set --enable true

esxcli software vib install -v /NVIDIA**.vib

Viene visualizzato il messaggio Operation finished successfully.

d. Eseguire il seguente comando e verificare che tutti gli otto driver GPU siano elencati nell’output del
comando:

nvidia-smi

6



e. Eseguire il seguente comando per verificare che il pacchetto NVIDIA vGPU sia stato installato e
caricato correttamente:

vmkload_mod -l | grep nvidia

Il comando dovrebbe restituire un output simile al seguente: nvidia 816 13808

f. Eseguire il seguente comando per riavviare l’host:

reboot -f

g. Eseguire il seguente comando per uscire dalla modalità di manutenzione:

esxcli system maintenanceMode set --enable false

6. Ripetere i passaggi 4-6 per tutti gli altri nodi di calcolo appena implementati con GPU NVIDIA.

7. Eseguire le seguenti operazioni seguendo le istruzioni riportate nel sito della documentazione NVIDIA:

a. Installare il server di licenza NVIDIA.

b. Configurare le macchine virtuali guest per il software NVIDIA vGPU.

c. Se si utilizzano desktop compatibili con vGPU in un contesto di infrastruttura di desktop virtuale (VDI),
configurare VMware Horizon View per il software NVIDIA vGPU.

Trova ulteriori informazioni

• "Pagina delle risorse NetApp HCI"

• "Documentazione software SolidFire ed Element"

Accedi a NetApp Hybrid Cloud Control

Il controllo del cloud ibrido NetApp ti consente di gestire NetApp HCI. È possibile
aggiornare i servizi di gestione e altri componenti di NetApp HCI ed espandere e
monitorare l’installazione. Per accedere a NetApp Hybrid Cloud Control, accedere
all’indirizzo IP del nodo di gestione.

Di cosa hai bisogno

• Cluster Administrator permissions (autorizzazioni amministratore cluster): Si dispone delle
autorizzazioni di amministratore per il cluster di storage.

• Servizi di gestione: I servizi di gestione sono stati aggiornati almeno alla versione 2.1.326. NetApp Hybrid
Cloud Control non è disponibile nelle versioni precedenti del service bundle. Per informazioni sulla
versione corrente del service bundle, consultare "Note sulla versione di Management Services".

Fasi

1. Aprire l’indirizzo IP del nodo di gestione in un browser Web. Ad esempio:
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https://<ManagementNodeIP>

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

Viene visualizzata l’interfaccia NetApp Hybrid Cloud Control.

Se si è effettuato l’accesso utilizzando autorizzazioni insufficienti, viene visualizzato il
messaggio "Impossibile caricare" nelle pagine delle risorse HCC e le risorse non saranno
disponibili.

Trova ulteriori informazioni

• "Pagina delle risorse NetApp HCI"

• "Documentazione software SolidFire ed Element"

Riduci l’usura dei supporti di boot su un nodo di calcolo
NetApp HCI

Quando si utilizza una memoria flash o un supporto di avvio NVDIMM con un nodo di
calcolo NetApp HCI, mantenendo i log di sistema su tale supporto si ottengono scritture
frequenti su quel supporto. In questo modo, la memoria flash potrebbe essere degradata.
Seguire le istruzioni contenute nel seguente articolo della Knowledge base per spostare il
file di log dell’host e il file di dump core in una posizione di storage condivisa, in modo da
prevenire il degrado del supporto di avvio nel tempo e prevenire errori del disco di avvio
completo.

"Come ridurre l’usura del disco di avvio di un nodo di calcolo NetApp HCI"

Trova ulteriori informazioni

• "Plug-in NetApp Element per server vCenter"

• "Pagina delle risorse NetApp HCI"
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