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Soluzioni NetApp HCI

NetApp HCI ti consente di implementare servizi cloud in piu cloud provider pubblici e on-
premise. Puoi utilizzare NetApp HCI per implementare servizi simili a quelli che potresti
fare con un cloud provider, il tutto in una modalita self-service senza il coinvolgimento
DELLIT.

Per ulteriori informazioni sulle soluzioni NetApp HCI, vedere "Documentazione sulle soluzioni NetApp HCI" .

Trova ulteriori informazioni

+ "Pagina delle risorse NetApp HCI"


https://docs.netapp.com/us-en/hci-solutions/index.html
https://www.netapp.com/hybrid-cloud/hci-documentation/

Note di rilascio
Novita di NetApp HCI

NetApp aggiorna periodicamente NetApp HCI per offrire nuove funzionalita, miglioramenti
e correzioni di bug. NetApp HCI 1.8P1 include Element 12,2 per i cluster storage.

* La NetApp HCI 1.8P1 sezione descrive le nuove funzioni e gli aggiornamenti di NetApp HCI versione
1.8P1.

* La 2 sezione descrive le nuove funzioni e gli aggiornamenti di NetApp Element 12,2.

NetApp HCI 1.8P1

NetApp HCI 1.8P1 include miglioramenti di sicurezza e stabilita.

Miglioramenti alla documentazione di NetApp HCI

E ora possibile accedere alle informazioni su aggiornamento, espansione, monitoraggio e concetti di NetApp
HCI in un formato semplice da navigare "qui".

Plug-in NetApp Element per la disponibilita di vCenter Server 4.5

Il plug-in NetApp Element per vCenter Server 4,5 & disponibile al di fuori del nodo di gestione 12,2 e delle
release di NetApp HCI 1.8P1. Per aggiornare il plug-in, seguire le istruzioni riportate nella "Aggiornamenti
NetApp HCI"documentazione.

Miglioramenti di NetApp Hybrid Cloud Control

Il controllo del cloud ibrido NetApp € migliorato per la versione 1.8P1. "Scopri di piu".

Elemento 12,2

NetApp HCI 1.8P1 include Element 12,2 per i cluster storage. Element 12,2 introduce SolidFire Enterprise
SDS, la crittografia software a riposo, la modalita di manutenzione, la maggiore sicurezza di accesso ai volumi,
'accesso FQDN (Fully Qualified Domain Name) alle interfacce utente, gli aggiornamenti del firmware dei nodi
di storage e gli aggiornamenti della protezione.

SDS aziendale di SolidFire

Element 12,2 introduce SolidFire Enterprise SDS (eSDS). SolidFire eSDS offre i vantaggi della tecnologia
SolidFire scale-out e dei servizi dati software NetApp Element sull’hardware di tua scelta che soddisfa la
configurazione di riferimento per SolidFire eSDS. "Scopri di piu".

Di seguito sono riportati i nuovi metodi API Element correlati a SolidFire eSDS ("Informazioni APl Element 12,2
per SolidFire eSDS" con ulteriori informazioni):

* GetLicenseKey

* SetLicenseKey


https://docs.netapp.com/it-it/hci18/docs/index.html
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/Management_Services_Release_Notes
http://docs.netapp.com/sfe-122/index.jsp?topic=%2Fcom.netapp.doc.sfe-sds-ig%2FGUID-F1BDD19F-AF33-4CDE-B67F-C5E17D4E6DE9.html
http://docs.netapp.com/sfe-122/index.jsp?topic=%2Fcom.netapp.doc.sfe-sds-ug%2FGUID-4D335B61-6B68-4B81-AD6E-BCA1E7ABACD5.html
http://docs.netapp.com/sfe-122/index.jsp?topic=%2Fcom.netapp.doc.sfe-sds-ug%2FGUID-4D335B61-6B68-4B81-AD6E-BCA1E7ABACD5.html

Crittografia software a riposo

Element 12,2 introduce la crittografia software a riposo, che & possibile abilitare quando si crea un cluster di
storage (ed € abilitata per impostazione predefinita quando si crea un cluster di storage SolidFire SDS).
Questa funzione crittografa tutti i dati memorizzati sugli SSD nei nodi di storage e causa solo un impatto molto
ridotto (~2%) sulle performance sull’io del client.

Di seguito sono riportati i metodi Element API correlati alla crittografia software a riposo ( "Guida di riferimento
API Element"contiene maggiori informazioni):

®* CreateCluster

Modalita di manutenzione

Element 12,2 introduce la modalita di manutenzione, che consente di portare un nodo storage offline per
manutenzione, quali aggiornamenti software o riparazioni host, impedendo al contempo una sincronizzazione
completa di tutti i dati. Se uno o piu nodi necessitano di manutenzione, € possibile ridurre al minimo 'impatto
dell'i/o sul resto del cluster di storage abilitando la modalita di manutenzione per tali nodi prima di iniziare. Puoi
utilizzare la modalita di manutenzione sia con nodi di appliance che con nodi eSDS di SolidFire.

Maggiore sicurezza di accesso ai volumi

E ora possibile limitare I'accesso al volume a determinati iniziatori in base all'associazione VLAN (rete
virtuale). E possibile associare iniziatori nuovi o esistenti a una o piu reti virtuali, limitando l'iniziatore alle
destinazioni iISCSI accessibili tramite tali reti virtuali.

Di seguito sono riportati i metodi API degli elementi aggiornati relativi a questi miglioramenti della protezione
(la "Guida di riferimento API Element" contiene ulteriori informazioni):

* CreateInitiators
* ModifyInitiators
* AddAccount

* ModifyAccount

Accesso FQDN (Fully Qualified Domain Name) alle interfacce utente

Element 12,2 supporta I'accesso all’'interfaccia web del cluster utilizzando FQDN. Nei cluster di storage
Element 12,2, se si utilizza 'FQDN per accedere alle interfacce utente Web, ad esempio l'interfaccia utente
Web Element, I'interfaccia utente per nodo o l'interfaccia utente del nodo di gestione, € necessario innanzitutto
aggiungere un’impostazione del cluster di storage per identificare 'lFQDN utilizzato dal cluster. Questa
impostazione consente al cluster di reindirizzare correttamente una sessione di accesso e facilita una migliore
integrazione con servizi esterni quali i responsabili delle chiavi e i provider di identita per I'autenticazione a piu
fattori. Questa funzione richiede i servizi di gestione versione 2,15 o successiva. "Scopri di piu".

Aggiornamenti del firmware del nodo di storage

Element 12,2 include aggiornamenti del firmware per i nodi storage. "Scopri di piu".

Miglioramenti della sicurezza

Element 12,2 risolve le vulnerabilita di sicurezza per i nodi storage e il nodo di gestione. "Scopri di piu"
informazioni su questi miglioramenti per la protezione.


http://docs.netapp.com/sfe-122/topic/com.netapp.doc.sfe-api/home.html
http://docs.netapp.com/sfe-122/topic/com.netapp.doc.sfe-api/home.html
http://docs.netapp.com/sfe-122/topic/com.netapp.doc.sfe-api/home.html
http://security.netapp.com/

Nuovo SMART Warning per eventuali guasti dei dischi

Element 12,2 esegue ora controlli periodici dello stato di salute sui dischi delle appliance SolidFire utilizzando
dati SMART di salute provenienti dai dischi. Un disco che non supera IL controllo dello stato DI salute
INTELLIGENTE potrebbe essere prossimo al guasto. Se un’unita non supera il controllo SMART Health, viene
visualizzato un nuovo guasto del cluster di gravita critica: Drive with serial: <serial number> in
slot: <node slot><drive slot> has failed the SMART overall health check. To
resolve this fault, replace the drive

Trova ulteriori informazioni

* "Note sulla versione di NetApp Hybrid Cloud Control and Management Services"
* "Plug-in NetApp Element per server vCenter"

 "Pagina delle risorse NetApp HCI"

+ "Centro di documentazione software SolidFire ed Element"

» "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"

Ulteriori informazioni sulla release

E possibile trovare collegamenti alle note di rilascio pit recenti e precedenti per i vari
componenti del’ambiente di storage NetApp HCI ed Element.

@ Ti verra richiesto di effettuare I'accesso utilizzando le credenziali del sito di supporto NetApp.

NetApp HCI

* "NetApp HCI 1.8P1 - Note di rilascio”
* "Note sulla versione di NetApp HCI 1.8"
* "NetApp HCI 1.7P1 - Note di rilascio"

Software NetApp Element

* "Note sulla versione del software NetApp Element 12,2"
* "Note sulla versione del software NetApp Element 12,0"
* "Note sulla versione del software NetApp Element 11,8"
* "Note sulla versione del software NetApp Element 11,7"
* "Note sulla versione del software NetApp Element 11.5.1"

* "Note sulla versione del software NetApp Element 11.3P1"

Servizi di gestione

* "Note sulla versione di Management Services"


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/Management_Services_Release_Notes
https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/us/documentation/hci.aspx
http://docs.netapp.com/sfe-122/index.jsp
https://docs.netapp.com/it-it/hci18/docs/firmware_driver_versions.html
https://docs.netapp.com/it-it/hci18/docs/firmware_driver_versions.html
https://library.netapp.com/ecm/ecm_download_file/ECMLP2873790
https://library.netapp.com/ecm/ecm_download_file/ECMLP2865021
https://library.netapp.com/ecm/ecm_download_file/ECMLP2861226
https://library.netapp.com/ecm/ecm_download_file/ECMLP2873789
https://library.netapp.com/ecm/ecm_download_file/ECMLP2865022
https://library.netapp.com/ecm/ecm_download_file/ECMLP2864256
https://library.netapp.com/ecm/ecm_download_file/ECMLP2861225
https://library.netapp.com/ecm/ecm_download_file/ECMLP2863854
https://library.netapp.com/ecm/ecm_download_file/ECMLP2859857
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/Management_Services_Release_Notes

Plug-in NetApp Element per server vCenter

» "VCenter Plug-in 5,1 - Note sulla versione" NUOVO
« "VCenter Plug-in 5,0 - Note sulla versione"

« "VCenter Plug-in 4,10 - Note sulla versione"

+ "VCenter Plug-in 4,9 - Note sulla versione"

+ "VCenter Plug-in 4,8 - Note sulla versione"

+ "VCenter Plug-in 4,7 - Note sulla versione"

« "VCenter Plug-in 4,6 - Note sulla versione"

« "VCenter Plug-in 4,5 - Note sulla versione"

+ "VCenter Plug-in 4,4 - Note sulla versione"

+ "VCenter Plug-in 4,3 - Note sulla versione"

Firmware di calcolo

* "Note sulla versione di Compute firmware Bundle 2.146"
* "Note sulla versione di Compute firmware Bundle 2.27"
* "Note sulla versione di Compute firmware Bundle 12.2.109"

* "Versioni del firmware e dei driver ESXi supportate" NUOVO

Firmware dello storage

» "Note di rilascio del bundle del firmware di archiviazione 2,146"
 "Note di rilascio del bundle del firmware di archiviazione 2.99.2"
* "Note sulla versione del bundle firmware di storage 2.76"

* "Note sulla versione del bundle firmware di storage 2.27"

+ "H610S BMC 3.84.07 Release Notes"

« "Versioni del firmware e dei driver ESXi supportate" NUOVO


https://library.netapp.com/ecm/ecm_download_file/ECMLP2885734
https://library.netapp.com/ecm/ecm_download_file/ECMLP2884992
https://library.netapp.com/ecm/ecm_download_file/ECMLP2884458
https://library.netapp.com/ecm/ecm_download_file/ECMLP2881904
https://library.netapp.com/ecm/ecm_download_file/ECMLP2879296
https://library.netapp.com/ecm/ecm_download_file/ECMLP2876748
https://library.netapp.com/ecm/ecm_download_file/ECMLP2874631
https://library.netapp.com/ecm/ecm_download_file/ECMLP2873396
https://library.netapp.com/ecm/ecm_download_file/ECMLP2866569
https://library.netapp.com/ecm/ecm_download_file/ECMLP2856119
https://docs.netapp.com/it-it/hci18/docs/rn_compute_firmware_2.146.html
https://docs.netapp.com/it-it/hci18/docs/rn_compute_firmware_2.27.html
https://docs.netapp.com/it-it/hci18/docs/rn_firmware_12.2.109.html
https://docs.netapp.com/it-it/hci18/docs/firmware_driver_versions.html
https://docs.netapp.com/it-it/hci18/docs/rn_storage_firmware_2.146.html
https://docs.netapp.com/it-it/hci18/docs/rn_storage_firmware_2.99.2.html
https://docs.netapp.com/it-it/hci18/docs/rn_storage_firmware_2.76.html
https://docs.netapp.com/it-it/hci18/docs/rn_storage_firmware_2.27.html
https://docs.netapp.com/it-it/hci18/docs/rn_H610S_BMC_3.84.07.html
https://docs.netapp.com/it-it/hci18/docs/firmware_driver_versions.html

Concetti

Panoramica del prodotto NetApp HCI

NetApp HCI € un’infrastruttura di cloud ibrido di livello Enterprise che combina storage,
calcolo, networking e hypervisor e aggiunge funzionalita che abbracciano cloud pubblici e
privati.

Linfrastruttura di cloud ibrido disaggregato di NetApp consente una scalabilita indipendente di calcolo e
storage, adattandosi ai carichi di lavoro con performance garantite.

Soddisfa la domanda di multicloud ibrido
Scalabilita indipendente di calcolo e storage

Semplifica I'orchestrazione dei servizi dati nei multicloud ibridi

Componenti di NetApp HCI

Ecco una panoramica dei vari componenti dell’ambiente NetApp HCI:

NetApp HCI offre risorse di storage e di calcolo. Utilizza la procedura guidata motore di implementazione
NetApp per implementare NetApp HCI. Una volta completata 'implementazione, i nodi di calcolo vengono
visualizzati come host ESXi ed & possibile gestirliin VMware vSphere Web Client.

| servizi di gestione o i microservizi includono Active IQ Collector, QoSSIOC per il plug-in vCenter e il
servizio mNode; vengono aggiornati frequentemente come bundle di servizi. A partire dalla release
Element 11.3, i servizi di gestione sono ospitati sul nodo di gestione, consentendo aggiornamenti piu
rapidi dei servizi software selezionati al di fuori delle release principali. Il nodo di gestione * (mNode) & una
macchina virtuale che viene eseguita in parallelo con uno o piu cluster di storage basati su software
Element. Viene utilizzato per aggiornare e fornire servizi di sistema, tra cui monitoraggio e telemetria,
gestire le risorse e le impostazioni del cluster, eseguire test e utility di sistema e abilitare I'accesso al
supporto NetApp per la risoluzione dei problemi.

Ulteriori informazioni su "release di servizi di gestione".

NetApp Hybrid Cloud Control ti consente di gestire NetApp HCI. Con NetApp SolidFire Active 1Q &
possibile aggiornare i servizi di gestione, espandere il sistema, raccogliere i registri e monitorare
l'installazione. Per accedere a NetApp Hybrid Cloud Control, accedere all’'indirizzo IP del nodo di gestione.

Il plug-in NetApp Element per vCenter Server € un tool basato sul web integrato con l'interfaccia utente
vSphere. |l plug-in & un’estensione e un’interfaccia intuitiva e scalabile per VMware vSphere, in grado di
gestire e monitorare cluster di storage che eseguono il software NetApp Element. Il plug-in fornisce
un’alternativa all'interfaccia utente di Element. E possibile utilizzare I'interfaccia utente del plug-in per
rilevare e configurare i cluster e gestire, monitorare e allocare lo storage dalla capacita del cluster per
configurare datastore e datastore virtuali (per volumi virtuali). Un cluster viene visualizzato sulla rete come
un singolo gruppo locale rappresentato agli host e agli amministratori da indirizzi IP virtuali. E inoltre
possibile monitorare I'attivita del cluster con report in tempo reale, inclusi messaggi di errore e di avviso per
qualsiasi evento che potrebbe verificarsi durante I'esecuzione di varie operazioni.

Ulteriori informazioni su "Plug-in NetApp Element per server vCenter".


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/Management_Services_Release_Notes
https://docs.netapp.com/us-en/vcp/concept_vcp_product_overview.html

« Per impostazione predefinita, NetApp HCI invia le statistiche relative alle performance e agli avvisi al
servizio NetApp SolidFire Active 1Q. Come parte del tuo normale contratto di supporto, il supporto
NetApp monitora questi dati e ti avvisa in caso di colli di bottiglia delle performance o potenziali problemi di
sistema. Se non si dispone gia di un account per il supporto NetApp (anche se si dispone di un account
SolidFire Active 1Q esistente), € necessario creare un account per poter usufruire di questo servizio.

Ulteriori informazioni su "NetApp SolidFire Active 1Q".

URL NetApp HCI

Di seguito sono riportati gli URL comuni utilizzati con NetApp HCI:

URL Descrizione

https://[IPv4 address of BondlG Accedere alla procedura guidata NetApp Deployment

interface on a storage node] Engine per installare e configurare NetApp HCI.
"Scopri di piu."

<code><a href="https://&lIt;ManagementNodelP&gt"  Accedi a NetApp Hybrid Cloud Control per aggiornare,
class="bare">https://&lt;ManagementNodelP&gt</a>; espandere e monitorare la tua installazione NetApp
</code> HCI e aggiornare i servizi di gestione. "Scopri di piu."

https://[IP address]:442 Dallinterfaccia utente per nodo, accedere alle
impostazioni di rete e del cluster e utilizzare test di
sistema e utility. "Scopri di piu."

https://<ManagementNodeIP>:9443 Registrare il pacchetto vCenter Plug-in in vSphere
Web Client.

https://activeiq.solidfire.com Monitorare i dati e ricevere avvisi in caso di colli di
bottiglia delle performance o potenziali problemi del
sistema.

https://<ManagementNodeIP>/mnode Aggiornare manualmente i servizi di gestione
utilizzando l'interfaccia utente REST API dal nodo di
gestione.

https://[storage cluster MVIP address] Accedere all'interfaccia utente del software NetApp
Element.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

 "Pagina delle risorse NetApp HCI"

Account utente

Per accedere alle risorse di storage del sistema, &€ necessario configurare gli account
utente.

Gestione dell’account utente

Gli account utente vengono utilizzati per controllare I'accesso alle risorse di storage su una rete basata su


https://docs.netapp.com/us-en/solidfire-active-iq/index.html
https://<ManagementNodeIP>:9443
https://activeiq.solidfire.com
https://<ManagementNodeIP>/mnode
https://<ManagementNodeIP>/mnode
https://<ManagementNodeIP>/mnode
https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/us/documentation/hci.aspx

software NetApp Element. E necessario almeno un account utente prima di poter creare un volume.

Quando si crea un volume, questo viene assegnato a un account. Se € stato creato un volume virtuale,
'account € il container di storage.

Di seguito sono riportate alcune considerazioni aggiuntive:

» L'account contiene I'autenticazione CHAP richiesta per accedere ai volumi ad esso assegnati.

* A un account possono essere assegnati fino a 2000 volumi, ma un volume puo appartenere a un solo
account.

 Gli account utente possono essere gestiti dal punto di estensione Gestione NetApp Element.
Utilizzando NetApp Hybrid Cloud Control, puoi creare e gestire i seguenti tipi di account:

* Account utente amministratore per il cluster di storage
» Account utente autorevoli

» Account di volumi specifici solo per il cluster di storage in cui sono stati creati.

Account amministratore del cluster di storage

Esistono due tipi di account amministratore in un cluster di storage che esegue il software NetApp Element:

* Primary cluster Administrator account: Questo account amministratore viene creato al momento della
creazione del cluster. Questo account € I'account amministrativo principale con il livello di accesso piu
elevato al cluster. Questo account & analogo a un utente root in un sistema Linux. E possibile modificare la
password per questo account amministratore.

+ Account amministratore cluster: E possibile assegnare a un account amministratore cluster un intervallo
limitato di accesso amministrativo per eseguire attivita specifiche all'interno di un cluster. Le credenziali
assegnate a ciascun account amministratore del cluster vengono utilizzate per autenticare le richieste API
ed Element Ul allinterno del sistema di storage.

Per accedere ai nodi attivi di un cluster tramite I'interfaccia utente per nodo, & necessario un
account amministratore locale (non LDAP). Le credenziali dell’'account non sono richieste per
accedere a un nodo che non fa ancora parte di un cluster.

E possibile gestire gli account degli amministratori del cluster creando, eliminando e modificando gli account
degli amministratori del cluster, modificando la password dell’amministratore del cluster e configurando le
impostazioni LDAP per gestire I'accesso al sistema per gli utenti.

Per ulteriori informazioni, vedere "Centro di documentazione SolidFire ed Element" .

Account utente autorevoli

Gli account utente autorevoli possono autenticare qualsiasi risorsa storage associata all’istanza di nodi e
cluster di NetApp Hybrid Cloud Control. Con questo account, puoi gestire volumi, account, gruppi di accesso e
molto altro in tutti i cluster.

Gli account utente autorevoli vengono gestiti dal menu in alto a destra dell’opzione User Management
(Gestione utente) in NetApp Hybrid Cloud Control.

"cluster di storage autorevole"E il cluster di storage utilizzato da controllo cloud ibrido NetApp per autenticare
gli utenti.


https://docs.netapp.com/sfe-122/topic/com.netapp.doc.sfe-ug/GUID-057D852C-9C1C-458A-9161-328EDA349B00.html

Tutti gli utenti creati sul cluster di storage autorevole possono accedere al NetApp Hybrid Cloud Control. Gli
utenti creati su altri cluster di storage non possono accedere a Hybrid Cloud Control.

» Se il nodo di gestione dispone di un solo cluster di storage, si tratta del cluster autorevole.

» Se il nodo di gestione dispone di due o piu cluster di storage, uno di questi viene assegnato come cluster

autorevole e solo gli utenti di quel cluster possono accedere a NetApp Hybrid Cloud Control.

Sebbene molte funzionalita di NetApp Hybrid Cloud Control funzionino con piu cluster di storage,
'autenticazione e I'autorizzazione hanno limitazioni necessarie. Il limite dell’autenticazione e
dell'autorizzazione € che gli utenti del cluster autorevole possono eseguire azioni su altri cluster legati a
NetApp Hybrid Cloud Control anche se non sono utenti degli altri cluster di storage. Prima di procedere con la
gestione di piu cluster di storage, € necessario assicurarsi che gli utenti definiti nei cluster autorevoli siano
definiti in tutti gli altri cluster di storage con le stesse autorizzazioni. Puoi gestire gli utenti da NetApp Hybrid
Cloud Control.

Account di volume

Gli account specifici del volume sono specifici solo per il cluster di storage in cui sono stati creati. Questi
account consentono di impostare autorizzazioni su volumi specifici della rete, ma non hanno alcun effetto al di
fuori di tali volumi.

Gli account dei volumi vengono gestiti all’interno della tabella NetApp Hybrid Cloud Control Volumes.

Trova ulteriori informazioni

« "Gestire gli account utente"

* "Scopri di piu sui cluster”

+ "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"

» "Centro di documentazione SolidFire ed Element"

Protezione dei dati

| termini di protezione dei dati di NetApp HCI includono diversi tipi di replica remota,
snapshot dei volumi, cloning dei volumi, domini di protezione e alta disponibilita con la
tecnologia Double Helix.

La protezione dei dati di NetApp HCI include i seguenti concetti:

+ Tipi di replica remota

* Snapshot dei volumi per la protezione dei dati

+ Cloni di volume

« Panoramica del processo di backup e ripristino per lo storage SolidFire
* Domini di protezione

» Doppia Helix ad alta disponibilita
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Tipi di replica remota
La replica remota dei dati pud assumere le seguenti forme:

* Replica sincrona e asincrona tra cluster
* Replica solo Snapshot

* Replica tra cluster Element e ONTAP utilizzando SnapMirror

Vedere "TR-4741: Replica remota del software NetApp Element".

Replica sincrona e asincrona tra cluster

Per i cluster che eseguono il software NetApp Element, la replica in tempo reale consente la creazione rapida
di copie remote dei dati dei volumi.

E possibile associare un cluster di storage a un massimo di quattro altri cluster di storage. E possibile replicare
i dati del volume in modo sincrono o asincrono da uno dei cluster di una coppia di cluster per scenari di failover
e failback.

Replica sincrona

La replica sincrona replica continuamente i dati dal cluster di origine al cluster di destinazione ed ¢ influenzata
da latenza, perdita di pacchetti, jitter e larghezza di banda.

La replica sincrona & appropriata per le seguenti situazioni:

* Replica di diversi sistemi su una breve distanza
 Un sito di disaster recovery geograficamente locale rispetto all’'origine
* Applicazioni sensibili al tempo e protezione dei database

» Applicazioni di business continuity che richiedono che il sito secondario agisca come sito primario quando
il sito primario & inattivo

Replica asincrona

La replica asincrona replica continuamente i dati da un cluster di origine a un cluster di destinazione senza
attendere i riconoscimenti dal cluster di destinazione. Durante la replica asincrona, le scritture vengono
riconosciute al client (applicazione) dopo che sono state assegnate al cluster di origine.

La replica asincrona & appropriata per le seguenti situazioni:

« Il sito di disaster recovery € lontano dall’'origine e I'applicazione non tollera le latenze indotte dalla rete.

 La rete che collega i cluster di origine e di destinazione presenta limitazioni di larghezza di banda.

Replica solo Snapshot

La protezione dei dati solo Snapshot replica i dati modificati in specifici punti di tempo in un cluster remoto.
Vengono replicati solo gli snapshot creati nel cluster di origine. Le scritture attive dal volume di origine non lo
sono.

E possibile impostare la frequenza delle repliche degli snapshot.

La replica di Snapshot non influisce sulla replica asincrona o sincrona.
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Replica tra cluster Element e ONTAP utilizzando SnapMirror

Con la tecnologia NetApp SnapMirror, € possibile replicare le snapshot acquisite con il software NetApp
Element su ONTAP per scopi di disaster recovery. In una relazione SnapMirror, Element € un endpoint e
ONTARP e laltro.

SnapMirror & una tecnologia di replica NetApp Snapshot™ che facilita il disaster recovery, progettata per il
failover dallo storage primario allo storage secondario in un sito geograficamente remoto. La tecnologia
SnapMirror crea una replica, o mirroring, dei dati di lavoro nello storage secondario da cui € possibile
continuare a servire i dati in caso di interruzione nel sito primario. | dati vengono mirrorati a livello di volume.

La relazione tra il volume di origine nello storage primario e il volume di destinazione nello storage secondario
viene definita relazione di protezione dei dati. | cluster sono definiti endpoint in cui risiedono i volumi e i volumi
che contengono i dati replicati devono essere trasmessi in peering. Una relazione peer consente a cluster e
volumi di scambiare dati in modo sicuro.

SnapMirror viene eseguito in modo nativo sui controller NetApp ONTAP ed € integrato in Element, che viene
eseguito sui cluster NetApp HCI e SolidFire. La logica di controllo di SnapMirror risiede nel software ONTAP;
pertanto, tutte le relazioni di SnapMirror devono coinvolgere almeno un sistema ONTAP per eseguire il lavoro
di coordinamento. Gli utenti gestiscono le relazioni tra i cluster Element e ONTAP principalmente attraverso
l'interfaccia utente Element; tuttavia, alcune attivita di gestione risiedono in Gestione di sistema NetApp
ONTAP. Gli utenti possono inoltre gestire SnapMirror tramite I'interfaccia CLI e I'API, entrambe disponibili in
ONTAP ed Element.

Vedere "TR-4651: Architettura e configurazione di NetApp SolidFire SnapMirror" (accesso richiesto).

E necessario attivare manualmente la funzionalitad SnapMirror a livello di cluster utilizzando il software
Element. La funzionalita SnapMirror € disattivata per impostazione predefinita e non viene attivata
automaticamente durante una nuova installazione o un aggiornamento.

Dopo aver attivato SnapMirror, & possibile creare relazioni SnapMirror dalla scheda Data Protection
(protezione dati) del software Element.

Snapshot dei volumi per la protezione dei dati

Uno snapshot di un volume & una copia point-in-time di un volume che pud essere utilizzata in seguito per
ripristinare un volume all’ora specifica.

Sebbene le snapshot siano simili ai cloni dei volumi, le snapshot sono semplicemente repliche dei metadati dei
volumi, pertanto non & possibile montarle o scriverle. La creazione di uno snapshot di volume richiede anche
solo una piccola quantita di risorse e spazio di sistema, rendendo la creazione dello snapshot piu rapida
rispetto alla clonazione.

E possibile replicare gli snapshot in un cluster remoto e utilizzarli come copia di backup del volume. In questo
modo € possibile eseguire il rollback di un volume a un punto specifico utilizzando lo snapshot replicato; &
inoltre possibile creare un clone di un volume da uno snapshot replicato.

E possibile eseguire il backup delle snapshot da un cluster SolidFire a un archivio di oggetti esterno o a un
altro cluster SolidFire. Quando si esegue il backup di uno snapshot in un archivio di oggetti esterno, &
necessario disporre di una connessione all’archivio di oggetti che consenta le operazioni di lettura/scrittura.

E possibile creare un’istantanea di uno o pit volumi per la protezione dei dati.
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Cloni di volume

Un clone di uno o piu volumi & una copia point-in-time dei dati. Quando si clonano un volume, il sistema crea
uno snapshot del volume e quindi una copia dei dati a cui fa riferimento lo snapshot.

Si tratta di un processo asincrono e la quantita di tempo richiesta dal processo dipende dalla dimensione del
volume che si sta clonando e dal carico corrente del cluster.

Il cluster supporta fino a due richieste di cloni in esecuzione per volume alla volta e fino a otto operazioni di
cloni dei volumi attivi alla volta. Le richieste che superano questi limiti vengono messe in coda per
I'elaborazione successiva.

Panoramica del processo di backup e ripristino per lo storage SolidFire

E possibile eseguire il backup e il ripristino dei volumi su altri storage SolidFire, nonché su archivi di oggetti
secondari compatibili con Amazon S3 o OpenStack Swift.

E possibile eseguire il backup di un volume nei seguenti modi:

» Un cluster di storage SolidFire
» Un archivio di oggetti Amazon S3
» Un archivio di oggetti OpenStack Swift
Quando ripristini i volumi da OpenStack Swift o Amazon S3, hai bisogno di informazioni manifeste dal

processo di backup originale. Se si sta ripristinando un volume di cui & stato eseguito il backup su un sistema
di storage SolidFire, non sono necessarie informazioni sul manifesto.

Domini di protezione

Un dominio di protezione € un nodo o un insieme di nodi raggruppati in modo che qualsiasi parte o anche tutto
I'IT possa guastarsi, mantenendo al contempo la disponibilita dei dati. | domini di protezione consentono a un
cluster di storage di riparare automaticamente in caso di perdita di uno chassis (affinita dello chassis) o di un
intero dominio (gruppo di chassis).

Un layout del dominio di protezione assegna ogni nodo a un dominio di protezione specifico.
Sono supportati due diversi layout dei domini di protezione, denominati livelli di dominio di protezione.

 Alivello di nodo, ciascun nodo si trova nel proprio dominio di protezione.
» Alivello di chassis, solo i nodi che condividono uno chassis si trovano nello stesso dominio di protezione.

o Il layout a livello di chassis viene determinato automaticamente dall’hardware quando il nodo viene
aggiunto al cluster.

> In un cluster in cui ciascun nodo si trova in uno chassis separato, questi due livelli sono funzionalmente
identici.

E possibile utilizzare manualmente "abilitare il monitoraggio del dominio di protezione" il plug-in NetApp
Element per vCenter Server. E possibile selezionare una soglia del dominio di protezione in base ai domini del
nodo o dello chassis.

Quando si crea un nuovo cluster, se si utilizzano nodi di storage che risiedono in uno chassis condiviso, si

consiglia di progettare la protezione dai guasti a livello di chassis utilizzando la funzione dei domini di
protezione.
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E possibile definire un layout personalizzato del dominio di protezione, in cui ciascun nodo & associato a un
solo dominio di protezione personalizzato. Per impostazione predefinita, ogni nodo viene assegnato allo stesso
dominio di protezione personalizzato predefinito.

Vedere "Centro di documentazione di SolidFire ed Element 12,2".

Doppia Helix ad alta disponibilita

La protezione dei dati Double Helix € un metodo di replica che distribuisce almeno due copie ridondanti dei
dati su tutti i dischi all’interno di un sistema. L’approccio "RAID-less" consente a un sistema di assorbire piu
guasti simultanei in tutti i livelli del sistema storage e di ripararli rapidamente.

Trova ulteriori informazioni

+ "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"

Cluster

Un cluster € un gruppo di nodi, che funzionano come un insieme collettivo, che
forniscono risorse di storage o di calcolo. A partire da NetApp HCI 1.8, & possibile
disporre di un cluster di storage con due nodi. Un cluster di storage viene visualizzato
sulla rete come un singolo gruppo logico ed € quindi possibile accedervi come storage a
blocchi.

Il livello di storage in NetApp HCI & fornito dal software NetApp Element e il livello di gestione & fornito dal
plug-in NetApp Element per vCenter Server. Un nodo di storage & un server che contiene una raccolta di dischi
che comunicano tra loro attraverso l'interfaccia di rete Bond10G. Ciascun nodo di storage € collegato a due
reti, storage e gestione, ciascuna con due collegamenti indipendenti per ridondanza e performance. Ciascun
nodo richiede un indirizzo IP su ciascuna rete. E possibile creare un cluster con nuovi nodi di storage o
aggiungere nodi di storage a un cluster esistente per aumentare la capacita e le performance dello storage.

Cluster di storage autorevoli

Il cluster di storage autorevole ¢ il cluster di storage utilizzato da NetApp Hybrid Cloud Control per autenticare
gli utenti.

Se il nodo di gestione dispone di un solo cluster di storage, si tratta del cluster autorevole. Se il nodo di
gestione dispone di due o piu cluster di storage, uno di questi viene assegnato come cluster autorevole e solo
gli utenti di quel cluster possono accedere a NetApp Hybrid Cloud Control. Per scoprire quale cluster ¢ il
cluster autorevole, € possibile utilizzare I' GET /mnode/about 'API. Nella risposta, 1’indirizzo
IP nel “token url campo é l'indirizzo IP virtuale di gestione (MVIP) del cluster di archiviazione
autorevole. Se si tenta di accedere a NetApp Hybrid Cloud Control come utente che non si trova nel cluster
autorevole, il tentativo di accesso non avra esito positivo.

Molte funzionalita di NetApp Hybrid Cloud Control sono progettate per funzionare con piu cluster di storage,
ma l'autenticazione e I'autorizzazione hanno dei limiti. Il limite dell’autenticazione e dell’autorizzazione € che
l'utente del cluster autorevole pud eseguire azioni su altri cluster legati a NetApp Hybrid Cloud Control anche
se non € un utente degli altri cluster di storage. Prima di procedere con la gestione di piu cluster di storage, &
necessario assicurarsi che gli utenti definiti nei cluster autorevoli siano definiti in tutti gli altri cluster di storage
con le stesse autorizzazioni.
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Puoi gestire gli utenti con NetApp Hybrid Cloud Control.

Prima di procedere con la gestione di piu cluster di storage, € necessario assicurarsi che gli utenti definiti nei
cluster autorevoli siano definiti in tutti gli altri cluster di storage con le stesse autorizzazioni. E possibile "gestire
gli utenti" dall'interfaccia utente del software Element (Ul web Element).

Per ulteriori informazioni sull'utilizzo delle risorse cluster di storage del nodo di gestione, vedere"Creare e
gestire le risorse del cluster di storage”.

Capacita inutilizzata

Se un nodo aggiunto di recente rappresenta oltre il 50% della capacita totale del cluster, una parte della
capacita di questo nodo viene resa inutilizzabile ("bloccato"), in modo che sia conforme alla regola di capacita.
Questo rimane il caso fino a quando non viene aggiunta una maggiore capacita di storage. Se viene aggiunto
un nodo molto grande che disobbedisce anche alla regola di capacita, il nodo precedentemente bloccato non
verra piu bloccato, mentre il nodo appena aggiunto viene bloccato. La capacita deve essere sempre aggiunta
in coppie per evitare che cid accada. Quando un nodo viene bloccato, viene generato un guasto appropriato
del cluster.

Cluster di storage a due nodi
A partire da NetApp HCI 1.8, € possibile configurare un cluster di storage con due nodi di storage.

« E possibile utilizzare alcuni tipi di nodi per formare il cluster di storage a due nodi. Vedere "Note sulla
versione di NetApp HCI 1.8".

@ In un cluster a due nodi, i nodi di storage sono limitati a nodi con dischi da 480 GB e 960 GB
e i nodi devono essere dello stesso tipo di modello.

« | cluster di storage a due nodi sono ideali per implementazioni su piccola scala con carichi di lavoro che
non dipendono da requisiti di capacita elevata e performance elevate.

+ Oltre a due nodi di storage, un cluster di storage a due nodi include anche due nodi di controllo NetApp
HCI.

@ Scopri di pit su "Nodi di controllo.”

+ E possibile scalare un cluster di storage a due nodi in un cluster di storage a tre nodi. | cluster a tre nodi
aumentano la resilienza offrendo la possibilita di eseguire il ripristino automatico in caso di guasti ai nodi di
storage.

* | cluster di storage a due nodi offrono le stesse funzionalita e caratteristiche di sicurezza dei tradizionali
cluster di storage a quattro nodi.

* | cluster di storage a due nodi utilizzano le stesse reti dei cluster di storage a quattro nodi. Le reti vengono
configurate durante I'implementazione di NetApp HCI utilizzando la procedura guidata del motore di
implementazione NetApp.

Quorum del cluster di storage

Element Software crea un cluster di storage da nodi selezionati, che mantiene un database replicato della
configurazione del cluster. Per poter mantenere il quorum per la resilienza del cluster, sono necessari almeno
tre nodi per partecipare al’ensemble del cluster. | nodi di controllo in un cluster a due nodi vengono utilizzati
per garantire che vi sia un numero di nodi di storage sufficiente per formare un quorum di ensemble valido. Per
la creazione dell’ensemble, i nodi di storage sono preferiti rispetto ai nodi di controllo. Per I'insieme minimo di
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tre nodi che coinvolge un cluster di storage a due nodi, vengono utilizzati due nodi di storage e un nodo di
controllo.

In un insieme a tre nodi con due nodi di storage e un nodo di controllo, se un nodo di storage
passa offline, il cluster passa in uno stato degradato. Dei due nodi di controllo, solo uno puo
essere attivo nell’insieme. Il secondo nodo di controllo non pud essere aggiunto all’insieme,
perché esegue il ruolo di backup. Il cluster rimane in stato degradato fino a quando il nodo di
storage offline non ritorna in stato online o un nodo sostitutivo non si unisce al cluster.

Se un nodo di controllo non riesce, il nodo di controllo rimanente si unisce all’ensemble per formare un
ensemble a tre nodi. E possibile implementare un nuovo nodo di controllo per sostituire il nodo di controllo non
riuscito.

Riparazione automatica e gestione degli errori in cluster di storage a due nodi

Se un componente hardware si guasta in un nodo che fa parte di un cluster tradizionale, il cluster puo
ribilanciare i dati che si trovavano sul componente che non riusciva ad altri nodi disponibili nel cluster. Questa
capacita di risanare automaticamente non & disponibile in un cluster di storage a due nodi, perché un minimo
di tre nodi di storage fisici deve essere disponibile per il cluster per la riparazione automatica. Quando un nodo
di un cluster a due nodi si guasta, il cluster a due nodi non richiede la rigenerazione di una seconda copia dei
dati. Le nuove scritture vengono replicate per i dati del blocco nel nodo di storage attivo rimanente. Quando il
nodo guasto viene sostituito e si unisce al cluster, i dati vengono ribilanciati tra i due nodi di storage fisici.

Cluster di storage con tre o piu nodi

L'espansione da due nodi di storage a tre nodi di storage rende il cluster piu resiliente consentendo la
riparazione automatica in caso di guasti al nodo e al disco, ma non fornisce capacita aggiuntiva. E possibile
espandere utilizzando "Interfaccia utente di NetApp Hybrid Cloud Control". Quando si Capacita
inutilizzataesegue I'espansione da un cluster a due nodi a un cluster a tre nodi, & possibile bloccare la capacita
(vedere ). La procedura guidata dell'interfaccia utente mostra avvisi relativi alla capacita inutilizzata prima
dellinstallazione. Un singolo nodo di controllo € ancora disponibile per mantenere il quorum dell’ensemble in
caso di guasto di un nodo di storage, con un secondo nodo di controllo in standby. Quando si espande un
cluster di storage a tre nodi in un cluster a quattro nodi, la capacita e le performance aumentano. In un cluster
a quattro nodi, i nodi di controllo non sono piu necessari per formare il quorum del cluster. Puoi espandere fino
a 64 nodi di calcolo e 40 nodi di storage.

Trova ulteriori informazioni

+ "Cluster di storage a due nodi NetApp HCI | TR-4823"
* "Plug-in NetApp Element per server vCenter"

» "Centro di documentazione software SolidFire ed Element”

Nodi

| nodi sono risorse hardware o virtuali raggruppate in un cluster per fornire funzionalita di
calcolo e storage a blocchi.

NetApp HCI e il software Element definiscono diversi ruoli di nodo per un cluster. | quattro tipi di ruoli dei nodi
sono nodo di gestione, nodo di storage, nodo di calcolo e nodi di controllo NetApp HCI.
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Nodo di gestione

Il nodo di gestione (talvolta abbreviato come mNode) interagisce con un cluster di storage per eseguire azioni
di gestione, ma non fa parte del cluster di storage. | nodi di gestione raccolgono periodicamente informazioni
sul cluster tramite chiamate API e inviano tali informazioni a Active 1Q per il monitoraggio remoto (se abilitato).

I nodi di gestione sono inoltre responsabili del coordinamento degli aggiornamenti software dei nodi del cluster.

Il nodo di gestione € una macchina virtuale (VM) che viene eseguita in parallelo con uno o piu cluster di
storage basati su software Element. Oltre agli aggiornamenti, viene utilizzato per fornire servizi di sistema
come monitoraggio e telemetria, gestire le risorse e le impostazioni del cluster, eseguire test e utility di sistema
e abilitare 'accesso al supporto NetApp per la risoluzione dei problemi. A partire dalla release Element 11.3, il
nodo di gestione funziona come un host microservice, consentendo aggiornamenti piu rapidi di servizi software
selezionati al di fuori delle release principali. Questi microservizi o servizi di gestione, come Active IQ Collector,
QoSSIOC per il plug-in vCenter e il servizio del nodo di gestione, vengono aggiornati frequentemente come
bundle di servizi.

Nodi di storage

| nodi di storage NetApp HCI sono hardware che forniscono le risorse di storage per un sistema NetApp HCI. |
dischi nel nodo contengono spazio di blocchi e metadati per lo storage e la gestione dei dati. Ogni nodo
contiene un’immagine di fabbrica del software NetApp Element. | nodi di storage NetApp HCI possono essere
gestiti utilizzando il punto di estensione per la gestione NetApp Element.

Nodi di calcolo

I nodi di calcolo NetApp HCI sono hardware che fornisce risorse di calcolo, come CPU, memoria e rete,
necessarie per la virtualizzazione nell'installazione di NetApp HCI. Poiché ogni server esegue VMware ESXi,
la gestione dei nodi di calcolo NetApp HCI (aggiunta o rimozione di host) deve essere eseguita al di fuori del
plug-in allinterno del menu host e cluster di vSphere. Indipendentemente dal fatto che si tratti di un cluster di
storage a quattro nodi o di un cluster di storage a due nodi, il numero minimo di nodi di calcolo rimane due per
un’implementazione NetApp HCI.

Nodi di controllo

I nodi di controllo NetApp HCI sono macchine virtuali eseguite su nodi di calcolo in parallelo con un cluster di
storage basato su software Element. | nodi di controllo non ospitano servizi di sezioni o blocchi. Un nodo di
controllo abilita la disponibilita del cluster di storage in caso di guasto di un nodo di storage. E possibile gestire
e aggiornare i nodi di controllo allo stesso modo degli altri nodi di storage. Un cluster di storage puo avere fino
a quattro nodi di controllo. Il loro scopo principale € quello di garantire che esista un numero sufficiente di nodi
del cluster per formare un quorum di ensemble valido.

Best practice: configurare le macchine virtuali del nodo di controllo per utilizzare il datastore locale del nodo
di calcolo (impostazione predefinita NDE), non configurarle sullo storage condiviso, ad esempio i volumi di
storage SolidFire. Per impedire la migrazione automatica delle macchine virtuali, impostare il livello di
automazione DRS (Distributed Resource Scheduler) della macchina virtuale del nodo di controllo su
Disabled. Cio impedisce I'esecuzione di entrambi i nodi di controllo sullo stesso nodo di calcolo e la
creazione di una configurazione di coppia non ad alta disponibilita (ha).

Ulteriori informazioni su "Requisiti di risorse del nodo di controllo” e "Requisiti dell'indirizzo IP
del nodo di controllo".
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In un cluster di storage a due nodi, vengono implementati almeno due nodi di controllo per la
ridondanza in caso di guasto di un nodo di controllo. Quando il processo di installazione di
NetApp HCl installa i nodi di controllo, in VMware vCenter viene memorizzato un modello di

@ macchina virtuale che & possibile utilizzare per ridistribuire un nodo di controllo nel caso in cui
venga accidentalmente rimosso, perso o danneggiato. E inoltre possibile utilizzare il modello per
ridistribuire un nodo di controllo se &€ necessario sostituire un nodo di calcolo guasto che
ospitava il nodo di controllo. Per istruzioni, vedere la sezione Rideploy witness node for two
and three-node storage clusters "qui".

Trova ulteriori informazioni

* "Cluster di storage a due nodi NetApp HCI | TR-4823"
* "Plug-in NetApp Element per server vCenter"

» "Centro di documentazione software SolidFire ed Element”

Storage

Modalita di manutenzione

Se € necessario disattivare un nodo di storage per la manutenzione, ad esempio
aggiornamenti software o riparazioni host, € possibile ridurre al minimo I'impatto i/o sul
resto del cluster di storage attivando la modalita di manutenzione per tale nodo. E
possibile utilizzare la modalita di manutenzione sia con i nodi appliance che con i nodi
SDS aziendali SolidFire.

E possibile passare da un nodo di storage alla modalita di manutenzione solo se il nodo & integro (non
presenta errori di blocco del cluster) e se il cluster di storage € tollerante a un guasto di un singolo nodo. Una
volta attivata la modalita di manutenzione per un nodo integro e tollerante, il nodo non viene immediatamente
sottoposto a transizione; viene monitorato fino a quando non si verificano le seguenti condizioni:

* Tutti i volumi ospitati sul nodo hanno eseguito il failover

* Il nodo non & piu in hosting come principale per qualsiasi volume

 Viene assegnato un nodo di standby temporaneo per ogni volume sottoposto a failover

Una volta soddisfatti questi criteri, il nodo passa alla modalita di manutenzione. Se questi criteri non vengono
soddisfatti entro 5 minuti, il nodo non entra in modalita di manutenzione.

Quando si disattiva la modalita di manutenzione per un nodo di storage, il nodo viene monitorato fino a quando
non si verificano le seguenti condizioni:

 Tutti i dati vengono replicati completamente nel nodo
* Tutti i guasti del cluster di blocco sono stati risolti

 Tutte le assegnazioni temporanee dei nodi di standby per i volumi ospitati sul nodo sono state disattivate

Una volta soddisfatti questi criteri, il nodo esce dalla modalita di manutenzione. Se questi criteri non vengono
soddisfatti entro un’ora, il nodo non riuscira a uscire dalla modalita di manutenzione.

E possibile visualizzare gli stati delle operazioni della modalita di manutenzione quando si lavora con la
modalita di manutenzione utilizzando I'’API Element:
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» Disabled: Non & stata richiesta alcuna manutenzione.
* FailedToRecover: Il nodo non é riuscito a ripristinare la manutenzione.
* RecoveringFromMaintenance: Il nodo ¢ in fase di ripristino dalla manutenzione.

* PreparingForMaintenance: Vengono intraprese azioni per consentire a un nodo di eseguire la
manutenzione.

* ReadyForMaintenance: Il nodo & pronto per la manutenzione.

Trova ulteriori informazioni

» "Centro di documentazione SolidFire ed Element"

Volumi

Il provisioning dello storage viene eseguito nel sistema NetApp Element come volumi. |
volumi sono dispositivi a blocchi a cui si accede in rete utilizzando client iSCSI o Fibre
Channel.

Il plug-in NetApp Element per vCenter Server consente di creare, visualizzare, modificare, eliminare, clonare,
backup o ripristino dei volumi per gli account utente. E inoltre possibile gestire ciascun volume di un cluster e
aggiungere o rimuovere volumi in gruppi di accesso ai volumi.

Volumi persistenti

| volumi persistenti consentono ai dati di configurazione dei nodi di gestione di essere memorizzati in un cluster
di storage specifico, piuttosto che localmente con una macchina virtuale, in modo che i dati possano essere
conservati in caso di perdita o rimozione dei nodi di gestione. | volumi persistenti sono una configurazione del
nodo di gestione opzionale ma consigliata.

Se si implementa un nodo di gestione per NetApp HCI utilizzando il motore di implementazione NetApp, i
volumi persistenti vengono attivati e configurati automaticamente.

Un’opzione per abilitare i volumi persistenti & inclusa negli script di installazione e aggiornamento quando si
implementa un nuovo nodo di gestione. | volumi persistenti sono volumi su un cluster di storage basato su
software Element che contengono informazioni di configurazione del nodo di gestione per la VM del nodo di
gestione host che persistono oltre la vita della macchina virtuale. In caso di perdita del nodo di gestione, una
macchina virtuale del nodo di gestione sostitutivo pud riconnettersi e ripristinare i dati di configurazione per la
macchina virtuale persa.

La funzionalita dei volumi persistenti, se attivata durante l'installazione o I'aggiornamento, crea
automaticamente piu volumi con NetApp-HCI pre-messo in attesa del nome sul cluster assegnato. Questi
volumi, come qualsiasi volume basato su software Element, possono essere visualizzati utilizzando
linterfaccia utente Web del software Element, il plug-in NetApp Element per vCenter Server o I'API, a seconda
delle preferenze e dell'installazione. | volumi persistenti devono essere attivi e in esecuzione con una
connessione iISCSI al nodo di gestione per mantenere i dati di configurazione correnti che possono essere
utilizzati per il ripristino.

| volumi persistenti associati ai servizi di gestione vengono creati e assegnati a un nuovo
@ account durante l'installazione o I'aggiornamento. Se si utilizzano volumi persistenti, non
modificare o eliminare i volumi o I'account associato
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Trova ulteriori informazioni

« "Gestire i volumi"
* "Plug-in NetApp Element per server vCenter"

» "Centro di documentazione software SolidFire ed Element"

Gruppi di accesso ai volumi

Un gruppo di accesso al volume € un insieme di volumi a cui gli utenti possono accedere
utilizzando gli iniziatori iISCSI o Fibre Channel.

Creando e utilizzando i gruppi di accesso ai volumi, & possibile controllare I'accesso a un set di volumi.
Quando si associano un set di volumi e un set di iniziatori a un gruppo di accesso al volume, il gruppo di
accesso concede agli iniziatori I'accesso a tale set di volumi.

| gruppi di accesso ai volumi hanno i seguenti limiti:

* Un massimo di 128 iniziatori per gruppo di accesso al volume.
* Un massimo di 64 gruppi di accesso per volume.
* Un gruppo di accesso pud essere costituito da un massimo di 2000 volumi.

* Un IQN o WWPN puo0 appartenere a un solo gruppo di accesso al volume.

Trova ulteriori informazioni

+ "Gestire i gruppi di accesso ai volumi"
* "Plug-in NetApp Element per server vCenter"

« "Centro di documentazione software SolidFire ed Element"

Iniziatori

Gli iniziatori consentono ai client esterni di accedere ai volumi di un cluster, fungendo da
punto di ingresso per la comunicazione tra client e volumi. E possibile utilizzare gli
iniziatori per I'accesso ai volumi di storage basato su CHAP piuttosto che su account. Un
singolo iniziatore, quando aggiunto a un gruppo di accesso al volume, consente ai
membri del gruppo di accesso al volume di accedere a tutti i volumi di storage aggiunti al
gruppo senza richiedere I'autenticazione. Un iniziatore pud appartenere a un solo gruppo
di accesso.

Trova ulteriori informazioni

« "Gestire gli iniziatori"

* "Gruppi di accesso ai volumi"

* "Gestire i gruppi di accesso ai volumi"

* "Plug-in NetApp Element per server vCenter"

» "Centro di documentazione software SolidFire ed Element"
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Licenze NetApp HCI

Quando si utilizza NetApp HCI, potrebbero essere necessarie licenze aggiuntive a
seconda di cid che si utilizza.

Licenze NetApp HCI e VMware vSphere

Le licenze VMware vSphere dipendono dalla configurazione:

Opzione di rete Licensing

Opzione A: Due cavi per  Richiede I'utilizzo di vSphere Distributed Switch, che richiede la licenza VMware
nodi di calcolo che vSphere Enterprise Plus.

utilizzano il tagging VLAN

(tutti i nodi di calcolo)

Opzione B: Sei cavi per Questa configurazione utilizza vSphere Standard Switch come impostazione
nodi di calcolo che predefinita. L'utilizzo opzionale di vSphere Distributed Switch richiede la licenza
utilizzano VLAN contag ~ VMware Enterprise Plus.

(nodo di calcolo a 4 nodi

2RU H410C)

Opzione C: Sei caviper  Questa configurazione utilizza vSphere Standard Switch come impostazione
nodi di calcolo che predefinita. L'utilizzo opzionale di vSphere Distributed Switch richiede la licenza
utilizzano VLAN native e  VMware Enterprise Plus.

con tag (H410C, nodo di

calcolo 2RU a 4 nodi)

Licenze NetApp HCIl e ONTAP Select

Se é stata fornita una versione di ONTAP Select da utilizzare con un sistema NetApp HCI acquistato, si
applicano le seguenti limitazioni aggiuntive:

* La licenza ONTAP Select, fornita in bundle con la vendita di un sistema NetApp HCI, puo essere utilizzata
solo in combinazione con i nodi di calcolo NetApp HCI.
Lo storage per tali istanze di ONTAP Select deve risiedere solo sui nodi di storage NetApp HCI.

« E proibito I'utilizzo di nodi di calcolo di terze parti o di nodi di storage di terze parti.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

» "Centro di documentazione software SolidFire ed Element"

Configurazioni massime di NetApp Hybrid Cloud Control

NetApp HCI include il controllo del cloud ibrido NetApp per semplificare il ciclo di vita del
calcolo e la gestione dello storage. Supporta gli aggiornamenti del software Element sui
nodi di storage per cluster di storage NetApp HCI e NetApp SolidFire, nonché gli
aggiornamenti del firmware per i nodi di calcolo NetApp HCI in NetApp HCI. E disponibile
per impostazione predefinita sui nodi di gestione in NetApp HCI.
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Oltre a comunicare i componenti hardware e software forniti da NetApp in un’installazione di NetApp HCI,
NetApp Hybrid Cloud Control interagisce con componenti di terze parti nel’ambiente del cliente, come VMware
vCenter. NetApp qualifica la funzionalita di NetApp Hybrid Cloud Control e la sua interazione con questi
componenti di terze parti nel’ambiente del cliente fino a una certa scala. Per un’esperienza ottimale con
NetApp Hybrid Cloud Control, NetApp consiglia di non utilizzare limiti massimi di configurazione.

Se si superano questi valori massimi testati, potrebbero verificarsi problemi con NetApp Hybrid Cloud Control,
ad esempio un’interfaccia utente piu lenta e risposte API o funzionalita non disponibili. Se si impegna NetApp
per il supporto dei prodotti con NetApp Hybrid Cloud Control in ambienti configurati oltre i massimi di
configurazione, il supporto NetApp chiedera di modificare la configurazione in modo che rientri nei massimi di
configurazione documentati.

Valori massimi di configurazione

Il controllo del cloud ibrido NetApp supporta gli ambienti VMware vSphere con un massimo di 100 host ESXi e
1000 macchine virtuali (paragonabile a una configurazione di appliance vCenter Server di piccole dimensioni).

Sicurezza NetApp HCI

Quando si utilizza NetApp HCI, i dati sono protetti da protocolli di sicurezza standard di
settore.

Crittografia a riposo per i nodi di storage
NetApp HCI consente di crittografare tutti i dati memorizzati nel cluster di storage.

Tutti i dischi nei nodi di storage in grado di crittografare utilizzano la crittografia AES a 256 bit a livello di unita.
Ogni disco dispone di una propria chiave di crittografia, che viene creata al momento della prima
inizializzazione del disco. Quando si attiva la funzione di crittografia, viene creata una password a livello di
cluster di storage e i frammenti di password vengono quindi distribuiti a tutti i nodi del cluster. Nessun nodo
singolo memorizza l'intera password. La password viene quindi utilizzata per proteggere con password tutti gli
accessi ai dischi. Per sbloccare 'unita & necessaria la password e, poiché 'unita crittografa tutti i dati, i dati
sono sempre protetti.

Quando si attiva la crittografia a riposo, le prestazioni e I'efficienza del cluster di storage rimangono inalterate.
Inoltre, se si rimuove un disco o nodo abilitato alla crittografia dal cluster di storage con I’'API Element o
l'interfaccia utente Element, la crittografia a riposo viene disattivata sui dischi e i dischi vengono cancellati in
modo sicuro, proteggendo i dati precedentemente memorizzati su tali dischi. Dopo aver rimosso 'unita, &
possibile cancellarla in modo sicuro con il SecureEraseDrives metodo API. Se si rimuove forzatamente
un’unita o un nodo dal cluster di storage, i dati rimangono protetti dalla password a livello di cluster e dalle
singole chiavi di crittografia dell’'unita.

Per informazioni sull'attivazione e la disattivazione della crittografia a riposo, vedere "Attivazione e
disattivazione della crittografia per un cluster" nel Centro documentazione di SolidFire ed Element.

Crittografia software a riposo

La crittografia software a riposo consente di crittografare tutti i dati scritti negli SSD di un cluster di storage.
Questo fornisce un livello primario di crittografia nei nodi SDS aziendali SolidFire che non includono unita con
crittografia automatica (SED).
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Gestione esterna delle chiavi

E possibile configurare Element Software in modo che utilizzi un servizio di gestione delle chiavi (KMS)
conforme a KMIP di terze parti per gestire le chiavi di crittografia del cluster di storage. Quando si attiva questa
funzione, la chiave di crittografia della password di accesso al disco a livello di cluster dello storage viene
gestita da un KMS specificato dall’'utente. Element pu0 utilizzare i seguenti servizi di gestione delle chiavi:

* Gemalto SafeNet KeySecure

« SafeNet IN KeySecure

» KeyControl HyTrust

* Vormetric Data Security Manager

* IBM Security Key Lifecycle Manager

Per ulteriori informazioni sulla configurazione della gestione esterna delle chiavi, vedere "Guida introduttiva alla
gestione delle chiavi esterne" nel Centro documentazione SolidFire ed Element.

Autenticazione a piu fattori

L’autenticazione a piu fattori (MFA) consente di richiedere agli utenti di presentare diversi tipi di prove per
I'autenticazione con linterfaccia utente Web o l'interfaccia utente del nodo di storage di NetApp Element al
momento dell'accesso. E possibile configurare Element in modo che accetti solo I'autenticazione a piu fattori
per gli accessi che si integrano con il sistema di gestione degli utenti e il provider di identita esistenti. E
possibile configurare Element per I'integrazione con un provider di identita SAML 2.0 esistente, in grado di
applicare piu schemi di autenticazione, ad esempio password e SMS, password e messaggi di posta

elettronica o altri metodi.

E possibile associare I'autenticazione a pit fattori con i comuni provider di identitd compatibili con SAML 2.0
(IDP), come Microsoft Active Directory Federation Services (ADFS) e Shibboleth.

Per configurare MFA, vedere "Attivazione dell’autenticazione a piu fattori" nel Centro documentazione SolidFire
ed Element.

FIPS 140-2 per HTTPS e crittografia dei dati a riposo

| cluster di storage NetApp SolidFire e i sistemi NetApp HCI supportano la crittografia conforme ai requisiti
FIPS (Federal Information Processing Standard) 140-2 per i moduli crittografici. E possibile abilitare la
conformita FIPS 140-2 sul cluster NetApp HCI o SolidFire per le comunicazioni HTTPS e la crittografia del
disco.

Quando si attiva la modalita operativa FIPS 140-2 sul cluster, il cluster attiva il modulo di sicurezza crittografica
NetApp (NCSM) e sfrutta la crittografia certificata FIPS 140-2 livello 1 per tutte le comunicazioni via HTTPS
all'interfaccia utente e allAPI NetApp Element. Si utilizza I' EnableFeature 'API Element con i1l “fips
parametro per attivare la crittografia HTTPS FIPS 140-2. Su cluster di storage con hardware compatibile con
FIPS, puoi anche abilitare la crittografia dei dischi FIPS per i dati a riposo utilizzando I' EnableFeature  API
Element con il “FipsDrives parametro.

Per ulteriori informazioni sulla preparazione di un nuovo cluster di archiviazione per la crittografia FIPS 140-2,
vedere "Creazione di un cluster che supporti i dischi FIPS".

Per ulteriori informazioni sull’attivazione di FIPS 140-2 in un cluster esistente e preparato, vedere "API
dell’elemento EnableFeature".
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Performance e Quality of Service

Un cluster di storage SolidFire & in grado di fornire parametri di qualita del servizio (QoS)
per volume. E possibile garantire le prestazioni del cluster misurate in input e output al
secondo (IOPS) utilizzando tre parametri configurabili che definiscono QoS: IOPS min,
IOPS max e IOPS burst.

SolidFire Active IQ dispone di una pagina di consigli sulla qualita del servizio che fornisce
consigli sulla configurazione ottimale e sull'impostazione delle impostazioni di qualita del
servizio.

Parametri della qualita del servizio

| parametri IOPS sono definiti nei seguenti modi:

* IOPS minimo - il numero minimo di IOPS (Inputs and Outputs per Second) sostenuti che il cluster di
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storage fornisce a un volume. Il livello minimo di IOPS configurato per un volume ¢ il livello garantito di
performance per un volume. Le performance non scendono al di sotto di questo livello.

Massimo IOPS - il numero massimo di IOPS sostenuti che il cluster di storage fornisce a un volume.
Quando i livelli di IOPS del cluster sono estremamente elevati, questo livello di performance IOPS non
viene superato.

Burst IOPS - numero massimo di IOPS consentiti in uno scenario a burst breve. Se un volume ¢ stato
eseguito al di sotto del massimo IOPS, i crediti burst vengono accumulati. Quando i livelli di performance
diventano molto elevati e vengono trasferiti ai livelli massimi, sono consentiti brevi burst di IOPS sul
volume.

Il software Element utilizza gli IOPS Burst quando un cluster viene eseguito in uno stato di basso utilizzo
degli IOPS del cluster.

Un singolo volume pud maturare gli IOPS burst e utilizzare i crediti per superare i loro IOPS massimi fino al
livello di IOPS burst per un determinato "periodo di burst”. Se il cluster dispone della capacita necessaria
per il burst, un volume pud raggiungere i 60 secondi. Un volume aumenta di un secondo di credito burst
(fino a un massimo di 60 secondi) per ogni secondo in cui il volume scende al di sotto del limite massimo di
IOPS.

Gli IOPS burst sono limitati in due modi:

> Un volume pud raggiungere un picco superiore al massimo IOPS per un numero di secondi pari al
numero di crediti burst accumulati dal volume.

o Quando un volume supera l'impostazione di massimo IOPS, ¢ limitato dall'impostazione di burst IOPS.
Pertanto, gli IOPS burst non superano mai I'impostazione di IOPS burst per il volume.

Larghezza di banda massima effettiva - la larghezza di banda massima viene calcolata moltiplicando il
numero di IOPS (in base alla curva QoS) per la dimensione di io.

Esempio: Le impostazioni dei parametri QoS di 100 IOPS min, 1000 IOPS max e 1500 IOPS burst hanno i
seguenti effetti sulla qualita delle performance:

o | carichi di lavoro sono in grado di raggiungere e sostenere un massimo di 1000 IOPS fino a quando la
condizione di conflitto del carico di lavoro per gli IOPS non diventa evidente nel cluster. Gli IOPS
vengono quindi ridotti in modo incrementale fino a quando gli IOPS su tutti i volumi non rientrano negli
intervalli di QoS designati e il conflitto per le performance viene ridotto.



o Le performance su tutti i volumi vengono trasferite al minimo IOPS di 100. | livelli non scendono al di
sotto dell'impostazione min IOPS, ma potrebbero rimanere superiori a 100 IOPS quando il conflitto del
carico di lavoro viene sollevato.

> Le performance non sono mai superiori a 1000 IOPS o inferiori a 100 IOPS per un periodo prolungato.
Sono consentite performance di 1500 IOPS (burst IOPS), ma solo per quei volumi che hanno
accumulato crediti burst con un’esecuzione inferiore al massimo di IOPS e sono consentiti solo per
brevi periodi di tempo. | livelli di burst non sono mai sostenuti.

Limiti del valore QoS

Ecco i possibili valori minimi e massimi per QoS.

Parametri Valore Predefinito 4 4KB 5 8KB 6 16KB 262 KB
minimo

IOPS minimi 50 50 15.000 9,375* 5556* 385*

IOPS max 100 15.000 200,000** 125.000 74.074 5128

IOPS burst 100 15.000 200,000** 125.000 74,074 5128

*Queste stime sono approssimative. **E possibile impostare IOPS massimi e IOPS burst fino a 200,000;
tuttavia, questa impostazione consente solo di rimuovere efficacemente le prestazioni di un volume. Le
performance massime reali di un volume sono limitate dall'utilizzo del cluster e dalle performance per nodo.

Performance QoS
La curva delle performance QoS mostra la relazione tra la dimensione del blocco e la percentuale di IOPS.

Le dimensioni dei blocchi e la larghezza di banda hanno un impatto diretto sul numero di IOPS che
un’applicazione puo ottenere. Il software Element tiene conto delle dimensioni dei blocchi ricevuti
normalizzando le dimensioni dei blocchi a 4k. In base al carico di lavoro, il sistema potrebbe aumentare le
dimensioni dei blocchi. Con 'aumentare delle dimensioni dei blocchi, il sistema aumenta la larghezza di banda
fino a raggiungere un livello necessario per elaborare blocchi di dimensioni maggiori. Man mano che la
larghezza di banda aumenta il numero di IOPS, il sistema & in grado di raggiungere una diminuzione.

La curva delle performance di QoS mostra la relazione tra 'aumento delle dimensioni dei blocchi e la
diminuzione della percentuale di IOPS:
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Ad esempio, se le dimensioni dei blocchi sono 4k e la larghezza di banda € 4000 kbps, gli IOPS sono 1000. Se
le dimensioni dei blocchi aumentano fino a 8k, la larghezza di banda aumenta fino a 5000 kbps e gli IOPS
diminuiscono fino a 625. Tenendo conto delle dimensioni dei blocchi, il sistema garantisce che i carichi di
lavoro con priorita piu bassa che utilizzano blocchi di dimensioni piu elevate, come backup e attivita
dell’hypervisor, non richiedano una quantita eccessiva delle performance richieste dal traffico con priorita piu
alta utilizzando blocchi di dimensioni piu piccole.

Policy di QoS

Una policy di QoS consente di creare e salvare un’impostazione di qualita del servizio standardizzata che puo
essere applicata a molti volumi.

Le policy di QoS sono le migliori per gli ambienti di servizio, ad esempio con database, applicazioni o server di
infrastruttura che raramente si riavviano e necessitano di un accesso costante e uguale allo storage. La qualita
del servizio dei singoli volumi & la soluzione migliore per le macchine virtuali di uso leggero, come desktop
virtuali o macchine virtuali specializzate di tipo Kiosk, che possono essere riavviate, accese o spente ogni
giorno o piu volte al giorno.

Le policy QoS e QoS non devono essere utilizzate insieme. Se si utilizzano criteri QoS, non utilizzare QoS

personalizzati su un volume. La QoS personalizzata sovrascrive e regola i valori dei criteri QoS per le
impostazioni QoS del volume.

@ Il cluster selezionato deve essere I'elemento 10.0 o successivo per utilizzare i criteri QoS; in
caso contrario, le funzioni dei criteri QoS non sono disponibili.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

26


https://docs.netapp.com/us-en/vcp/index.html

+ "Pagina delle risorse NetApp HCI"
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Requisiti e attivita di pre-implementazione

Panoramica dei requisiti per I'implementazione di NetApp
HCI

data center. Assicurarsi di implementare i seguenti requisiti e consigli prima di iniziare
'implementazione.

Prima di ricevere I’hardware NetApp HCI, assicurarsi di completare gli elementi della checklist nel manuale di
pre-implementazione dei servizi professionali NetApp. Questo documento contiene un elenco completo delle
attivita da completare per preparare la rete e 'ambiente per una corretta implementazione di NetApp HCI.

Di seguito sono riportati i collegamenti ai requisiti e alle attivita di pre-implementazione:

» "Requisiti delle porte di rete"

» "Requisiti di rete e switch"

* "Requisiti dei cavi di rete"

+ "Requisiti dell'indirizzo IP"

» "Configurazione di rete"

* "DNS e requisiti di conservazione dei tempi"
* "Requisiti ambientali"

* "Domini di protezione"

» "Requisiti di risorse di Witness Node per cluster di storage a due nodi"

Trova ulteriori informazioni

 "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"

Requisiti delle porte di rete

Potrebbe essere necessario consentire le seguenti porte attraverso il firewall edge del
data center in modo da poter gestire il sistema in remoto, consentire ai client esterni al
data center di connettersi alle risorse e garantire il corretto funzionamento dei servizi
interni. Alcune di queste porte, URL o indirizzi IP potrebbero non essere necessari, a
seconda delle modalita di utilizzo del sistema.

Tutte le porte sono TCP, se non diversamente specificato, e tutte le porte TCP devono supportare la
comunicazione handshake a tre vie tra il server di supporto NetApp, il nodo di gestione e i nodi che eseguono
il software Element. Ad esempio, I'host su un’origine del nodo di gestione comunica con 'host su una
destinazione MVIP del cluster di storage attraverso la porta TCP 443, e I'host di destinazione comunica
nuovamente con I’host di origine attraverso qualsiasi porta.

Nella tabella vengono utilizzate le seguenti abbreviazioni:
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* MIP: Indirizzo IP di gestione, un indirizzo per nodo

* SIP: Indirizzo IP dello storage, un indirizzo per nodo

MVIP: Indirizzo IP virtuale di gestione

» SVIP: Indirizzo IP virtuale dello storage

Origine
Nodo di calcolo BMC/IPMI

Nodo di calcolo BMC/IPMI

Nodo di calcolo BMC/IPMI

Nodo di calcolo BMC/IPMI

Nodo di calcolo BMC/IPMI

Client iSCSI

Client iSCSI

Client iSCSI

Nodo di gestione

Nodo di gestione

Nodo di gestione

Nodo di gestione

Nodo di gestione

Destinazione

Nodo di gestione

Nodo di gestione

Nodo di gestione

Nodo di gestione

Nodo di gestione

Cluster di storage MVIP

Cluster di storage SVIP
Nodo storage SIP
sfsupport.solidfire
. com

Nodo storage MIP
Server DNS

Nodo di calcolo BMC/IPMI

Nodo storage MIP

Porta
111 TCP/UDP

137-138 UDP

445

623 UDP

2049 TCP/UDP

443

3260

3260

22

22

53 TCP/UDP

139

442

Descrizione

Comunicazione API di
NetApp Hybrid Cloud
Control

Comunicazione API di
NetApp Hybrid Cloud
Control

Comunicazione API di
NetApp Hybrid Cloud
Control

Porta RMCP (Remote
Management Control
Protocol). Richiesto per gli
aggiornamenti del
firmware di calcolo di
NetApp Hybrid Cloud
Control.

Comunicazione API di
NetApp Hybrid Cloud
Control

(Facoltativo) accesso
all'interfaccia utente e alle
API

Comunicazioni iISCSI del
client

Comunicazioni iISCSI del
client

Tunnel SSH inverso per
'accesso al supporto

Accesso SSH per il
supporto

Ricerca DNS

Comunicazione API di
NetApp Hybrid Cloud
Control

Accesso APl e Ul agli
aggiornamenti del
software Element e del
nodo di storage

29



Origine

Nodo di gestione

Nodo di gestione

Nodo di gestione

Nodo di gestione

Nodo di gestione

Nodo di gestione

Nodo di gestione

Nodo di gestione

Nodo di gestione

Nodo di gestione

Nodo di gestione

Nodo di gestione

Server SNMP
Server SNMP
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Destinazione

Nodo storage MVIP

23.32.54.122,
216.240.21.15

BMC (Baseboard
Management Controller)

Nodo di calcolo BMC/IPMI

monitoring.solidfir
e.com

Cluster di storage MVIP

VMware vCenter

Nodo di calcolo BMC/IPMI

Nodo di storage
BMC/IPMI

VMware vCenter

Nodo di controllo

Server vCenter

Cluster di storage MVIP
Nodo storage MIP

Porta
442

443

443

443

443

443

443

623 UDP

623 UDP

5988-5989

9442

9443

161 UDP
161 UDP

Descrizione

Accesso APl e Ul agli
aggiornamenti del
software Element e del
nodo di storage

Aggiornamenti del
software Element

Monitoraggio
dell’hardware e
connessione all'inventario
(comandi Redfish e IPMI)

Comunicazione HTTPS di
NetApp Hybrid Cloud
Control

Report del cluster di
storage a Active 1Q

Accesso APl e Ul agli
aggiornamenti del
software Element e del
nodo di storage

Comunicazione HTTPS di
NetApp Hybrid Cloud
Control

Porta RMCP (Remote
Management Control
Protocol). Richiesto per gli
aggiornamenti del
firmware di calcolo di
NetApp Hybrid Cloud
Control.

Porta RMCP. Questo &
necessario per gestire i
sistemi abilitati IPMI.

Comunicazione HTTPS di
NetApp Hybrid Cloud
Control

Servizio API di
configurazione per nodo

Registrazione del plug-in
vCenter. La porta pud
essere chiusa al termine
della registrazione.

Polling SNMP
Polling SNMP



Origine
Nodo di storage
BMC/IPMI

Nodo storage MIP
Nodo storage MIP

Nodo storage MIP

Nodo storage MIP
Nodo storage MIP
Nodo storage MIP
Nodo storage MIP

Nodo storage MIP

Nodo storage MIP

Nodo storage MIP

Nodo storage MIP

Nodo storage MIP
Nodo storage MIP

Nodo storage MIP

Nodo storage MIP

Nodo storage SIP

Nodo storage SIP

Destinazione

Nodo di gestione

Server DNS

Nodo di gestione

Endpoint S3/Swift

Server NTP
Nodo di gestione
Server SNMP
Server LDAP

Nodo di gestione

Cluster di storage remoto
MVIP

MIP. Nodo storage remoto

Endpoint S3/Swift

Server LDAPS

Nodo di gestione

Server syslog

MIP. Nodo storage remoto

Endpoint S3/Swift

SIP. Nodo di calcolo

Porta
623 UDP

53 TCP/UDP

80

80

123 UDP
162 UDP
162 UDP
389 TCP/UDP

443

443

443

443

636 TCP/UDP

10514 TCP/UDP, 514
TCP/UDP

10514 TCP/UDP, 514
TCP/UDP
2181

80

442

Descrizione

Porta RMCP. Questo &
necessario per gestire i
sistemi abilitati IPMI.

Ricerca DNS

Aggiornamenti del
software Element

(Opzionale)
comunicazione HTTP
verso I'endpoint S3/Swift
per backup e ripristino

NTP
(Facoltativo) trap SNMP
(Facoltativo) trap SNMP

(Facoltativo) Ricerca
LDAP

Aggiornamenti del
software Element

Comunicazione di
accoppiamento del cluster
di replica remota

Comunicazione di
accoppiamento del cluster
di replica remota

(Opzionale)
comunicazione HTTPS
verso I'endpoint S3/Swift
per backup e ripristino

Ricerca LDAPS

Inoltro syslog

Inoltro syslog

Comunicazione tra cluster
per la replica remota

(Opzionale)
comunicazione HTTP
verso I'endpoint S3/Swift
per backup e ripristino

API del nodo di calcolo,
configurazione e
convalida e accesso
all'inventario software
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Origine
Nodo storage SIP

Nodo storage SIP
Nodo storage SIP

Nodo storage SIP

PC delllamministratore di
sistema

PC dellamministratore di
sistema

PC delllamministratore di
sistema

PC delllamministratore di
sistema

PC dell’amministratore di
sistema

PC dell’amministratore di
sistema

PC delllamministratore di
sistema

PC dell’amministratore di
sistema

PC delllamministratore di
sistema
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Destinazione

Endpoint S3/Swift

SIP. Nodo storage remoto

Nodo storage SIP

SIP. Nodo storage remoto

Nodo storage MIP

Nodo di gestione

Nodo storage MIP

Nodo di calcolo serie
BMC/IPMI H410 e H600

Nodo di gestione

Cluster di storage MVIP

Nodo storage serie

BMC/IPMI H410 e H600

Nodo storage MIP

Nodo di calcolo serie
BMC/IPMI H410 e H600

Porta
443

2181

3260
da 4000 a 4020

442

442

443

443

443

443

443

623 UDP

Descrizione

(Opzionale)
comunicazione HTTPS
verso I'endpoint S3/Swift
per backup e ripristino

Comunicazione tra cluster
per la replica remota

ISCSI internodo

Trasferimento dei dati da
nodo a nodo per la replica
remota

(Solo NetApp HCI) pagina
iniziale del motore di
implementazione NetApp

Accesso dell’interfaccia
utente HTTPS al nodo di
gestione

Accesso API e interfaccia
utente HTTPS al nodo di
storage (solo NetApp HCI)
monitoraggio della
configurazione e
dellimplementazione nel
motore di
implementazione NetApp

Accesso API e interfaccia
utente HTTPS al controllo
remoto del nodo

Accesso API e interfaccia
utente HTTPS al nodo di
gestione

Accesso API e interfaccia
utente HTTPS al cluster di
storage

Accesso API e interfaccia
utente HTTPS al controllo
remoto del nodo

Creazione di cluster di
storage HTTPS, accesso
Ul post-implementazione
al cluster di storage

Porta RMCP. Questo &
necessario per gestire i
sistemi abilitati IPMI.



Origine
PC delllamministratore di
sistema
PC dell’amministratore di
sistema

Server vCenter

Server vCenter

Server vCenter

Server vCenter

Destinazione

Nodo storage serie
BMC/IPMI H410 e H600
Nodo di controllo

Cluster di storage MVIP

Nodo di gestione

Cluster di storage MVIP

Nodo di gestione

Trova ulteriori informazioni

+ "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"

Requisiti di rete e switch

Porta

623 UDP

8080

443

8443

8444

9443

Descrizione

Porta RMCP. Questo &
necessario per gestire i
sistemi abilitati IPMI.

Interfaccia utente Web
nodo di controllo per nodo

Accesso all’API del plug-in
vCenter

(Facoltativo) servizio
QoSSIOC vCenter Plug-
in.

Accesso al provider
vCenter VASA (solo VVol)

Registrazione del plug-in
vCenter. La porta pud
essere chiusa al termine
della registrazione.

Gli switch utilizzati per NetApp HCI richiedono una configurazione specifica per garantire
una corretta implementazione. Consultare la documentazione dello switch per istruzioni
specifiche sullimplementazione di ciascuno dei seguenti requisiti per il proprio ambiente.

Un’implementazione NetApp HCI richiede almeno tre segmenti di rete, uno per ciascuno dei seguenti tipi di

traffico:

» Gestione
¢ VMware vMotion

» Storage/dati

A seconda dei modelli di nodi di calcolo e storage NetApp H-Series e della configurazione di cablaggio
pianificata, & possibile separare fisicamente queste reti utilizzando switch separati o separarle logicamente
utilizzando VLAN. Per la maggior parte delle implementazioni, tuttavia, & necessario separare logicamente

queste reti (e qualsiasi altra rete di macchine virtuali aggiuntiva) utilizzando VLAN.

| nodi di calcolo e storage devono essere in grado di comunicare prima, durante e dopo I'implementazione. Se
si stanno implementando reti di gestione separate per i nodi di storage e di calcolo, assicurarsi che tali reti di
gestione dispongano di percorsi di rete tra di esse. A queste reti devono essere assegnati gateway e deve
essere presente un percorso tra i gateway. Assicurarsi che ogni nuovo nodo disponga di un gateway

assegnato per facilitare la comunicazione tra i nodi e le reti di gestione.

NetApp HCI ha i seguenti requisiti di switch:

33


https://www.netapp.com/hybrid-cloud/hci-documentation/
https://docs.netapp.com/us-en/vcp/index.html

 Tutte le porte dello switch collegate ai nodi NetApp HCI devono essere configurate come porte edge
spanning tree.

> Sugli switch Cisco, a seconda del modello dello switch, della versione del software e del tipo di porta, €
possibile eseguire questa operazione con uno dei seguenti comandi:

" spanning-tree port type edge
" spanning-tree port type edge trunk
" spanning-tree portfast
" spanning-tree portfast trunk
° Sugli switch Mellanox, & possibile farlo con il spanning-tree port type edge comando.

* | nodi NetApp HCI dispongono di porte ridondanti per tutte le funzioni di rete, ad eccezione della gestione
fuori banda. Per ottenere la massima resilienza, dividere queste porte su due switch con uplink ridondanti
in un’architettura gerarchica tradizionale o in un’architettura di livello 2.

« Gli switch che gestiscono lo storage, la macchina virtuale e il traffico vMotion devono supportare velocita di
almeno 10 GbE per porta (sono supportati fino a 25 GbE per porta).

« Gli switch che gestiscono il traffico di gestione devono supportare velocita di almeno 1 GbE per porta.

+ E necessario configurare i frame jumbo sulle porte dello switch che gestiscono lo storage e il traffico
vMotion. Gli host devono essere in grado di inviare pacchetti da 9000 byte end-to-end per una corretta
installazione.

+ La latenza di rete di andata e ritorno tra tutti i nodi di storage e di calcolo non deve superare i 2 ms.
Tutti i nodi NetApp HCI offrono funzionalita di gestione out-of-band aggiuntive tramite una porta di gestione
dedicata. | nodi NetApp H300S, H300E, H500S, H500E, H700S, H700E e H410C consentono inoltre I'accesso

IPMI tramite la porta A. come Best practice, € consigliabile semplificare la gestione remota di NetApp HCI
configurando la gestione fuori banda per tutti i nodi del proprio ambiente.

Trova ulteriori informazioni

 "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"

Requisiti dei cavi di rete

E possibile utilizzare le seguenti linee guida per assicurarsi di disporre di un numero
sufficiente di cavi di rete adeguati alle dimensioni dell'implementazione. Per le porte
RJ45, & necessario utilizzare cavi con grado di protezione Cat 5e o Cat 6.

 Configurazione del nodo di calcolo a due cavi: Ciascun nodo di calcolo deve essere collegato a una rete
10 GbE tramite due interfacce SFP+/SFP28 (un cavo Cat 5e/6 aggiuntivo & opzionale per la gestione fuori
banda).

» Configurazione del nodo di calcolo a sei cavi: Ciascun nodo di calcolo deve essere collegato a una rete
10/25GbE tramite quattro interfacce SFP+/SFP28 e a una rete 1/10GbE tramite due cavi Cat 5e/6 (un cavo
Cat 5e/6 aggiuntivo & opzionale per la gestione fuori banda).

« Ciascun nodo storage deve essere collegato a una rete 10/25GbE tramite due interfacce SFP+/SFP28 e a
una rete 1/10GbE tramite due cavi Cat 5e/6 (un cavo Cat 5e/6 aggiuntivo & opzionale per la gestione fuori
banda).
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« Assicurarsi che i cavi di rete utilizzati per collegare il sistema NetApp HCI alla rete siano sufficientemente

lunghi per raggiungere comodamente gli switch.

Ad esempio, un’implementazione contenente quattro nodi di storage e tre nodi di calcolo (utilizzando la
configurazione a sei cavi) richiede il seguente numero di cavi di rete:

* (14) cavi Cat 5e/6 con connettori RJ45 (piu sette cavi per traffico IPMI, se necessario)
* (20) cavi twinax con connettori SFP28/SFP+

Cio é dovuto ai seguenti motivi:

» Quattro nodi storage richiedono otto (8) cavi Cat 5e/6 e otto (8) cavi Twinax.

» Tre nodi di calcolo che utilizzano la configurazione a sei cavi richiedono sei (6) cavi Cat 5e/6 e dodici (12)

cavi Twinax.

In una configurazione a sei cavi, due porte sono riservate per VMware ESXi e configurate e
@ gestite dal NetApp Deployment Engine. Non € possibile accedere o gestire queste porte
dedicate a ESXi utilizzando la TUI Element o la GUI web Element.

Trova ulteriori informazioni

» "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"

Requisiti dell’indirizzo IP

NetApp HCI presenta requisiti specifici per gli indirizzi IP che dipendono dalle dimensioni

dellimplementazione. Per impostazione predefinita, gli indirizzi IP iniziali assegnati a

ciascun nodo prima di utilizzare NetApp Deployment Engine per implementare il sistema

sono temporanei e non possono essere riutilizzati. E necessario mettere da parte un
secondo set permanente di indirizzi IP inutilizzati che & possibile assegnare durante
'implementazione finale.

Numero di indirizzi IP necessari per I'implementazione di NetApp HCI

La rete di storage e la rete di gestione NetApp HCI devono utilizzare intervalli contigui di indirizzi IP separati.
Utilizzare la seguente tabella per determinare il numero di indirizzi IP necessari per I'implementazione:

Componente del Gestione degli Sono necessari gli  Sono necessari Totale indirizzi IP
sistema indirizzi IP di rete  indirizzi IP della indirizzi IP di rete = necessari per
necessari rete di storage VMotion componente

Nodo di calcolo 1 2 1 4

Nodo storage 1 1 2

Cluster di storage 1 1 2

VMware vCenter 1 1

Nodo di gestione 1 1 2
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Componente del Gestione degli Sono necessari gli  Sono necessari Totale indirizzi IP

sistema indirizzi IP di rete  indirizzi IP della indirizzi IP di rete  necessari per
necessari rete di storage VMotion componente
Nodo di controllo 1 1 2 per nodo di

controllo (due nodi di
controllo sono
implementati per
ogni cluster di
storage a due o tre
nodi)

Indirizzi IP riservati da NetApp HCI

NetApp HCI si riserva i seguenti intervalli di indirizzi IP per i componenti del sistema. Durante la pianificazione
della rete, evitare di utilizzare questi indirizzi IP:

Intervallo di indirizzi IP Descrizione

10.0.0.0/24 Rete Docker overlay

10.0.1.0/24 Rete Docker overlay

10.255.0.0/16 Rete di ingresso "swarm" di Docker
169.254.100.1/22 Rete Docker Bridge
169.254.104.0/22 Rete Docker Bridge

Trova ulteriori informazioni

+ "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"

Configurazione di rete

Configurazione di rete

NetApp HCI pud utilizzare diversi cablaggi di rete e configurazioni VLAN. E importante
pianificare la configurazione di rete per garantire un’implementazione corretta.

Segmenti di rete richiesti

NetApp HCI richiede un minimo di tre segmenti di rete: Traffico di gestione, storage e virtualizzazione (che
include macchine virtuali e traffico VMware vMotion). E inoltre possibile separare la macchina virtuale e il
traffico vMotion. Questi segmenti di rete solitamente esistono come VLAN separate logicamente
nellinfrastruttura di rete NetApp HCI.

Il modo in cui i nodi di calcolo e storage si connettono a queste reti dipende dal modo in cui si progetta la rete
e si cablano i nodi. Le illustrazioni di esempio di rete di questa guida presuppongono le seguenti reti:
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Nome di rete ID VLAN

Gestione 100
Storage 105
VMotion 107
Macchine virtuali 200, 201

Per il rilevamento e la configurazione automatici dei nodi NetApp HCI nel motore di implementazione NetApp,
€ necessario disporre di un segmento di rete disponibile come VLAN nativa o senza tag su tutte le porte switch
utilizzate per le interfacce SFP+/SFP28 sui nodi. In questo modo si otterra una comunicazione di livello 2 tra
tutti i nodi per il rilevamento e I'implementazione. Senza una VLAN nativa, & necessario configurare
manualmente le interfacce SFP+/SFP28 di tutti i nodi con un indirizzo VLAN e IPv4 da individuare. Negli
esempi di configurazione di rete riportati in questo documento, viene utilizzata la rete di gestione (ID VLAN
100).

NetApp Deployment Engine consente di configurare rapidamente le reti per i nodi di calcolo e storage durante
I'implementazione iniziale. E possibile posizionare alcuni componenti di gestione integrati come vCenter e il
nodo di gestione sul proprio segmento di rete. Questi segmenti di rete richiedono il routing per consentire a
vCenter e al nodo di gestione di comunicare con le reti di gestione dello storage e del calcolo. Nella maggior
parte delle implementazioni, questi componenti utilizzano la stessa rete di gestione (ID VLAN 100 in questo
esempio).

E possibile configurare le reti di macchine virtuali utilizzando vCenter. La rete della macchina
virtuale predefinita (gruppo di porte "VM_Network") nelle implementazioni NetApp HCI &

@ configurata senza un ID VLAN. Se si prevede di utilizzare piu reti di macchine virtuali con tag (ID
VLAN 200 e 201 nell’esempio precedente), assicurarsi di includerle nella pianificazione iniziale
della rete.

Configurazione di rete e opzioni di cablaggio

E possibile utilizzare una configurazione di rete a due cavi per i nodi di calcolo H410C, semplificando il routing
dei cavi. Questa configurazione utilizza due interfacce SFP+/SFP28 piu un’interfaccia RJ45 opzionale (ma
consigliata) per la comunicazione IPMI. Questi nodi possono anche utilizzare una configurazione a sei cavi con
due interfacce RJ45 e quattro interfacce SFP28/SFP+.

I nodi di storage H410S e H610S supportano una topologia di rete che utilizza quattro porte di rete (porte Da A
a D).

I nodi di calcolo supportano tre topologie di rete, a seconda della piattaforma hardware:

Opzione di Cablaggio per nodi Cablaggio per nodi Cablaggio per nodi
configurazione H410C H610C H615C
Opzione A. Due cavi che utilizzano le Due cavi che utilizzano le  Due cavi che utilizzano le
porte D ed e porte C e D. porte A e B.
Opzione B Sei cavi che utilizzano le  Non disponibile Non disponibile
porte DaAaF.
Opzione C Simile all’opzione B, ma con VLAN native (o "porte di accesso") sullo switch per le

reti di gestione, storage e vMotion

I nodi che non dispongono del numero corretto di cavi collegati non possono partecipare all'implementazione.
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Ad esempio, non & possibile implementare un nodo di calcolo in una configurazione a sei cavi se ha solo porte
D ed e connesse.

E possibile regolare la configurazione di rete NetApp HCI dopo I'implementazione per

@ soddisfare le esigenze dell’infrastruttura. Tuttavia, quando si espandono le risorse NetApp HCI,
tenere presente che i nuovi nodi devono avere la stessa configurazione via cavo dei nodi di
calcolo e storage esistenti.

Se il NetApp Deployment Engine si guasta perché la rete non supporta i frame jumbo, &
possibile eseguire una delle seguenti soluzioni alternative:

@ * Utilizzare un indirizzo IP statico e impostare manualmente una MTU (Maximum
Transmission Unit) di 9000 byte sulla rete Bond10G.

 Configurare il Dynamic host Configuration Protocol in modo che annunci un MTU di
interfaccia di 9000 byte sulla rete Bond10G.

Opzioni di configurazione di rete
* "Opzione Di configurazione di rete A"

+ "Opzione di configurazione di rete B"

* "Opzione di configurazione di rete C"

Trova ulteriori informazioni

+ "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"

Configurazione di rete

NetApp HCI pud utilizzare diversi cablaggi di rete e configurazioni VLAN. La prima
configurazione, opzione A, utilizza due cavi di rete per ciascun nodo di calcolo.

Opzione di configurazione A: Due cavi per nodi di calcolo

| nodi di calcolo NetApp H410C, H610C e H615C supportano I'utilizzo di due cavi di rete per la connettivita a
tutte le reti NetApp HCI. Questa configurazione richiede che lo storage, vMotion e qualsiasi rete di macchine
virtuali utilizzino il tagging VLAN. Tutti i nodi di calcolo e storage devono utilizzare lo stesso schema di ID
VLAN. Questa configurazione utilizza gli switch distribuiti vSphere che richiedono la licenza VMware vSphere
Enterprise Plus.

La documentazione NetApp HCI utilizza lettere per fare riferimento alle porte di rete sul pannello posteriore dei
nodi della serie H.

Di seguito sono riportate le porte e le posizioni di rete sul nodo di storage H410C:
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Di seguito sono riportate le porte e le posizioni di rete sul nodo di calcolo H610C:

Di seguito sono riportate le porte e le posizioni di rete sul nodo di calcolo H615C:

REAR
VIEW
: I-;ﬁ
IPMI

Questa configurazione utilizza le seguenti porte di rete su ciascun nodo:

Nodo Porte di rete utilizzate
H410C Dede

H610C CeD

H615C AeB.

Configurazione VLAN

Come Best practice, € necessario configurare i segmenti di rete richiesti su tutte le porte dello switch utilizzate

dai nodi. Ad esempio:

Nome di rete ID VLAN Configurazione della porta dello
switch
Gestione 100 Nativo
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Nome di rete ID VLAN Configurazione della porta dello

switch
Storage 105 Con tag
VMotion 107 Con tag
Macchine virtuali 200, 201 Con tag

La seguente illustrazione mostra la configurazione di cablaggio consigliata per nodi di calcolo H410C a due
cavi e nodi storage H410S a quattro cavi. Tutte le porte dello switch in questo esempio condividono la stessa
configurazione.

Tmannn mw | ——
[-.?@m.‘-!‘.... =i ._='_"""-1EJ F""‘l‘ﬁ. D= R
A B CD E F A B CD

~
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Esempio di comandi di commutazione

E possibile utilizzare i seguenti comandi di esempio per configurare tutte le porte dello switch utilizzate per i
nodi NetApp HCI. Questi comandi si basano su una configurazione Cisco, ma potrebbero richiedere solo
piccole modifiche per essere applicati agli switch Mellanox. Consultare la documentazione dello switch per i
comandi specifici necessari per implementare questa configurazione. Sostituire il nome dell'interfaccia, la
descrizione e le VLAN con i valori del’ambiente.

interface {interface name, such as EthernetX/Y or GigabitEthernetX/Y/Z}
description {desired description, such as NetApp-HCI-NodeX-PortY}

mtu 9216

switchport mode trunk

switchport trunk native vlan 100

switchport trunk allowed vlan 105,107,200,201

spanning-tree port type edge trunk

Alcuni switch potrebbero richiedere l'inclusione della VLAN nativa nell’elenco delle VLAN
consentite. Consultare la documentazione relativa al modello e alla versione software dello
switch in uso.

Trova ulteriori informazioni

 "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"
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Configurazione di rete

NetApp HCI puo utilizzare diversi cablaggi di rete e configurazioni VLAN. La prima
configurazione, opzione B, utilizza sei cavi di rete per ciascun nodo di calcolo.

Opzione di configurazione B: Sei cavi per nodi di calcolo

Come opzione di configurazione di rete secondaria, i nodi di calcolo H410C supportano I'utilizzo di sei cavi di
rete per la connettivita a tutte le reti NetApp HCI. Questa configurazione richiede che lo storage, vMotion e
qualsiasi rete di macchine virtuali utilizzino il tagging VLAN. E possibile utilizzare questa configurazione con
vSphere Standard Switch o vSphere Distributed Switch (che richiedono la licenza VMware vSphere Enterprise
Plus).

La documentazione NetApp HCI utilizza lettere per fare riferimento alle porte di rete sul pannello posteriore dei
nodi della serie H.

Di seguito sono riportate le porte e le posizioni di rete sul nodo di calcolo H410C:

Port A Port C Port E
= = e ---Ii-m-i—-__ﬂ-"ﬁim" = _‘.i."...
EEEENI EEEE | .
L IEEEEE BEEE .G iii

¢ [T - [ 2 0

PortBE PortD Fort F IPMI

Configurazione VLAN

Quando si implementano nodi di calcolo utilizzando sei cavi e nodi di storage utilizzando quattro cavi, come
Best practice, & necessario configurare i segmenti di rete richiesti su tutte le porte dello switch utilizzate dai
nodi. Ad esempio:

Nome di rete ID VLAN Configurazione della porta dello
switch

Gestione 100 Nativo

Storage 105 Con tag

VMotion 107 Con tag

Macchine virtuali 200, 201 Con tag

La seguente illustrazione mostra la configurazione di cablaggio consigliata per nodi di calcolo a sei cavi e nodi
storage a quattro cavi. Tutte le porte dello switch in questo esempio condividono la stessa configurazione.
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Esempio di comandi di commutazione

E possibile utilizzare i seguenti comandi di esempio per configurare tutte le porte dello switch utilizzate per i
nodi NetApp HCI. Questi comandi si basano su una configurazione Cisco, ma potrebbero richiedere solo
piccole modifiche per essere applicati agli switch Mellanox. Consultare la documentazione dello switch per i
comandi specifici necessari per implementare questa configurazione. Sostituire il nome dell'interfaccia, la
descrizione e le VLAN con i valori del’'ambiente.

interface {interface name, such as EthernetX/Y or GigabitEthernetX/Y/Z}
description {desired description, such as NetApp-HCI-NodeX-PortY}

mtu 9216

switchport mode trunk

switchport trunk native wvlan 100

switchport trunk allowed wvlan 105,107,200,201

spanning-tree port type edge trunk

Alcuni switch potrebbero richiedere l'inclusione della VLAN nativa nell’elenco delle VLAN
consentite. Consultare la documentazione relativa al modello e alla versione software dello
switch in uso.

Trova ulteriori informazioni

 "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"

Configurazione di rete

NetApp HCI pud utilizzare diversi cablaggi di rete e configurazioni VLAN. La terza
configurazione, opzione C, utilizza sei cavi di rete per ciascun nodo di calcolo con VLAN
native.

Opzione di configurazione C: Sei cavi per nodi di calcolo con VLAN native

E possibile implementare NetApp HCI senza utilizzare VLAN taggate per il traffico di storage e virtualizzazione
e affidarsi invece alla configurazione dello switch per separare i segmenti di rete. E possibile utilizzare questa
configurazione con vSphere Standard Switch o vSphere Distributed Switch (che richiedono la licenza VMware
vSphere Enterprise Plus).
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La documentazione NetApp HCI utilizza lettere per fare riferimento alle porte di rete sul pannello posteriore dei
nodi della serie H.

Di seguito sono riportate le porte e le posizioni di rete sul nodo di storage H410C:

Port A Port C Port E

l—.-—.-.

T
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PortBE PortD FPort F IPMI

Di seguito sono riportate le porte e le posizioni di rete sul nodo di storage H410S:

Port A Port C
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PortB PortD IPMI

Di seguito sono riportate le porte e le posizioni di rete sul nodo di storage H610S:

Configurazione della VLAN per i nodi H410C, H410S e H610S

Questa opzione di topologia utilizza la seguente configurazione VLAN sui nodi H410C, H410S e H610S:

Porte del nodo utilizzate Nome di rete ID VLAN Configurazione della
porta dello switch
collegato

Porte A e B su nodi di Gestione 100 Nativo

calcolo e storage
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Porte del nodo utilizzate Nome di rete ID VLAN Configurazione della
porta dello switch

collegato

Porte D ed e su nodi di Storage 105 Nativo
calcolo

Porte C e D sui nodi di Storage 105 Nativo
storage

Porte C e F su nodi di VMotion 107 Nativo
calcolo

Porte C e F su nodi di Macchine virtuali 200, 201 Con tag
calcolo

Durante I'implementazione di questa configurazione, fare attenzione a configurare le porte dello
switch. Gli errori di configurazione in questa topologia di rete possono causare problemi di
implementazione difficili da diagnosticare.

La figura seguente mostra la panoramica della configurazione di rete per questa opzione di topologia.
Nell’esempio, le porte dei singoli switch sono configurate con il segmento di rete appropriato come rete nativa.

P stnagement T Sorge B widction I e setecaks

Esempio di comandi di commutazione

E possibile utilizzare i seguenti comandi switch di esempio per configurare le porte dello switch utilizzate per i
nodi NetApp HCI. Questi comandi si basano su una configurazione Cisco, ma potrebbero richiedere solo
modifiche minime per essere applicati agli switch Mellanox. Consultare la documentazione dello switch per i
comandi specifici necessari per implementare questa configurazione.

E possibile utilizzare i seguenti comandi di esempio per configurare le porte dello switch utilizzate per la rete di
gestione. Sostituire il nome dell'interfaccia, la descrizione e le VLAN con i valori della configurazione.

switchport access vlan 100
spanning-tree port type edge

E possibile utilizzare i seguenti comandi di esempio per configurare le porte dello switch utilizzate per la rete di
storage. Sostituire il nome dell’interfaccia, la descrizione e le VLAN con i valori della configurazione.

mtu 9216
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switchport access vlan 105
spanning-tree port type edge

E possibile utilizzare i seguenti comandi di esempio per configurare le porte dello switch utilizzate per la rete di
macchine virtuali e vMotion. Sostituire il nome dell’interfaccia, la descrizione e le VLAN con i valori della
configurazione.

interface {interface name, such as EthernetX/Y or GigabitEthernetX/Y/Z}
description {desired description, such as NetApp-HCI-NodeX-PortC|F}

mtu 9216

switchport mode trunk

switchport trunk native wvlan 107

switchport trunk allowed vlan 200,201

spanning-tree port type edge trunk

Alcuni switch potrebbero richiedere l'inclusione della VLAN nativa nell’elenco delle VLAN
consentite. Consultare la documentazione relativa al modello e alla versione software dello
switch in uso.

Trova ulteriori informazioni

« "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"

DNS e requisiti di conservazione dei tempi

Prima dellimplementazione, € necessario preparare i record DNS (Domain Name
System) per il sistema NetApp HCI e raccogliere le informazioni sul server NTP. NetApp
HCI richiede un server DNS con le voci DNS corrette e un server NTP per una corretta
implementazione.

Prima di implementare NetApp HCI, eseguire le seguenti operazioni di preparazione per il server DNS e il
timer:

» Creare eventuali voci DNS necessarie per gli host (ad esempio singoli nodi di calcolo o storage) e
documentare il modo in cui le voci host vengono associate ai rispettivi indirizzi IP. Durante
'implementazione, sara necessario assegnare un prefisso al cluster di storage che verra applicato a
ciascun host; per evitare confusione, tenere a mente i piani di denominazione DNS quando si sceglie un
prefisso.

» Se si implementa NetApp HCI con una nuova installazione di VMware vSphere utilizzando un nome di
dominio completo, € necessario creare un record di puntatore (PTR) e un record di indirizzo (A) per
vCenter Server su qualsiasi server DNS in uso prima dellimplementazione.

» Se si implementa NetApp HCI con una nuova installazione vSphere utilizzando solo indirizzi IP, non &
necessario creare nuovi record DNS per vCenter.

* NetApp HCI richiede un server NTP valido per la conservazione dei tempi. Se non si dispone di un server
di riferimento orario, & possibile utilizzare un server di riferimento orario pubblico.

» Assicurarsi che tutti i clock dei nodi di calcolo e di storage siano sincronizzati tra loro e che gli orologi dei
dispositivi utilizzati per accedere a NetApp HCI siano sincronizzati con i nodi NetApp HCI.
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Trova ulteriori informazioni

 "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"

Requisiti ambientali

Assicurarsi che I'alimentazione per il rack utilizzato per installare NetApp HCI sia fornita
da prese di alimentazione CA e che il data center fornisca un raffreddamento adeguato
alle dimensioni dell’installazione NetApp HCI.

Per informazioni dettagliate sulle funzionalita di ciascun componente di NetApp HCI, vedere NetApp HCI
"scheda informativa" .

Il nodo di calcolo H410C funziona solo con tensione di linea elevata (200-240 VCA). Quando si
aggiungono nodi H410C a un’installazione NetApp HCI esistente, € necessario assicurarsi che i
requisiti di alimentazione siano soddisfatti.

Trova ulteriori informazioni

+ "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"

Domini di protezione

Il software NetApp Element supporta la funzionalita dei domini di protezione, che
ottimizza il layout dei dati sui nodi storage per ottenere la migliore disponibilita dei dati.
Per utilizzare questa funzionalita, & necessario suddividere la capacita dello storage in
modo uniforme su tre o piu chassis NetApp serie H per un’affidabilita dello storage
ottimale. In questo scenario, il cluster di storage attiva automaticamente i domini di
protezione.

Trova ulteriori informazioni

» "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"

Requisiti di risorse di Withess Node per cluster di storage a
due nodi

NetApp HCI supporta una dimensione minima di installazione di due nodi di storage e
due nodi di calcolo. Quando si installa NetApp HCI utilizzando un cluster di storage a due

o tre nodi, & necessario conoscere i nodi di controllo NetApp HCI e i requisiti delle risorse
delle macchine virtuali (VM).

Quando un cluster di storage utilizza due o tre nodi, implementa anche una coppia di nodi di controllo accanto
a ciascun cluster di storage. | nodi di controllo hanno i seguenti requisiti relativi alle risorse delle macchine
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virtuali:

Risorsa Requisito
VCPU 4
Memoria 12 GB
Dimensioni del disco 67 GB

NetApp HCI supporta solo alcuni modelli di nodi di storage in cluster di storage a due o tre nodi. Per ulteriori
informazioni, consultare le note di rilascio relative alla versione di NetApp HCI in uso.

Best practice: configurare le macchine virtuali del nodo di controllo per utilizzare il datastore locale del nodo
di calcolo (impostazione predefinita NDE), non configurarle sullo storage condiviso, ad esempio i volumi di
storage SolidFire. Per impedire la migrazione automatica delle macchine virtuali, impostare il livello di
automazione DRS (Distributed Resource Scheduler) della macchina virtuale del nodo di controllo su
Disabled. Cio impedisce I'esecuzione di entrambi i nodi di controllo sullo stesso nodo di calcolo e la
creazione di una configurazione di coppia non ad alta disponibilita (ha).

Quando il processo di installazione di NetApp HCI installa i nodi di controllo, in VMware vCenter
viene memorizzato un modello di macchina virtuale che € possibile utilizzare per ridistribuire un

@ nodo di controllo nel caso in cui venga accidentalmente rimosso, perso o danneggiato. E inoltre
possibile utilizzare il modello per ridistribuire un nodo di controllo se & necessario sostituire un
nodo di calcolo guasto che ospitava il nodo di controllo. Per istruzioni, vedere la sezione
Rideploy witness node for two and three-node storage clusters "qui".

Trova ulteriori informazioni

» "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"
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Inizia a utilizzare NetApp HCI

Panoramica dell’installazione e dell’implementazione di
NetApp HCI

Seguire queste istruzioni per installare e implementare NetApp HCI. Queste istruzioni
includono collegamenti a ulteriori dettagli.

Ecco una panoramica del processo:

* Preparazione per l'installazione

« Convalida la preparazione della rete con NetApp Active IQ Config Advisor

* Collabora con il tuo team NetApp

* Installare ’hardware NetApp HCI

» Completare le attivita opzionali dopo l'installazione dell’hardware

* Implementare NetApp HCI utilizzando il motore di implementazione NetApp (NDE)
» Gestire NetApp HCI utilizzando il plug-in vCenter

* Monitorare o aggiornare NetApp HCI con il controllo del cloud ibrido

Preparazione per I'installazione

Prima di iniziare l'installazione, completare I'elenco di controllo prima del volo del Workbook di rilevamento
dell’installazione di NetApp HCI inviato prima di ricevere I'hardware.

Preparare la rete e i siti di installazione

Di seguito viene illustrata un’installazione semplificata della topologia di rete NetApp HCI:

NetApp HCI Simplified Network Topology Installation

Storage 1025 GbE

Management 1/10 Gbi
Al Networks 10/25 Gbil

1/10 GbE Management Network

coELeeies eee --u-..-.-.-u .
- L1 02 e O

Inter Switch Link
1P 008 1 Gbt
Network Uplink
r— +

NetApp HCJ H- Series Stora e Node NetApp HCI H-Series Compute Node

Bond 10G

. =l=m=ﬁ|=}1_.= §=t=E -m& ;

10/25 GbE Storage Network

Si tratta della topologia di rete semplificata per un singolo nodo di storage e un singolo nodo di calcolo. Il
cluster minimo per NetApp HCI € costituito da due nodi di storage e due nodi di calcolo.
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@ La topologia di rete potrebbe essere diversa da quella illustrata qui. Questo € solo un esempio.

Questa configurazione utilizza due cavi di rete sui nodi di calcolo per la connettivita a tutte le reti NetApp HCI.

Leggi queste risorse:

 Utilizzare la Guida al rilevamento dell’installazione di NetApp HCI per configurare la rete prima
dell'installazione.

» Per informazioni dettagliate e altre configurazioni supportate, vedere "TR-4820. Guida rapida alla
pianificazione delle reti NetApp HCI" e "Istruzioni per l'installazione e la configurazione di NetApp HCI" .

* Per informazioni sulle configurazioni NetApp HCI inferiori a quattro nodi di storage, vedere "TR-4823:
Cluster di storage a 2 nodi NetApp HCI".

 Per informazioni dettagliate sulla configurazione del protocollo LACP (link Aggregation Control Protocol)
sulle porte dello switch utilizzate per ciascun nodo di storage, vedere "Configurare LCAP per ottenere
performance di storage ottimali".

Questa configurazione consolida tutto il traffico su due porte fisiche ridondanti, riducendo il cablaggio e
ottimizzando la configurazione di rete. Questa configurazione richiede che i segmenti di rete di storage,
vMotion e qualsiasi macchina virtuale utilizzino il tagging VLAN. Il segmento della rete di gestione pud
utilizzare VLAN native o taggate; tuttavia, la VLAN nativa € la modalita preferita in modo che NetApp
Deployment Engine (NDE) possa assegnare le risorse di rete in modo automatizzato (Zero Conf).

Questa modalita richiede vSphere Distributed Switch (VDS), che richiedono la licenza VMware vSphere
Enterprise Plus.

Requisiti di rete prima di iniziare
Di seguito sono riportati i prerequisiti principali.
Per informazioni sui prerequisiti, vedere "Panoramica dei requisiti per 'implementazione di NetApp HCI".

» Bond1G é un’interfaccia logica che combina porte di rete 1GbE su nodi di storage e un’interfaccia di
gestione su nodi di calcolo. Questa rete viene utilizzata per il traffico API NDE. Tutti i nodi devono essere
grado di comunicare attraverso l'interfaccia di gestione nella stessa rete L2.

* Bond10G e un’interfaccia logica che combina porte 10/25GbE e viene utilizzata da NDE per il beaconing
linventario. Tutti i nodi devono essere in grado di comunicare tramite I'interfaccia Bond10G con frame
jumbo non frammentati.

* NDE richiede almeno un indirizzo IP assegnato manualmente sull’interfaccia Bond1G su un nodo di
storage. NDE verra eseguito da questo nodo.

« Tutti i nodi avranno indirizzi IP temporanei assegnati dalla ricerca NDE, che viene eseguita da Automatic
Private IP Addressing (APIPA).

@ Durante il processo NDE, a tutti i nodi verranno assegnati indirizzi IP permanenti e gli eventuali
IP temporanei assegnati da APIPA verranno rilasciati.

* NDE richiede reti separate per la gestione, iSCSI e vMotion preconfigurati sulla rete dello switch.

Convalida la preparazione della rete con NetApp Active IQ Config Advisor

Per garantire la preparazione della rete per NetApp HCI, installare NetApp Active 1Q Config Advisor 5.8.1 o
versione successiva. Questo strumento di convalida della rete si trova con Altro "Strumenti di supporto

in

e
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NetApp". Utilizza questo tool per convalidare connettivita, ID VLAN, requisiti di indirizzo IP, connettivita dello
switch e altro ancora.

Per ulteriori informazioni, vedere "Validate il vostro ambiente con Active |Q Config Advisor"

Collabora con il tuo team NetApp

Il tuo team NetApp utilizza il report NetApp Active 1Q Config Advisor e il Discovery Workbook per verificare che
il tuo ambiente di rete sia pronto.

Installare I’hardware NetApp HCI

NetApp HCI puod essere installato in diverse configurazioni:

* Nodi di calcolo H410C: Configurazione a due cavi 0 a sei cavi
* Nodo di calcolo H610C: Configurazione a due cavi

* Nodo di calcolo H615C: Configurazione a due cavi

* Nodo storage H410S

* Nodo storage H610S

@ Per le precauzioni e i dettagli, vedere "Installare I'hardware della serie H.".

Fasi
1. Installare le guide e il telaio.

2. Installare i nodi nello chassis e i dischi per i nodi di storage. (Valido solo se si installano H410C e H410S in
uno chassis NetApp serie H.)

. Installare gli switch.

. Collegare il nodo di calcolo.

. Collegare il nodo di storage.

. Collegare i cavi di alimentazione.

. Accendere i nodi NetApp HCI.

N OO o AW

Completare le attivita opzionali dopo l'installazione dell’hardware

Dopo aver installato I'hardware NetApp HCI, & necessario eseguire alcune operazioni facoltative ma
consigliate.

Gestire la capacita dello storage su tutti gli chassis

Assicurarsi che la capacita dello storage sia suddivisa in modo uniforme in tutti gli chassis contenenti nodi di
storage.

Configurare IPMI per ciascun nodo

Dopo aver eseguito il racking, il cabling e I'accensione dell’lhardware NetApp HCI, € possibile configurare
I'accesso all'interfaccia di gestione della piattaforma intelligente (IPMI) per ciascun nodo. Assegnare a
ciascuna porta IPMI un indirizzo IP e modificare la password IPMI predefinita del’amministratore non appena
si dispone dell’accesso remoto IPMI al nodo.
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Vedere "Configure IPMI (Configura SNMP)".

Implementare NetApp HCI utilizzando il motore di implementazione NetApp (NDE)

Linterfaccia utente NDE ¢ l'interfaccia della procedura guidata del software utilizzata per installare NetApp
HCI.

Avviare l'interfaccia utente NDE

NetApp HCI utilizza un indirizzo IPv4 della rete di gestione dei nodi di storage per I'accesso iniziale al’NDE.
Come Best practice, connettersi dal primo nodo di storage.

Prerequisiti

« L'indirizzo IP iniziale della rete di gestione del nodo di storage € gia stato assegnato manualmente o
utilizzando DHCP.

« E necessario disporre dell’accesso fisico all’installazione di NetApp HCI.

Fasi

1. Se non si conosce I'IP iniziale della rete di gestione del nodo di archiviazione, utilizzare I'interfaccia utente
terminale (TUI), a cui si accede tramite tastiera e monitor sul nodo di archiviazione o "Utilizzare una
chiavetta USB".

Per ulteriori informazioni, vedere "Accesso al NetApp Deployment Engine".

2. Se si conosce l'indirizzo IP, da un browser Web, connettersi all'indirizzo Bond1G del nodo primario tramite
HTTP, non HTTPS.

Esempio: http://<IP address>:442/nde/

Implementare NetApp HCI con l'interfaccia utente NDE

1. Nel’NDE, accettare i prerequisiti, selezionare Use Active 1Q (Usa licenza) e accettare i contratti di licenza.

2. Facoltativamente, attivare i servizi file del Data Fabric di ONTAP Select e accettare la licenza ONTAP
Select.

3. Configurare una nuova implementazione di vCenter. Selezionare Configure using a Fully Qualified
Domain Name (Configura utilizzando un nome di dominio completo*) e immettere sia il nome di dominio di
vCenter Server che I'indirizzo IP del server DNS.

@ Si consiglia vivamente di utilizzare I'approccio FQDN per l'installazione di vCenter.

4. Verificare che la valutazione dell'inventario di tutti i nodi sia stata completata correttamente.
Il nodo di storage che esegue NDE ¢ gia selezionato.

5. Selezionare tutti i nodi e selezionare continua.

6. Configurare le impostazioni di rete. Per i valori da utilizzare, fare riferimento al Eserciziario di rilevamento
dell’installazione di NetApp HCI.

7. Selezionare la casella blu per avviare il modulo Easy.
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Network Settings
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To zave time, Iaunch the eagy form to enter fewer network settings. 7]
vCenter Networking

VLANID Subinet @ | Dofrult Gatrway

8. Nel modulo semplice Impostazioni di rete:

a. Digitare il prefisso di denominazione. (Fare riferimento ai dettagli di sistema del Eserciziario per il
rilevamento dell’installazione di NetApp HCI).

b. Selezionare No per assegnare gli ID VLAN? Le si assegnano successivamente nella pagina principale
Impostazioni di rete.

c. Digitare la subnet CIDR, il gateway predefinito e 'indirizzo IP iniziale per le reti di gestione, vMotion e
iSCI in base alla guida. Per questi valori, fare riferimento alla sezione relativa al metodo di
assegnazione IP del Eserciziario di rilevamento dell’installazione di NetApp HCI.

d. Selezionare Applica a impostazioni di rete.
9. Unire un "VCenter esistente" (opzionale).
10. Annotare i numeri di serie dei nodi nel Eserciziario di rilevamento dell’installazione di NetApp HCI.

11. Specificare un ID VLAN per la rete vMotion e per qualsiasi rete che richieda il tagging VLAN. Consultare il
Eserciziario per il rilevamento dell’installazione di NetApp HCI.

12. Scaricare la configurazione come file .CSV.
13. Selezionare Avvia distribuzione.

14. Copiare e salvare 'URL visualizzato.

@ Il completamento dell'implementazione pud richiedere circa 45 minuti.

Verificare I'installazione utilizzando vSphere Web Client

1. Avviare vSphere Web Client ed effettuare I'accesso utilizzando le credenziali specificate durante I'utilizzo di
NDE.

E necessario aggiungere @vsphere.local al nome utente.

2. Verificare che non siano presenti allarmi.

52



3. Verificare che le appliance vCenter, mNode e ONTAP Select (opzionali) siano in esecuzione senza icone di
avviso.

4. Osservare che vengono creati i due datastore predefiniti (NetApp-HCI-Datastore_01 e 02).
5. Selezionare ciascun datastore e assicurarsi che tutti i nodi di calcolo siano elencati nella scheda host.
6. Validare vMotion e Datastore-02.
a. Migrare vCenter Server a NetApp-HCI-Datastore-02 (solo storage vMotion).
b. Migrare vCenter Server in ciascuno dei nodi di calcolo (solo calcolo vMotion).
7. Accedere al plug-in NetApp Element per vCenter Server e verificare che il cluster sia visibile.

8. Assicurarsi che non vengano visualizzati avvisi sulla dashboard.

Gestire NetApp HCI utilizzando il plug-in vCenter

Dopo aver installato NetApp HCI, € possibile configurare cluster, volumi, datastore, log, gruppi di accesso,
Initiator e policy sulla qualita del servizio (QoS) utilizzando il plug-in NetApp Element per vCenter Server.

Per ulteriori informazioni, vedere "Documentazione del plug-in NetApp Element per vCenter Server".
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Monitorare o aggiornare NetApp HCI con il controllo del cloud ibrido

E possibile utilizzare il controllo del cloud ibrido NetApp HCI per monitorare, aggiornare o espandere il
sistema.

Per accedere a NetApp Hybrid Cloud Control, accedere all'indirizzo IP del nodo di gestione.
Utilizzando il controllo del cloud ibrido, puoi:

* "Monitorare l'installazione di NetApp HCI"
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» "Aggiorna il tuo sistema NetApp HCI"

» "Espandi lo storage NetApp HCI o le risorse di calcolo"
Fasi

1. Aprire I'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:
https://<ManagementNodeIP>

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

Viene visualizzata I'interfaccia NetApp Hybrid Cloud Control.

Trova ulteriori informazioni

+ "Pagina delle risorse NetApp HCI"

« "[struzioni per linstallazione e la configurazione di NetApp HCI"

* "TR-4820: Guida rapida alla pianificazione delle reti NetApp HCI"

* "Guida al plug-in NetApp Element per vCenter Server"

* "NetApp Configuration Advisor" strumento di convalida di rete 5.8.1 o successivo

* "Documentazione NetApp SolidFire Active 1Q"

Installare ’hardware della serie H.

Prima di iniziare a utilizzare NetApp HCI, & necessario installare correttamente i nodi di
calcolo e storage.

Vedere la "poster" per una rappresentazione visiva delle istruzioni.

* Diagrammi del flusso di lavoro
* Preparazione per l'installazione
* Montare le guide

* Installare il nodo/chassis

* Installare gli switch

* Collegare i nodi

* Accendere i nodi

» Configurare NetApp HCI

» Eseguire attivita di post-configurazione

Diagrammi del flusso di lavoro

| diagrammi del flusso di lavoro forniscono una panoramica generale delle fasi di installazione. Le fasi variano
leggermente a seconda del modello della serie H.
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« H410C e H410S
« H610C e HB15C
. [H6108]

H410C e H410S
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‘ Receive, unpack, and inventary equipment.

e
/

Do | have everything | ordered?

Contact NetApp Support to get missing items,

Mo —p

Yes

Are you adding a node to an >—Na—p Install rails in the rack or cabinet,

\ existing chassis? /
Yes
¥

Install the rails and the

node/ch h 4

Install the node in the chassis, -1 Install the chassis,

|

E— Install drives for storage nodes.

Install the s . Yes —b‘ Install the switch.

Cable the compute node and the storage node.

Cable and power on the nodes. l

Plug in the power cables and power on the
nodes.

|

Attach a keyboard and monitor to the node.

Configure NetApp HCI. l

Set up a new MetApp HCl installation or add the
node to an existing MetApp HCl installation.

H610C e H615C
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| termini "nodo" e "chassis" sono utilizzati in modo intercambiabile nel caso di H610C e H615C,
perché nodo e chassis non sono componenti separati, a differenza di quanto avviene nel caso di
uno chassis 2U a quattro nodi.
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Install the switches.

Czble and power onthe nodes. g

Configure NetApp HCl.

L

H610S
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’ Receive, unpack, and inventory equipment,

/‘\

Do | have everything | ordered?

Yes

—» Contact NetApp Support to get missing items.

\d

Install the rails in the rack or cabinet.

}

Install the nodefchassis,

/

Qu installing a switch;-/—

/
\N/

Yes —v| Install the switch,

v

Connect the node to a 10/25GbE network using
two SFP2&/SFP+ cables.

h

(Optional, recommended) Connect the node to a

1GhE network using an RJ45 connector.

h

Connect both power cords and power on the
node.

!

Attach a keyboard and monitor to the node.

hd

Set up a new NetApp HCl installation or add the
node to an existing NetApp HCl installation,

h

Install ESX, install NYIDIA vGPU drivers, and
perform additional steps, if required.




| termini "nodo" e "chassis" sono utilizzati in modo intercambiabile nel caso di H610C e H615C,
perché nodo e chassis non sono componenti separati, a differenza di quanto avviene nel caso di
uno chassis 2U a quattro nodi.
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Receive, unpack, and inventory equipment, ‘

?ﬁfepaterfbr'Tmallaiien-.— Q have everything | ordered? ;hhlo—h' Contact NetApp Support to get missing items.

l
\\/

hJ

Install the rails in the rack or cabinet.

Install the rails and the t

node/chassis.

Install the nodefchassis,

T

e T

Install the switches. ‘Q Are you installing a switch? g Yes — Install the switch.

Mo

'

Connect the node to a 1GbE network using two
RJ45 connectors,

v

Connect the node to a 10/25GbE network using
twno SFP28 or SFP+ cables.

Cable and power onthe nodes. g L

Connect the node to a 1GbE network using an
R145 connectar in the IPMI port.

v

Connect both power cords and power an the
nade.

¢

Attach a keyboard and monitor to the node.

'

Set up a new NetApp HCl installation or add the
node to an existing NetApp HC installation.

.

Configure the network settings for the out-of-
band management port using the BMC.

Configure NetApp HCI.

60



Preparazione per 'installazione

In preparazione dell’installazione, inventariare ’hardware spedito e contattare il supporto NetApp se alcuni
degli elementi sono mancanti.

Assicurarsi di disporre dei seguenti elementi nella posizione di installazione:

» Spazio rack per il sistema.

Tipo di nodo Spazio rack

Nodi H410C e H410S Due unita rack (2U)
Nodo H610C 2U

Nodi H615C e H610S Un’unita rack (1U)

 Cavi o ricetrasmettitori a collegamento diretto SFP28/SFP+
» Cavi Catbe o superiori con connettore RJ45
* Uno switch KVM (Keyboard, Video, mouse) per configurare il sistema

» Chiavetta USB (opzionale)

L’hardware spedito dipende da quello che si ordina. Un nuovo ordine 2U a quattro nodi include

chassis, pannello, kit guide di scorrimento, dischi per nodi di storage, nodi di storage e calcolo e
cavi di alimentazione (due per chassis). Se si ordinano nodi di storage H610S, i dischi verranno
installati nello chassis.

Durante l'installazione dell’hardware, assicurarsi di rimuovere tutto il materiale di imballaggio e
@ 'imballaggio dall’'unita. In questo modo si eviteranno il surriscaldamento e lo spegnimento dei
nodi.

Montare le guide

L'ordine hardware fornito include un set di guide di scorrimento. Per completare I'installazione della guida, &
necessario un cacciavite. Le fasi di installazione variano leggermente per ciascun modello di nodo.

Installare I'hardware dalla parte inferiore del rack fino alla parte superiore per evitare che
I'apparecchiatura si rovescii. Se il rack include dispositivi di stabilizzazione, installarli prima di
installare I'hardware.

« H410C e H410S
« [H610C]
- H610S e H615C
H410C e H410S

I nodi H410C e H410S sono installati in uno chassis 2U a quattro nodi della serie H, fornito con due set di

adattatori. Se si desidera installare lo chassis in un rack con fori rotondi, utilizzare gli adattatori appropriati per

un rack con fori rotondi. Le guide per i nodi H410C e H410S si adattano a un rack con una profondita
compresa tra 29 e 33.5 pollici. Quando la guida € completamente contratta, &€ lunga 28 pollici e le sezioni
anteriore e posteriore della guida sono tenute insieme da una sola vite.
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@ Se si installa il telaio su una guida completamente contratta, le sezioni anteriore e posteriore
della guida potrebbero separarsi.

Fasi
1. Allineare la parte anteriore della guida con i fori sul montante anteriore del rack.

2. Spingere i ganci sulla parte anteriore della guida nei fori sul montante anteriore del rack, quindi abbassarli
fino a quando i perni caricati a molla non scattano nei fori del rack.

3. Fissare la guida al rack con le viti. Di seguito viene illustrata la guida sinistra collegata alla parte anteriore
del rack:

4. Estendere la sezione posteriore della guida fino al montante posteriore del rack.

5. Allineare i ganci sul retro della guida con i fori appropriati sul montante posteriore, assicurandosi che la
parte anteriore e posteriore della guida siano allo stesso livello.

6. Montare la parte posteriore della guida sul rack e fissarla con le viti.

7. Eseguire tutte le operazioni descritte sopra per I'altro lato del rack.
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H610C

Di seguito viene illustrata l'installazione delle guide per un nodo di calcolo H610C:

o Slide the inner rail out
The middle rail extends with (L.
Repaat for other side of the ral

o Push the axtended middle rail back in.

Repeat for atfver side af the ral

:

Push tab io slhide
the middle rail.

@ Attach both inner rails (L and R) to either
side of the node, and secura the rails with

the screws provided in the o,
Repeat far other sida of he ral

H610S e H615C

e Attach outer rail to the rack,

Front

Repeat for other sida of the rail

-
r LY
| reseie]
% -:\__ :;

Di seguito viene illustrata I'installazione delle guide per un nodo di storage H610S o un nodo di calcolo H615C:
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o Slide the inner rail out, o Push the axtended middle rail back in.
The middle rail extends with it Fepeat for ciher side of the rai
Repest for othar side of the rail

Push tab to slide
the: middile rail,

Pull the whita
tab forward.

=

Cuter rail

0 Attach both inner rails (L and R) to aither @ Attach outer rail to the rack.
side of the node, and secure the rails with FRispeat for oiher sida of the ral

the screws provided in the box
Repeat for other Sde of T rail

I modelli H610S e H615C sono con guide di destra e di sinistra. Posizionare il foro della vite
verso il basso in modo che la vite a testa zigrinata H610S/H615C possa fissare il telaio alla
guida.
Installare il nodo/chassis

Il nodo di calcolo H410C e il nodo di storage H410S vengono installati in uno chassis 2U a quattro nodi. Per
H610C, H615C e H610S, installare il telaio/nodo direttamente sulle guide del rack.

A partire da NetApp HCI 1.8, € possibile configurare un cluster di storage con due o tre nodi di
storage.

@ Rimuovere tutto il materiale di imballaggio e I'imballaggio dall’'unita. In questo modo si evitano il
surriscaldamento e lo spegnimento dei nodi.

* Nodi H410C e H410S
* Nodo/chassis H610C
» Nodo/chassis H610S e H615C

Nodi H410C e H410S

Fasi
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1. Installare i nodi H410C e H410S nello chassis. Ecco un esempio di vista posteriore di uno chassis con

quattro nodi installati:

Node D

Node C

SIS BACK VIEW

apss | " masessaem '_--",l
;"i_m.'—"-‘:'-'='_*'§ i Node B
o mmmmmm momm:
| AT ='i‘.gﬂ-| NoosA

Nodo/chassis H610C

Nel caso di H610C, i termini "nodo" e "chassis" vengono utilizzati in modo intercambiabile poiché il nodo e lo
chassis non sono componenti separati, a differenza del caso dello chassis a quattro nodi 2U.

Di seguito viene riportata un’illustrazione per l'installazione del nodo/chassis nel rack:

o Extend the middle rail fully toward you.

Nodo/chassis H610S e H615C

o Insert the node.

Mot When the node stops moving
further, pulé the blus Estches, one an
sach sde of the nods to slide he
node all the wiry in

i comon T

< =2

Nel caso di H615C e H610S, i termini "nodo" e "chassis" sono utilizzati in modo intercambiabile perché nodo e
chassis non sono componenti separati, a differenza del caso di chassis 2U a quattro nodi.

Di seguito viene riportata un’illustrazione per l'installazione del nodo/chassis nel rack:
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o Extend the middle rail fully loward you. o Insert the node.

Mot When the node stops moving |
fusther, pull the blus Esiches, one on @ ﬁ
sk ss of the nods 1o lide he s i

nigde 2l the way in
f};y |
,f’

all

JM-- ;

FA NS o

Installare gli switch

Se si desidera utilizzare gli switch Mellanox SN2010, SN2100 e SN2700 nell'installazione di NetApp HCI,
seguire le istruzioni fornite qui per installare e collegare gli switch:
* "Manuale dell'utente del’hardware Mellanox"

* "TR-4836: Guida al cablaggio dello switch NetApp HCI con Mellanox SN2100 e SN2700 (accesso
richiesto)"

Collegare i nodi

Se si aggiungono nodi a un’installazione NetApp HCI esistente, assicurarsi che il cablaggio e la configurazione
di rete dei nodi aggiunti siano identici all’installazione esistente.

@ Assicurarsi che le prese d’aria sul retro del telaio non siano ostruite da cavi o etichette. Cid puo
causare guasti prematuri dei componenti dovuti al surriscaldamento.

* Nodo di calcolo H410C e nodo storage H410S
Nodo di calcolo H610C

Nodo di calcolo H615C

* Nodo storage H610S

Nodo di calcolo H410C e nodo storage H410S

Sono disponibili due opzioni per il cablaggio del nodo H410C: Due cavi o sei cavi.

Ecco la configurazione a due cavi:
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IPMI

. Per le porte D ed e, collegare due cavi SFP28/SFP+ o ricetrasmettitori per gestione condivisa, macchine

virtuali e connettivita storage.

. (Opzionale, consigliato) collegare un cavo CAT5e alla porta IPMI per la connettivita di gestione fuori

banda.

Ecco la configurazione a sei cavi:

Port A Port C

e
-

-—

; D@:Li: !

i_H

Port E

.. 29

E}

Lij.

D

PortBE PortD

Fort F

l

IPMI

. Per le porte A e B, collegare due cavi CAT5e o superiori alle porte A e B per la connettivita di gestione.

. Per le porte C e F, collegare due cavi SFP28/SFP+ o ricetrasmettitori per la connettivita delle macchine

virtuali.

. Per le porte D ed e, collegare due cavi SFP28/SFP+ o ricetrasmettitori per la connettivita di storage.

. (Opzionale, consigliato) collegare un cavo CAT5e alla porta IPMI per la connettivita di gestione fuori

banda.

Di seguito sono riportati i cavi per il nodo H410S:
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Port A Port C
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PortB PortD IPMI

. Per le porte A e B, collegare due cavi CAT5e o superiori alle porte A e B per la connettivita di gestione.
. Per le porte C e D, collegare due cavi SFP28/SFP+ o ricetrasmettitori per la connettivita di storage.

. (Opzionale, consigliato) collegare un cavo CAT5e alla porta IPMI per la connettivita di gestione fuori
banda.

Dopo aver collegato i nodi, collegare i cavi di alimentazione alle due unita di alimentazione per chassis e
inserirle nella PDU a 240 V o nella presa di corrente.

Nodo di calcolo H610C

Di seguito sono riportati i cavi per il nodo H610C:

@ I nodi H610C vengono implementati solo nella configurazione a due cavi. Assicurarsi che tutte le
VLAN siano presenti sulle porte C e D.

. Per le porte C e D, collegare il nodo a una rete 10/25GbE utilizzando due cavi SFP28/SFP+.

. (Facoltativo, consigliato) collegare il nodo a una rete 1GbE utilizzando un connettore RJ45 nella porta
IPMI.

. Collegare entrambi i cavi di alimentazione al nodo e collegare i cavi di alimentazione a una presa di
corrente 200-240V.
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Nodo di calcolo H615C

Di seguito sono riportati i cavi per il nodo H615C:

@ I nodi H615C vengono implementati solo nella configurazione a due cavi. Assicurarsi che tutte le
VLAN siano presenti sulle porte A e B.

IPMI

. Per le porte A e B, collegare il nodo a una rete 10/25GbE utilizzando due cavi SFP28/SFP+.

. (Facoltativo, consigliato) collegare il nodo a una rete 1GbE utilizzando un connettore RJ45 nella porta
IPMI.

. Collegare entrambi i cavi di alimentazione al nodo e collegare i cavi di alimentazione a una presa di
corrente 110-140V.

Nodo storage H610S
Di seguito sono riportati i cavi per il nodo H610S:

10/25GbE S5FP+
or SFP28 cables
for iISCSI

1GbE RJ45 cable 1GbE RJ45 cables
for out-of-band for management
managemaent

. Collegare il nodo a una rete 1GbE utilizzando due connettori RJ45 nella porta IPMI.
. Collegare il nodo a una rete 10/25GbE utilizzando due cavi SFP28 o SFP+.
. Collegare il nodo a una rete 1GbE utilizzando un connettore RJ45 nella porta IPMI.

. Collegare entrambi i cavi di alimentazione al nodo.



Accendere i nodi

L’avvio dei nodi richiede circa sei minuti.

Di seguito e riportata un’illustrazione che mostra il pulsante di accensione sullo chassis NetApp HCI 2U:

FRONT
VIEW

II 1
| |
\ /

I E J

Di seguito e riportata un’illustrazione che mostra il pulsante di accensione sul nodo H610C:

Configurare NetApp HCI
Scegliere una delle seguenti opzioni:

* Nuova installazione di NetApp HCI

» Espandere un’installazione NetApp HCI esistente

Nuova installazione di NetApp HCI

Fasi
1. Configurare un indirizzo IPv4 sulla rete di gestione (Bond1G) su un nodo di storage NetApp HCI.
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@ Se si utilizza DHCP sulla rete di gestione, & possibile connettersi all’indirizzo IPv4 acquisito
da DHCP del sistema di storage.

a. Collegare una tastiera, un video o un mouse (KVM) sul retro di un nodo di storage.

b. Configurare I'indirizzo IP, la subnet mask e l'indirizzo del gateway per Bond1G nell'interfaccia utente. E
inoltre possibile configurare un ID VLAN per la rete Bond1G.

2. Utilizzando un browser Web supportato (Mozilla Firefox, Google Chrome o Microsoft Edge), accedere a
NetApp Deployment Engine effettuando la connessione all’indirizzo IPv4 configurato nella fase 1.

3. Utilizzare I'interfaccia utente del motore di implementazione NetApp per configurare NetApp HCI.

@ Tutti gli altri nodi NetApp HCI verranno rilevati automaticamente.

Espandere un’installazione NetApp HCI esistente

Fasi

1. Aprire I'indirizzo IP del nodo di gestione in un browser Web.

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

3. Seguire i passaggi della procedura guidata per aggiungere nodi di storage e/o di calcolo all'installazione di
NetApp HCI.

Per aggiungere nodi di calcolo H410C, l'installazione esistente deve eseguire NetApp HCI
1.4 o versione successiva. Per aggiungere nodi di calcolo H615C, l'installazione esistente
deve eseguire NetApp HCI 1.7 o versione successiva.

@ I nodi NetApp HCI appena installati sulla stessa rete verranno rilevati automaticamente.

Eseguire attivita di post-configurazione

A seconda del tipo di nodo in uso, potrebbe essere necessario eseguire ulteriori operazioni dopo aver
installato I'hardware e configurato NetApp HCI.

* Nodo H610C
* Nodi H615C e H610S

Nodo H610C

Installare i driver GPU in ESXi per ciascun nodo H610C installato e convalidarne la funzionalita.

Nodi H615C e H610S

Fasi
1. Utilizzare un browser Web e accedere all'indirizzo IP BMC predefinito: 192.168.0.120
2. Accedere utilizzando il nome utente e la root password calvin.

3. Dalla schermata di gestione dei nodi, accedere a Impostazioni > Impostazioni di rete e configurare i
parametri di rete per la porta di gestione fuori banda.
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Se nel nodo H615C sono presenti GPU, installare i driver GPU in ESXi per ciascun nodo H615C installato e
validarne la funzionalita.

Trova ulteriori informazioni

+ "Pagina delle risorse NetApp HCI"
* "Plug-in NetApp Element per server vCenter"
* "TR-4820: Guida rapida alla pianificazione delle reti NetApp HCI"

* "NetApp Configuration Advisor" strumento di convalida di rete 5.8.1 o successivo

Configurare LACP per ottenere performance di storage
ottimali

Per ottenere prestazioni ottimali del cluster di storage NetApp HCI, & necessario
configurare il protocollo LACP (link Aggregation Control Protocol) sulle porte dello switch
utilizzate per ciascuno dei nodi di storage.

Di cosa hai bisogno

* Le porte dello switch collegate alle interfacce 10/25GbE dei nodi di storage NetApp HCI sono state
configurate come canali di porta LACP.

« | timer LACP sugli switch che gestiscono il traffico di storage sono stati impostati su "fast mode (1s)" per un
tempo di rilevamento del failover ottimale. Durante I'implementazione, le interfacce Bond1G su tutti i nodi di
storage vengono configurate automaticamente per la modalita attiva/passiva.

« Cisco Virtual PortChannel (VPC) & stato configurato o la tecnologia di stacking dello switch equivalente per
gli switch che gestiscono la rete di storage. La tecnologia di stacking dello switch semplifica la
configurazione dei canali LACP e delle porte e offre una topologia senza loop tra gli switch e le porte
10/25GbE sui nodi di storage.

Fasi

1. Segui le raccomandazioni del vendor dello switch per abilitare LACP sulle porte dello switch utilizzate per i
nodi di storage NetApp serie H.

2. Modificare la modalita bond su tutti i nodi di storage in LACP nell'interfaccia utente on-node (nota anche
come interfaccia utente terminale o TUI) prima di implementare NetApp HCI.

Trova ulteriori informazioni

« "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"

Validate il vostro ambiente con Active IQ Config Advisor

Prima di eseguire I'installazione NetApp HCI del’hardware NetApp HCI su rack, &
necessario verificare che 'ambiente soddisfi i requisiti di rete NetApp HCI. Active 1Q
Config Advisor esegue controlli sul’ambiente convalidando le configurazioni di rete,
switch e VMware vSphere. Lo strumento genera un report che pud essere utilizzato per
risolvere i problemi ed € possibile inoltrare il report al tecnico dei servizi professionali per
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preparare e pianificare un’installazione.

Installare Active 1Q Config Advisor
Scaricare e installare Active 1Q Config Advisor su un PC che ha accesso alle reti NetApp HCI.

Fasi

1. In un browser Web, selezionare Strumenti dal menu supporto NetApp, cercare Active IQ Config Advisor e
scaricare lo strumento.

Sito di supporto NetApp > Strumenti.

Dopo aver accettato il Contratto di licenza con I'utente finale (EULA), viene visualizzata la pagina
Download. [ file binari di Microsoft Windows, Linux e Mac sono disponibili nel riquadro Client Tool.
Eseguire I'eseguibile.

Selezionare una lingua e scegliere OK.

Selezionare Avanti.

Leggere il Contratto di licenza con l'utente finale e selezionare Accetto.

Selezionare Installa.

N o gk~ 0N

Assicurarsi che sia selezionato Esegui Active IQ Config Advisor e selezionare fine.

Dopo un breve intervallo di tempo, l'interfaccia utente di Active 1Q Config Advisor si apre in una nuova
finestra o scheda del browser.

USA Active 1Q Config Advisor

Active 1Q Config Advisor viene eseguito in una finestra del browser, raccoglie informazioni sulla rete e
sullambiente e genera un report che € possibile utilizzare per risolvere eventuali problemi di rete o di
configurazione che potrebbero interferire con I'implementazione di NetApp HCI.

Di cosa hai bisogno

Active 1Q Config Advisor € stato installato su un dispositivo in grado di accedere alla rete di gestione, alla rete
di VMware vCenter Server (se si sta unendo a un’installazione VMware esistente) e agli switch che verranno
utilizzati per NetApp HCI.

@ Se si utilizzano switch Mellanox e i NetApp Professional Services li configurano come parte
dell’implementazione, non € necessario fornire informazioni sullo switch.

A proposito di questa attivita

Active 1Q Config Advisor esegue solo controlli di sola lettura per raccogliere informazioni. Nessuna
configurazione viene modificata come parte dell'insieme.

Fasi
1. Aprire Active 1Q Config Advisor.

Config Advisor viene visualizzato con la finestra Impostazioni di base in un browser Web. Qui € possibile
definire le impostazioni di raccolta globali e crittografare i risultati della raccolta.

2. Immettere una passphrase nella sezione Encryption Settings per crittografare il progetto di raccolta.
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In questo modo, solo I'utente sara in grado di caricare questo progetto di raccolta dopo la sua creazione.
Identifica questo report di raccolta come tuo inserendo il tuo nome e indirizzo e-mail nella sezione verifica
utente.

Selezionare Salva.

Selezionare Crea una nuova raccolta dati.

Selezionare basato su soluzione nel menu a discesa tipo di raccolta.

Selezionare Pre-implementazione NetApp HCI nel menu a discesa Profilo.

Per ciascun tipo di dispositivo nella colonna tipo, selezionare il numero del tipo di dispositivo nella rete

NetApp HCI nel menu a discesa azioni.

Ad esempio, se si dispone di tre switch Cisco, scegliere 3 dal menu a discesa della colonna azioni nella
riga. Vengono visualizzate tre righe, una per ogni switch Cisco identificato.

@ Se si utilizzano switch Mellanox e i NetApp Professional Services li configurano come parte
dellimplementazione, non & necessario fornire informazioni sullo switch.

Per gli switch identificati, inserire I'indirizzo IP di gestione e le credenziali di amministratore.
Per i server VMware vCenter identificati, eseguire una delle seguenti operazioni:

> Se si sta implementando un nuovo vCenter Server, fornire I'indirizzo IP o FQDN (Fully Qualified
Domain Name) pianificato per il server.

o Se si sta entrando in un vCenter Server esistente, fornire 'indirizzo IP o FQDN e le credenziali di
amministratore per il server.

Facoltativo: Se sono state aggiunte informazioni per gli switch, inserire il numero di nodi di calcolo e
storage nella sezione convalida switch.

Scegliere la configurazione di cablaggio del nodo di calcolo che si desidera utilizzare nella sezione
Compute Node Network.

Inserire le singole porte dello switch e i tag VLAN che si intende utilizzare per le reti di gestione, vMotion e
storage per qualsiasi switch nella sezione Compute Node Network.

Inserire le singole porte dello switch e i tag VLAN che si intende utilizzare per le reti di gestione e storage
per qualsiasi switch nella sezione Storage Node Network.

Nella sezione verifica delle impostazioni di rete, immettere gli indirizzi IP e I'indirizzo IP del gateway per
la rete di gestione, seguiti da elenchi di server per DNS, NTP e vCenter Server (se si sta implementando
un nuovo vCenter Server con NetApp HCI).

Questa sezione consente a Active IQ Config Advisor di garantire che la rete di gestione sia disponibile per
I'utilizzo e garantisce inoltre il corretto funzionamento di servizi come DNS e NTP.

Selezionare convalida per verificare che tutte le informazioni sull'indirizzo IP e le credenziali immesse
siano valide.

Selezionare Salva o Raccogli.

In questo modo, viene avviato il processo di raccolta, che consente di visualizzare I'avanzamento

dell'insieme insieme a un registro in tempo reale dei comandi di raccolta. La colonna Progress mostra le
barre di avanzamento codificate per colore per ciascuna attivita di raccolta.



Le barre di avanzamento utilizzano i seguenti colori per visualizzare lo stato:
> Verde: L'insieme & terminato senza errori di comando. E possibile visualizzare i rischi e i consigli
relativi alla distribuzione selezionando l'icona Visualizza e analizza nel menu azioni.

> Yellow: Linsieme & terminato con alcuni errori di comando. E possibile visualizzare i rischi e i consigli
relativi alla distribuzione selezionando l'icona Visualizza e analizza nel menu azioni.

- Rosso: L'insieme non & riuscito. E necessario risolvere gli errori ed eseguire nuovamente la raccolta.

18. Opzionale: Al termine della raccolta, & possibile selezionare I'icona binoculare per qualsiasi riga di raccolta
per visualizzare i comandi eseguiti e i dati raccolti.

19. Selezionare la scheda View & Analyze (Visualizza e analizza).
Questa pagina mostra un report generale sullo stato di salute del’ambiente. E possibile selezionare una
sezione del grafico a torta per visualizzare ulteriori dettagli su controlli specifici o descrizioni dei problemi,
oltre a consigli sulla risoluzione di eventuali problemi che potrebbero interferire con la corretta

implementazione. Puoi risolvere questi problemi da solo o richiedere assistenza ai NetApp Professional
Services.

20. Selezionare Esporta per esportare il report della raccolta come documento PDF o Microsoft Word.

Gli output dei documenti PDF e Microsoft Word includono le informazioni di configurazione
dello switch per 'implementazione, utilizzate dai NetApp Professional Services per verificare
le impostazioni di rete.

21. Inviare il file di report esportato al rappresentante dei NetApp Professional Services.

Trova ulteriori informazioni

+ "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"

Configurare IPMI per ciascun nodo

Dopo aver eseguito il racking, il cabling e 'accensione dell’lhardware NetApp HCI, é
possibile configurare I'accesso all'interfaccia di gestione della piattaforma intelligente
(IPMI) per ciascun nodo. Assegnare a ciascuna porta IPMI un indirizzo IP e modificare la
password di amministratore IPMI predefinita non appena si dispone dell’accesso remoto
IPMI al nodo.

Prerequisiti

Dopo aver verificato che 'ambiente & pronto per supportare NetApp HCI e aver risolto eventuali problemi, &
necessario completare alcune attivita finali prima dell’'implementazione.
* Assicurati di avere un report di successo da Active IQ Config Advisor.

* Raccogliere tutte le informazioni pertinenti relative alla rete, all'infrastruttura VMware corrente o pianificata
e alle credenziali utente pianificate.

* Rack, cavo e alimentazione per l'installazione di NetApp HCI.
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Assegnare manualmente I’'indirizzo IP della porta IPMI

Il protocollo DHCP (Dynamic host Configuration Protocol) & attivato per impostazione predefinita per la porta
IPMI di ciascun nodo NetApp HCI. Se la rete IPMI non utilizza DHCP, & possibile assegnare manualmente un
indirizzo IPv4 statico alla porta IPMI.

Di cosa hai bisogno

Assicurarsi di disporre di uno switch per tastiera, video e mouse (KVM) o di un monitor e di una tastiera
utilizzabili per accedere al BIOS di ciascun nodo.

A proposito di questa attivita

Utilizzare i tasti freccia per spostarsi all’interno del BIOS. Selezionare una scheda o un’opzione premendo
Enter. Tornare alle schermate precedenti premendo ESC.

Fasi
1. Accendere il nodo.
. All’'avvio, accedere al BIOS premendo il Del tasto .
. Selezionare la scheda IPMI.

. Selezionare Configurazione di rete BMC e premere Enter.

2

3

4

9. Scegliere Si e premere Enter.

6. Selezionare origine indirizzo di configurazione e premere Enter.
7. Scegliere statico e premere Enter.

8

. Selezionare Station IP address (Indirizzo IP stazione) e inserire un nuovo indirizzo IP per la porta IPMI. Al
termine, premere Enter.

9. Selezionare Subnet mask e inserire una nuova subnet mask per la porta IPMI. Al termine, premere
Enter.

10. Selezionare Gateway IP address (Indirizzo IP gateway) e inserire un nuovo indirizzo IP gateway per la
porta IPMI. Al termine, premere Enter.

11. Collegare un’estremita di un cavo Ethernet alla porta IPMI e I'altra estremita a uno switch.
La porta IPMI per questo nodo € pronta per l'uso.

12. Ripetere questa procedura per tutti gli altri nodi NetApp HCI con porte IPMI non configurate.

Modificare la password IPMI predefinita per i nodi H410C e H410S

E necessario modificare la password predefinita per 'account amministratore IPMI su ciascun nodo di calcolo
e storage non appena si configura la porta di rete IPMI.

Di cosa hai bisogno

Lindirizzo IP IPMI & stato configurato per ciascun nodo di calcolo e storage.

Fasi

1. Aprire un browser Web su un computer in grado di raggiungere la rete IPMI e individuare 'indirizzo IP IPMI
del nodo.

2. Inserire il nome utente ADMIN e la password ADMIN nel prompt di accesso.
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Al momento dell’accesso, selezionare la scheda Configurazione.
Selezionare utenti.

Selezionare I' 'ADMIN utente e selezionare Modifica utente.

Selezionare la casella di controllo Change Password (Modifica password).
Immettere una nuova password nei campi Password e Conferma password.
Selezionare Modifica, quindi selezionare OK.

Ripetere questa procedura per tutti gli altri nodi NetApp HCI H410C e H410S con password IPMI
predefinite.

Modificare la password IPMI predefinita per i nodi H610C, H615C e H610S

E necessario modificare la password predefinita per 'account amministratore IPMI su ciascun nodo di calcolo
e storage non appena si configura la porta di rete IPMI.

Di cosa hai bisogno

Lindirizzo IP IPMI & stato configurato per ciascun nodo di calcolo e storage.

Fasi

1.

w
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10.

Aprire un browser Web su un computer in grado di raggiungere la rete IPMI e individuare 'indirizzo IP IPMI
del nodo.

Inserire il nome utente root e la password calvin nel prompt di accesso.

Al momento dell’accesso, selezionare l'icona di navigazione del menu in alto a sinistra nella pagina per
aprire il cassetto della barra laterale.

Selezionare Impostazioni.

Selezionare Gestione utenti.

Selezionare 'utente Administrator dall’elenco.

Attivare la casella di controllo Change Password (Modifica password).

Immettere una nuova password complessa nei campi Password e Conferma password.
Selezionare Salva nella parte inferiore della pagina.

Ripetere questa procedura per tutti gli altri nodi NetApp HCI H610C, H615C o H610S con password IPMI
predefinite.

Trova ulteriori informazioni

"Documentazione NetApp SolidFire Active 1Q"

* "Plug-in NetApp Element per server vCenter"

» "Pagina delle risorse NetApp HCI"
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Implementare NetApp HCI
Accedi al NetApp Deployment Engine

Accedi al NetApp Deployment Engine

Per implementare NetApp HCI, & necessario accedere al motore di implementazione
NetApp su uno dei nodi di storage NetApp H-Series tramite l'indirizzo IPv4 assegnato
all'interfaccia Bond1G, che é l'interfaccia logica che combina le porte A e B per i nodi di
storage. Questo nodo di storage diventa il nodo di storage di controllo per il processo di
implementazione. A seconda dell’ambiente in uso, & necessario configurare l'indirizzo
IPv4 o recuperarlo da uno dei nodi di storage.

E possibile accedere al NetApp Deployment Engine solo utilizzando l'interfaccia Bond1G di un
@ nodo di storage. L'utilizzo dell'interfaccia Bond10G, 'interfaccia logica che combina le porte C e
D per i nodi di storage, non & supportata.

Per accedere al NetApp Deployment Engine, utilizza uno dei seguenti metodi che meglio descrivono il tuo
ambiente di rete:

Scenario Metodo

DHCP non €& presente nellambiente "Accesso al NetApp Deployment Engine in ambienti
senza DHCP"

Nell’ambiente in uso & presente il protocollo DHCP "Accedi al NetApp Deployment Engine negli ambienti
con DHCP"

Si desidera assegnare manualmente tutti gli indirizzi  "Assegnare manualmente gli indirizzi IP per accedere
IP al NetApp Deployment Engine"

Trova ulteriori informazioni

+ "Configurare I'accesso completo all’interfaccia utente Web Domain Name"

Accesso al NetApp Deployment Engine in ambienti senza DHCP

Quando DHCP non € in uso sulla rete, € necessario impostare un indirizzo IPv4 statico
sull’interfaccia Bond1G di uno dei nodi di storage (noto anche come nodo di storage di
controllo) che si utilizzera per accedere a NetApp Deployment Engine. Il NetApp
Deployment Engine sul nodo storage di controllo rilevera e comunichera con altri nodi di
calcolo e storage utilizzando indirizzi IPv4 configurati automaticamente sulle interfacce
Bond10G di tutti i nodi. Utilizzare questo metodo a meno che la rete non presenti requisiti
speciali.

Di cosa hai bisogno

» L'utente o 'amministratore di rete hanno completato le operazioni descritte nel documento istruzioni per
l'installazione e I'installazione.

+ Si dispone dell’accesso fisico ai nodi NetApp HCI.
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 Tutti i nodi NetApp HCI sono accesi.

» DHCP non ¢ abilitato per le reti NetApp HCI e i nodi NetApp HCI non hanno ottenuto indirizzi IP dai server

DHCP.
* La rete di gestione NetApp HCI € configurata come VLAN nativa sulle interfacce Bond1G e Bond10G di
tutti i nodi.
Fasi

1. Inserire un KVM nella parte posteriore di uno dei nodi di storage NetApp HCI (questo nodo diventera il
nodo di storage di controllo).

2. Configurare l'indirizzo IP, la subnet mask e l'indirizzo del gateway per Bond1G nell'interfaccia utente. Se
necessario, € anche possibile configurare un ID VLAN per la rete Bond1G.

@ Non & possibile riutilizzare questo indirizzo IPv4 in un secondo momento durante
l'implementazione con NetApp Deployment Engine.

3. Aprire un browser Web su un computer in grado di accedere alla rete di gestione NetApp HCI.

4. Individuare l'indirizzo IP assegnato al nodo di storage di controllo. Ad esempio:

http://<BondlG IP address>

In questo modo si passa all'interfaccia utente di NetApp Deployment Engine.

Trova ulteriori informazioni

» "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"

Accedi al NetApp Deployment Engine negli ambienti con DHCP

Negli ambienti in cui i server acquisiscono automaticamente la configurazione IPv4 da
DHCP, € possibile accedere a NetApp Deployment Engine utilizzando I'indirizzo IPv4
assegnato all'interfaccia Bond1G su uno dei nodi di storage. E possibile utilizzare una
chiavetta USB per recuperare 'indirizzo IPv4 da uno dei nodi di storage. NetApp
Deployment Engine rileva automaticamente altri nodi di calcolo e storage che utilizzano
indirizzi IPv4 assegnati da DHCP. Non utilizzare questo metodo a meno che la rete non
presenti requisiti speciali.

Di cosa hai bisogno

» L'utente o 'amministratore di rete hanno completato le operazioni descritte nel documento istruzioni per
l'installazione e I'installazione.

» Si dispone dell'accesso fisico ai nodi NetApp HCI.

 Tutti i nodi NetApp HCI sono accesi.

DHCP ¢ attivato sulle reti di storage e gestione NetApp HCI.
* |l pool di indirizzi DHCP € abbastanza grande da ospitare due indirizzi IPv4 per nodo NetApp HCI.
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Affinché 'implementazione NetApp HCI abbia esito positivo, tutti i nodi dell'implementazione
devono disporre di indirizzi IPv4 acquisiti o configurati automaticamente (non € possibile
combinare metodi di assegnazione degli indirizzi IPv4).

A proposito di questa attivita

Se DHCP e utilizzato solo per la rete di archiviazione (interfacce Bond10G), € necessario utilizzare la
procedura descritta nel collegamento: "Accesso al NetApp Deployment Engine in ambienti senza DHCP" Per
accedere al motore di distribuzione NetApp.

Fasi
1. Attendere alcuni minuti per consentire ai nodi di richiedere gli indirizzi IP.

2. Scegliere un nodo di storage e inserire una chiavetta USB nel nodo. Lasciarlo per almeno cinque secondi.

3. Rimuovere la chiavetta USB e inserirla nel computer.

4. Aprire il readme . html file. In questo modo si passa all'interfaccia utente di NetApp Deployment Engine.

Trova ulteriori informazioni

» "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"

Assegnare manualmente gli indirizzi IP per accedere al NetApp Deployment Engine

E possibile assegnare manualmente indirizzi IPv4 statici alle interfacce Bond1G e
Bond10G su tutti i nodi NetApp HCI per accedere al motore di implementazione NetApp e
implementare NetApp HCI. Non utilizzare questo metodo a meno che la rete non presenti
requisiti speciali.

Di cosa hai bisogno

» L'utente o 'amministratore di rete hanno completato le operazioni descritte nel documento istruzioni per
l'installazione e I'installazione.

+ Si dispone dell’'accesso fisico ai nodi NetApp HCI.
 Tutti i nodi NetApp HCI sono accesi.

* DHCP non ¢ abilitato per le reti NetApp HCI e i nodi NetApp HCI non hanno ottenuto indirizzi IP dai server
DHCP. NOTA: Tutti gli indirizzi IP assegnati manualmente prima di utilizzare NetApp Deployment Engine
per implementare il sistema sono temporanei e non possono essere riutilizzati. Se si sceglie di assegnare
manualmente gli indirizzi IP, &€ necessario mettere da parte un secondo set permanente di indirizzi IP
inutilizzati che € possibile assegnare durante 'implementazione finale.

A proposito di questa attivita
In questa configurazione, i nodi di calcolo e storage utilizzeranno indirizzi IPv4 statici per rilevare e comunicare
con altri nodi durante 'implementazione. Questa configurazione non & consigliata.

Fasi

1. Inserire un KVM nella parte posteriore di uno dei nodi di storage NetApp HCI (questo nodo diventera il
nodo di storage di controllo).

2. Configurare l'indirizzo IP, la subnet mask e l'indirizzo del gateway per Bond1G e Bond10G nell'interfaccia
utente. E inoltre possibile configurare un ID VLAN per ogni rete, se necessario.
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3. Ripetere il passaggio 2 per i nodi di calcolo e storage rimanenti.
4. Aprire un browser Web su un computer in grado di accedere alla rete di gestione NetApp HCI.

5. Individuare l'indirizzo IP Bond1G assegnato al nodo di storage di controllo. Ad esempio:
http://<BondlG IP address>

In questo modo si passa all'interfaccia utente di NetApp Deployment Engine.

Trova ulteriori informazioni

» "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"

Avviare 'implementazione

Prima di continuare con I'implementazione di NetApp HCI, & necessario leggere e
comprendere i contratti di licenza per I'utente finale.

Fasi
1. Nella pagina Benvenuti in NetApp HCI, selezionare inizia.

2. Nella pagina Prerequisiti, procedere come segue:

a. Assicurarsi che ogni prerequisito sia soddisfatto e selezionare ciascuna casella di controllo associata
per confermare.

b. Selezionare continua.
3. Nella pagina licenze utente finale, procedere come segue:
a. Leggere il Contratto di licenza con I'utente finale di NetApp

b. Se si accettano i termini, selezionare Accetto in fondo al testo dell’accordo.

]

. Leggi il contratto di licenza con l'utente finale di VMware.

o

. Se si accettano i termini, selezionare Accetto in fondo al testo dell’accordo.

. Selezionare continua.

0]

Trova ulteriori informazioni

« "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"

Configurare VMware vSphere

Configurazione di VMware vSphere

NetApp HCI utilizza vCenter Server e i componenti ESXi di VMware vSphere, che
vengono utilizzati per gestire e monitorare I'’hypervisor VMware ESXi installato su ciascun
nodo di calcolo. E possibile installare e configurare una nuova implementazione vSphere,
che installa anche il plug-in NetApp Element per vCenter Server, oppure unirvi ed
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estendere un’implementazione vSphere esistente.

Quando si utilizza NetApp Deployment Engine per installare una nuova implementazione vSphere, tenere
presenti i seguenti avvertimenti:

* NetApp Deployment Engine installa la nuova appliance vCenter Server con 'opzione di implementazione
di piccole dimensioni.

» Lalicenza vCenter Server & una licenza di valutazione temporanea. Per continuare a utilizzare il prodotto
dopo il periodo di valutazione, & necessario ottenere una nuova chiave di licenza da VMware e aggiungerla
all'inventario delle licenze di vCenter Server.

Se la configurazione dell'inventario vSphere utilizza una cartella per memorizzare il cluster
NetApp HCI all'interno del data center vCenter, alcune operazioni, come I'espansione delle

@ risorse di calcolo NetApp HCI, non avranno esito positivo. Assicurarsi che il cluster NetApp HCI
si trovi direttamente sotto il data center nell’albero di inventario del client Web vSphere e non sia
memorizzato in una cartella. Per ulteriori informazioni, consulta I'articolo della Knowledge base
di NetApp.

Se si installa un nuovo vCenter Server, € possibile installare uno switch vSphere standard o uno switch
vSphere Distributed (VDS) durante la configurazione di rete. Un VDS consente una gestione semplificata e
centralizzata della configurazione di rete delle macchine virtuali dopo I'implementazione di NetApp HCI. La
funzionalita dei servizi dati cloud su NetApp HCI richiede un VDS; gli switch standard vSphere non sono
supportati per i servizi dati cloud.

Trova ulteriori informazioni

» "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"

Configurare un nuovo ambiente VMware vSphere

E possibile implementare un nuovo ambiente vSphere come parte del processo di
installazione di NetApp HCI fornendo alcune informazioni di rete che vSphere dovrebbe
utilizzare. Se si configura vSphere utilizzando un indirizzo IP, I'indirizzo non puo essere
modificato dopo I'installazione.

Di cosa hai bisogno
Sono state ottenute le informazioni di rete per 'ambiente vSphere pianificato.

Fasi
1. Selezionare Configura una nuova distribuzione di vSphere.

2. Selezionare la versione di vSphere che il sistema deve installare durante I'implementazione.

3. Configurare il nuovo ambiente vSphere utilizzando una delle seguenti opzioni:
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Opzione Fasi

Utilizzare un nome di dominio (consigliato). a. Selezionare Configura utilizzando un nome di
dominio completo.

b. Immettere il nome di dominio del server vCenter
nel campo vCenter Server Fully Qualified
Domain Name.

c. Inserire I'indirizzo IP del server DNS nel campo
DNS Server IP Address (Indirizzo IP server
DNS).

d. Selezionare continua.

Utilizzare un indirizzo IP. a. Selezionare Configura utilizzando un
indirizzo IP.

b. Selezionare continua.

Trova ulteriori informazioni

« "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"

Partecipa a un’implementazione VMware vSphere esistente

Configurare NetApp HCI per sfruttare I'implementazione di vSphere esistente fornendo le
informazioni e le credenziali della rete vCenter Server.

Di cosa hai bisogno

» Se si sta partecipando a un’implementazione vSphere 6.7 esistente, assicurarsi che vCenter Server
esegua la versione 6.7 Update 1.

» Se si sta partecipando a un’implementazione vSphere 6.5 esistente, assicurarsi che vCenter Server
esegua la versione 6.5 Update 2 o successiva.

« Ottenere i dettagli di rete e le credenziali di amministratore per 'implementazione vSphere esistente.

A proposito di questa attivita

Se si uniscono piu sistemi vCenter Server connessi tramite la modalita collegata a vCenter, NetApp HCI
riconosce solo uno dei sistemi vCenter Server.

@ L'utilizzo del plug-in NetApp Element per vCenter Server per gestire le risorse del cluster di altri
vCenter Server "Modalita collegata vCenter"é limitato solo ai cluster di storage locali.

Fasi

1. Selezionare Join ed Extend una distribuzione vSphere esistente.

2. Inserire il nome di dominio o I'indirizzo IP nel campo vCenter Server Domain Name or IP address (Nome
di dominio o indirizzo IP del server vCenter). Se si immette un nome di dominio, & necessario inserire
anche l'indirizzo IP di un server DNS attivo nel campo DNS Server IP Address (Indirizzo IP server DNS)
visualizzato.

3. Immettere le credenziali di un amministratore vSphere nei campi Nome utente e Password.
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4. Selezionare continua.

Trova ulteriori informazioni

» "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"

Configurazione delle credenziali NetApp HCI

Durante I'implementazione, € possibile definire un set di credenziali da utilizzare
nel’ambiente VMware vSphere appena implementato, nelle risorse di calcolo e storage
NetApp HCI e nel nodo di gestione. Se si implementa NetApp HCI in un ambiente
vSphere esistente, queste credenziali non vengono applicate al server vCenter esistente.

A proposito di questa attivita

Tenere presenti i seguenti punti relativi alle credenziali impostate nel motore di implementazione di NetApp
HCI:

* NetApp Hybrid Cloud Control (HCC) o Element Ul: Per accedere a NetApp HCC o all'interfaccia utente
Element una volta completata I'implementazione, utilizzare il nome utente e la password specificati in
questa fase di implementazione.

» VMware vCenter: Per accedere a vCenter (se installato come parte della distribuzione), utilizzare il nome
utente con il suffisso @vsphere.local o l'account utente integrato Administrator@vsphere.local e
la password specificata in questa fase di distribuzione.

* VMware ESXi: Per accedere a ESXi sui nodi di calcolo, utilizzare il nome utente root e la stessa
password specificati in questa fase di distribuzione.

Per I'interazione con le istanze di VMware vCenter, NetApp Hybrid Cloud Control utilizzera uno dei seguenti
metodi:

* L'account utente integrato Administrator@vsphere.local nellistanza vCenter installata come parte
della distribuzione.

* Le credenziali vCenter utilizzate per connettere I'implementazione di NetApp HCI a un server vCenter
esistente.

Fasi
1. Nella pagina credenziali, immettere un nome utente nel campo Nome utente.

2. Inserire una password nel campo Password. La password deve essere conforme ai criteri visualizzati
nella casella la password deve contenere.

3. Confermare la password nel campo Re-Enter Password.

4. Selezionare continua.

Trova ulteriori informazioni

» "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"

* Per aggiornare le credenziali vCenter e ESXi in un secondo momento, vedere "Aggiornare le credenziali
vCenter o ESXi".
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Selezionare una topologia di rete

Quando si collegano i nodi NetApp HCI, & possibile utilizzare diverse configurazioni dei
cavi di rete in base alle proprie esigenze. Per ciascun nodo di calcolo, & possibile
utilizzare tutte e sei le porte di rete, con diversi tipi di traffico assegnati a ciascuna coppia
di porte, oppure utilizzare due porte con tutti i tipi di traffico assegnati alle porte. | nodi di
storage utilizzano la configurazione standard a quattro cavi. La scelta influisce sui nodi di
calcolo selezionabili nell’inventario.

Di cosa hai bisogno
Se si sceglie la topologia di rete a due cavi per i nodi di calcolo, considerare i seguenti requisiti:

» Una volta completata 'implementazione, & possibile richiedere una licenza VMware vSphere Enterprise
Plus.

 La configurazione degli switch di rete e di rete € stata verificata correttamente.

« |l tagging VLAN & necessario per le reti storage e vMotion per tutti i nodi di calcolo e storage.

Fasi
1. Nella pagina topologia di rete, selezionare una topologia di nodo di calcolo che si adatti al modo in cui
sono stati installati i nodi di calcolo per NetApp HCI:

> 6 opzione cavo: L'opzione a sei cavi fornisce porte dedicate per ogni tipo di traffico (gestione,
macchina virtuale e storage). E possibile attivare vSphere Distributed Switch (VDS) come opzione.
L’abilitazione di VDS consente di configurare uno switch distribuito, consentendo una gestione
semplificata e centralizzata della configurazione di rete delle macchine virtuali al termine
del’implementazione di NetApp HCI. Se la si attiva, € necessario disporre di una licenza vSphere
Enterprise Plus pronta per essere applicata dopo I'implementazione.

> 2 opzione cavo: L'opzione a due cavi combina il traffico di gestione, macchina virtuale e storage su
due porte collegate. Questa opzione di cablaggio richiede VDS e la attiva automaticamente. E
necessario disporre di una licenza vSphere Enterprise Plus pronta per I'applicazione dopo
limplementazione.

2. Alcune opzioni di cablaggio visualizzano piu viste del pannello posteriore di diversi tipi di hardware del
nodo. Scorrere le viste del pannello posteriore per vedere come collegare i cavi di rete per il modello di
nodo specifico e 'opzione di cablaggio.

3. Al termine, selezionare continua.

Trova ulteriori informazioni

« "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"

Selezione dell’inventario

Selezione dell’inventario e compatibilita dei nodi

Quando si scelgono i nodi per 'implementazione, alcune limitazioni si applicano alle
configurazioni dei nodi che € possibile combinare nella stessa implementazione.
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Compatibilita dei nodi di storage

NetApp HCI supporta i nodi e i dischi di storage con SED (unita con crittografia automatica) e funzionalita di
crittografia dei dischi FIPS 140-2. Durante I'implementazione o I'espansione di NetApp HCI, € possibile
combinare nodi con diversi livelli di crittografia riportati, ma NetApp HCI supporta solo la forma di crittografia
pil base in questa situazione. Ad esempio, se si combina un nodo di storage che supporta la crittografia FIPS
con nodi che supportano solo la crittografia SED, la crittografia SED & supportata con questa configurazione,
ma la crittografia del disco FIPS non lo e.

L’aggiunta di nodi di storage in grado di crittografare le unita FIPS al cluster di storage non attiva
@ automaticamente la funzione di crittografia delle unita FIPS. Dopo aver implementato o ampliato

un’installazione con i nodi compatibili con FIPS, & necessario attivare manualmente la

crittografia del disco FIPS. Per istruzioni, consultare la Guida dell’'utente del software Element.

Tutti i nodi di storage devono eseguire la stessa versione minore del software Element per essere compatibili
con la stessa implementazione. Ad esempio, non & possibile combinare un nodo di storage che esegue
Element 11.3.1 con altri nodi di storage che eseguono Element 11.5.

@ A seconda della configurazione hardware del nodo, i nodi di storage H410S potrebbero essere
visualizzati nell’elenco di inventario etichettati come nodi di storage H300S, H500S o H700S.

NetApp HCI supporta solo alcuni modelli di nodi di storage in cluster di storage a due nodi. Per ulteriori
informazioni, vedere "cluster di storage a due nodi" o le Note sulla versione di NetApp HCI in uso.

@ Per le implementazioni di cluster di storage a due nodi, i tipi di nodi di storage sono limitati ai
nodi con dischi da 480 GB e 960 GB.

Compatibilita dei nodi di calcolo

I nodi di calcolo devono soddisfare i seguenti requisiti per essere selezionabili come inventario:

* Le generazioni di CPU in tutti i nodi di calcolo devono corrispondere per la corretta funzionalita di VMware
vMotion. Dopo aver selezionato un nodo di calcolo dall’inventario, non & possibile selezionare nodi di
calcolo con diverse generazioni di CPU.

* Non ¢ possibile combinare nodi di calcolo con nodi di calcolo abilitati alla GPU nello stesso cluster di
calcolo. Se si seleziona un nodo di calcolo abilitato alla GPU, i nodi di calcolo solo CPU diventano non
selezionabili e viceversa.

 La versione software in esecuzione sul nodo di calcolo deve corrispondere alla versione principale e
minore del NetApp Deployment Engine che ospita I'implementazione. In caso contrario, & necessario
eseguire una nuova immagine del nodo di calcolo utilizzando il processo RTFI. Per istruzioni, consulta gli
articoli della Knowledge base di NetApp relativi a RTFI.

* Per poter essere selezionato nell’elenco Compute Nodes (nodi di calcolo), il nodo di calcolo deve avere la
configurazione del cablaggio selezionata nella pagina Network Topology (topologia di rete).

* Le configurazioni di cablaggio di rete per i nodi di calcolo dello stesso modello devono corrispondere
all'interno di un singolo cluster di calcolo.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

» "Centro di documentazione software SolidFire ed Element"
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Selezionare I'inventario

Nella pagina inventario, il motore di implementazione NetApp rileva automaticamente i
nodi di calcolo e storage disponibili, consentendo di selezionare e aggiungere tutte le
risorse NetApp HCI allimplementazione. Se un nodo non soddisfa i requisiti per
I'implementazione, non & selezionabile e i problemi vengono indicati come errori. E
possibile posizionare il cursore sull’errore nella riga del nodo per visualizzare una
spiegazione. Quando si sceglie l'inventario dei nodi nella pagina inventario, il nodo

storage che ospita NetApp Deployment Engine viene selezionato automaticamente e non

e possibile deselezionarlo.

Di cosa hai bisogno
| frame jumbo devono essere abilitati per un corretto rilevamento dell’inventario. Se nell’inventario non sono

presenti nodi o solo un sottoinsieme di nodi, verificare che le porte dello switch utilizzate per i nodi NetApp HCI

(tutte le interfacce SFP+/SFP28) siano configurate con frame jumbo.

Fasi
1. Nella pagina Inventory, visualizzare I'elenco dei nodi disponibili.

Se il sistema non rileva alcun inventario, viene visualizzato un errore. Correggere I'errore prima di

continuare. Se il sistema utilizza DHCP per I'assegnazione dell’indirizzo IP, le risorse di storage e di calcolo

potrebbero non apparire immediatamente nell'inventario.

2. Facoltativo: Se una risorsa non viene visualizzata immediatamente nell'inventario o se si risolve un errore

e si desidera aggiornare l'inventario, selezionare Aggiorna inventario. Potrebbe essere necessario
aggiornare I'inventario piu volte.

3. Facoltativo: Per filtrare I'inventario sugli attributi del nodo, ad esempio il tipo di nodo:
a. Selezionare filtro nell’intestazione degli elenchi nodi di calcolo o nodi di archiviazione.
b. Scegliere i criteri dagli elenchi a discesa.
c. Sotto gli elenchi a discesa, immettere le informazioni per soddisfare i criteri.
d. Selezionare Aggiungi filtro.

e. Cancellare i singoli filtri selezionando X accanto a un filtro attivo oppure cancellare tutti i filtri
selezionando X sopra I'elenco dei filtri.

4. Selezionare tutti i nodi di calcolo forniti con il sistema dall’elenco nodi di calcolo.
Per procedere con 'implementazione, &€ necessario selezionare almeno due nodi di calcolo.
5. Selezionare tutti i nodi di storage forniti con il sistema dall’elenco nodi di storage.

Per procedere con I'implementazione, € necessario selezionare almeno due nodi di storage.

6. Facoltativo: Se viene contrassegnata una casella di selezione del nodo di storage, tale nodo supera il 33%

della capacita totale del cluster di storage. Fare delle seguenti operazioni:

o Deselezionare la casella di selezione per il nodo di storage contrassegnato.

> Selezionare nodi di storage aggiuntivi per distribuire in modo piu equo la capacita del cluster di storage

tra i nodi.

7. Selezionare continua.
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Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"
+ "Pagina delle risorse NetApp HCI"

» "Centro di documentazione software SolidFire ed Element"

Configurare le impostazioni di rete

NetApp HCI fornisce una pagina delle impostazioni di rete con un formato semplice per
semplificare la configurazione di rete. Quando si completa il modulo Easy, NetApp HCI
compila automaticamente gran parte delle informazioni rimanenti nella pagina delle
impostazioni di rete. Prima di procedere, € possibile immettere le impostazioni di rete
finali e verificare che la configurazione di rete sia corretta. Non € necessario compilare il
modulo nella sua interezza.

Di cosa hai bisogno

« Sono state ottenute le seguenti informazioni:
o |l prefisso di denominazione pianificato per gli host e il cluster di storage

o Tutte le subnet mask pianificate, I'indirizzo IP iniziale, il gateway predefinito e gli ID VLAN per le reti di
gestione, iISCSI e vMotion

o Ll'indirizzo IP, il gateway predefinito, gli ID VLAN e le informazioni sulla subnet mask per qualsiasi
implementazione VMware vCenter pianificata

o L’indirizzo del server NTP (Network Time Protocol) per NetApp HCI
o Le informazioni sull'indirizzo IP del server DNS per NetApp HCI

+ Se si sta implementando uno switch distribuito vSphere, si dispone di una licenza vSphere Enterprise Plus
pronta per essere applicata al termine dell’implementazione.

« Se sono stati assegnati ID VLAN alle porte del nodo durante la configurazione dell’'interfaccia utente
terminale (TUI), tali porte sono state configurate con lo stesso ID VLAN durante la configurazione di rete.
Non & necessario configurare le porte host contrassegnate come porte di accesso o VLAN native sulle
porte degli switch collegati.

 La configurazione dello switch di rete € stata verificata correttamente. Configurazioni dello switch non
corrette (ad esempio, VLAN o dimensioni MTU non corrette) possono causare errori di implementazione.

A proposito di questa attivita

Se ¢ stata selezionata la topologia di rete a due cavi per i nodi di calcolo, € necessario utilizzare gli ID VLAN
per le reti vMotion e di storage per tutti i nodi di calcolo e di storage nella distribuzione (gli ID VLAN sono
opzionali per le reti di gestione).

Negli ambienti che richiedono il tagging VLAN lato host prima dellimplementazione, se sono

@ stati configurati ID VLAN sui nodi di calcolo e storage in modo che siano rilevabili dal NetApp
Deployment Engine, assicurarsi di utilizzare le VLAN corrette durante la configurazione delle
impostazioni di rete nel NetApp Deployment Engine.

Se si esegue la distribuzione utilizzando un cluster di archiviazione a due o tre nodi, & possibile completare le
informazioni sull'indirizzo IP per i nodi testimone nella pagina Impostazioni di rete dopo aver utilizzato il
modulo Easy.
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Fasi

1. Facoltativo: Per disattivare la convalida live delle informazioni di rete immesse in questa pagina, impostare

I'opzione convalida rete Live su Off.

2. Nella sezione servizi infrastruttura della pagina Impostazioni di rete, immettere le informazioni relative
al server DNS e NTP per NetApp HCI nei seguenti campi:

Campo

Indirizzo IP del server DNS 1

Indirizzo IP server DNS 2 (opzionale)

Indirizzo server NTP 1

Indirizzo server NTP 2 (opzionale)

Descrizione

L'indirizzo IP del server DNS primario per NetApp
HCI. Se ¢ stato specificato un server DNS nella
pagina di configurazione di vCenter, questo campo
viene compilato e di sola lettura.

Indirizzo IP opzionale di un server DNS secondario
per NetApp HCI.

L'indirizzo IP o il nome di dominio completo del
server NTP primario per questa infrastruttura.

Un indirizzo IP opzionale o un nome di dominio
completo del server NTP secondario per questa
infrastruttura.

3. Selezionare per risparmiare tempo, avviare il modulo Easy per immettere meno impostazioni di rete.

Viene visualizzata la finestra di dialogo modulo semplice Impostazioni di rete.

4. Immettere un prefisso di denominazione nel campo prefisso di denominazione.

Il prefisso di denominazione viene applicato al nome di ciascun host e al nome del cluster di storage. |
prefissi di denominazione hanno le seguenti caratteristiche:

o Deve iniziare con una lettera
o Pud contenere lettere, numeri e trattini

o Non puo superare i 55 caratteri

5. Scegliere una delle seguenti opzioni per assegnare gli ID VLAN.

In qualsiasi momento durante I'utilizzo del modulo, selezionare Cancella accanto a una riga per cancellare

l'input da una riga di campi.

Quando si assegnano gli ID VLAN, si configurano i tag VLAN che NetApp HCI applichera al
@ traffico di rete. Non € necessario inserire la VLAN nativa come ID VLAN; per utilizzare la
VLAN nativa per una rete, lasciare vuoto il campo appropriato.
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Opzione

Assegnare gli ID VLAN

Non assegnare ID VLAN

Selezionare Applica a impostazioni di rete.

7. Selezionare Si per confermare.
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Fasi

a.

Selezionare Si per 'opzione assegnare ID
VLAN.

Nella colonna VLAN ID, inserire un tag VLAN
da utilizzare per ogni tipo di traffico di rete che si
desidera assegnare a una VLAN.

Sia il traffico vMotion che il traffico iSCSI
devono utilizzare un ID VLAN non condiviso.

Selezionare Avanti.

Nella colonna Subnet, immettere le definizioni
delle subnet in formato CIDR per ciascun tipo di
traffico di rete in ciascuna rete, ad esempio
192.168.1.0/24.

Nella colonna Gateway predefinito, immettere
l'indirizzo IP del gateway predefinito per ciascun
tipo di traffico di rete in ogni rete.

Nella colonna Starting IP (IP iniziale),
immettere il primo indirizzo IP utilizzabile per
ogni subnet di rete in ogni rete.

Selezionare No per 'opzione si assegneranno
gli ID VLAN.

Nella colonna Subnet, immettere le definizioni
delle subnet in formato CIDR per ciascun tipo di
traffico di rete in ciascuna rete, ad esempio
192.168.1.0/24.

Nella colonna Gateway predefinito, immettere
l'indirizzo IP del gateway predefinito per ciascun
tipo di traffico di rete in ogni rete.

Nella colonna Starting IP (IP iniziale*),
immettere il primo indirizzo IP utilizzabile per
ciascun tipo di traffico di rete in ciascuna rete.

Viene visualizzata la pagina Impostazioni di rete con le impostazioni specificate nel modulo semplice.
NetApp HCI convalida gli indirizzi IP immessi. E possibile disattivare questa convalida con il pulsante

Disattiva convalida di Live Network.

Verificare che i dati inseriti automaticamente siano corretti.

Selezionare continua.



Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"
+ "Pagina delle risorse NetApp HCI"

» "Centro di documentazione software SolidFire ed Element”

Esaminare e implementare la configurazione

E possibile rivedere le informazioni fornite prima di iniziare la distribuzione. E inoltre
possibile correggere eventuali informazioni errate o incomplete prima di procedere.

Durante la distribuzione, il processo di installazione del nodo di gestione crea volumi con nomi

@ che iniziano con NetApp-HCI- nel cluster di storage Element e un account SolidFire che inizia
con il nome tenant . Non eliminare questi volumi o account; in questo modo si verifichera una
perdita delle funzionalita di gestione.

Fasi

1. Facoltativo: Selezionare I'icona Download per scaricare le informazioni di installazione in formato CSV.
E possibile salvare questo file e consultarlo in seguito per informazioni sulla configurazione.
2. Espandere ciascuna sezione e rivedere le informazioni. Per espandere tutte le sezioni
contemporaneamente, selezionare Espandi tutto.
3. Facoltativo: Per apportare modifiche alle informazioni in qualsiasi sezione visualizzata:
a. Selezionare Modifica nella sezione corrispondente.
b. Apportare le modifiche necessarie.

c. Selezionare continua fino a visualizzare la pagina Rivedi. Le impostazioni precedenti vengono salvate
in ogni pagina.

d. Ripetere i passaggi 2 e 3 per apportare le altre modifiche necessarie.
4. Se non si desidera inviare statistiche del cluster e informazioni di supporto ai server SolidFire Active I1Q
ospitati da NetApp, deselezionare la casella di controllo finale.

In questo modo si disattiva il monitoraggio diagnostico e dello stato di salute in tempo reale per NetApp
HCI. La disattivazione di questa funzione elimina la possibilita per NetApp di supportare e monitorare in
modo proattivo NetApp HCI per rilevare e risolvere i problemi prima che la produzione venga
compromessa.

5. Se tutte le informazioni sono corrette, selezionare Avvia implementazione.

Viene visualizzata una finestra di dialogo. In caso di problemi di connettivita di rete o di interruzione
dell’'alimentazione durante il processo di configurazione finale, o in caso di perdita della sessione del
browser, € possibile copiare 'URL visualizzato nella finestra di dialogo e utilizzarlo per accedere alla
pagina di avanzamento dell'installazione finale.

6. Esaminare le informazioni nella finestra di dialogo e selezionare Copia negli Appunti per copiare 'URL
negli Appunti.
7. Salvare I'URL in un file di testo sul computer.

8. Quando si & pronti per procedere con I'implementazione, selezionare OK.
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Viene avviata 'implementazione e viene visualizzata una pagina di avanzamento. Non chiudere la finestra
del browser né allontanarsi dalla pagina di avanzamento fino al completamento dellimplementazione. Se
la sessione del browser viene persa per qualsiasi motivo, € possibile accedere al’URL copiato in
precedenza (e accettare eventuali avvisi di sicurezza visualizzati) per accedere nuovamente alla pagina di
avanzamento dell’installazione finale.

@ Se I'implementazione non riesce, salvare il testo del messaggio di errore e contattare il
supporto NetApp.

Una volta completata I'implementazione, i nodi di calcolo potrebbero riavviarsi piu di una volta prima di
essere pronti per 'assistenza.

Al termine

Iniziare a utilizzare NetApp HCI selezionando Avvia vSphere.

* Per le installazioni NetApp HCI che utilizzano vSphere 6.7, questo collegamento avvia
l'interfaccia Web di HTML5 vSphere. Per le installazioni che utilizzano vSphere 6.5, questo
collegamento avvia l'interfaccia Web di Adobe Flash vSphere.

@ * Nelle configurazioni a due o tre nodi di storage, NDE configura i nodi di controllo per
I'utilizzo del datastore locale sui nodi di calcolo. Di conseguenza, il client vSphere visualizza
due avvisi utilizzo del datastore su disco. Per continuare, selezionare il collegamento
Ripristina verde in ogni avviso.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"
 "Pagina delle risorse NetApp HCI"

» "Centro di documentazione software SolidFire ed Element"

Attivita post-implementazione

Attivita post-implementazione

A seconda delle scelte effettuate durante il processo di implementazione, &€ necessario
completare alcune attivita finali prima che il sistema NetApp HCI sia pronto per 'uso in
produzione, ad esempio I'aggiornamento di firmware e driver e I'esecuzione delle
modifiche di configurazione finali necessarie.

* "Modifiche di rete supportate"

+ "Disattiva il servizio smartd sui nodi di calcolo NetApp HCI"

* "Disattivare il comando "lacp-Individual" sugli switch configurati"

* "Creare un ruolo NetApp HCC in vCenter"

« "Aggiornamento di VMware vSphere"

* "Installare i driver della GPU per i nodi di calcolo abilitati alla GPU"

+ "Configurare I'accesso completo all’interfaccia utente Web Domain Name"
* "Accedi a NetApp Hybrid Cloud Control"
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* "Riduci l'usura dei supporti di boot su un nodo di calcolo NetApp HCI"

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Modifiche di rete supportate

Dopo aver implementato NetApp HCI, & possibile apportare modifiche limitate alla
configurazione di rete predefinita. Tuttavia, alcune impostazioni sono necessarie per un
funzionamento regolare e un rilevamento corretto della rete. La modifica di queste
impostazioni causera un comportamento imprevisto e potrebbe impedire 'espansione
delle risorse di calcolo e storage.

Dopo aver implementato il sistema, & possibile apportare le seguenti modifiche alla configurazione di rete
predefinita in VMware vSphere in base ai requisiti di rete:

» Modificare i nomi di vSwitch

* Modificare i nomi dei gruppi di porte

» Aggiungere e rimuovere gruppi di porte aggiuntivi

* Modificare I'ordine di failover dell'interfaccia vmnic per eventuali gruppi di porte aggiuntivi aggiunti

Nodi di calcolo H300E, H500E, H700E e H410C

NetApp HCI prevede la seguente configurazione di rete per i nodi H300E, H500E, H700E e H410C.

Di seguito € riportata una configurazione a sei interfacce con VMware vSphere Distributed Switching (VDS).
Questa configurazione & supportata solo se utilizzata con gli switch distribuiti VMware vSphere e richiede la
licenza VMware vSphere Enterprise Plus.

Funzione di rete vmkernel vmnic (interfaccia fisica)
Gestione vmkO Vmnic2 (porta A), vmnic3 (porta B)
ISCSI-A. vmk1 Vmnic5 (porta e)

ISCSI-B. vmk2 Vmnic1 (porta D)

VMotion vmk3 Vmnic4 (porta C), vmnicO (porta F)

Di seguito € riportata una configurazione a sei interfacce con VMware vSphere Standard Switching (VSS).
Questa configurazione utilizza VMware vSphere Standard Switch (VSS).

Funzione di rete vmkernel vmnic (interfaccia fisica)
Gestione vmkO Vmnic2 (porta A), vmnic3 (porta B)
ISCSI-A. vmk2 Vmnic1 (porta e)

ISCSI-B. vmk3 Vmnic5 (porta D)

VMotion vmk1 Vmnic4 (porta C), vmnicO (porta F)
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Di seguito e riportata una configurazione a due interfacce. Questa configurazione & supportata solo se
utilizzata con VMware vSphere Distributed Switch (VDS) e richiede la licenza VMware vSphere Enterprise
Plus.

Funzione di rete vmkernel vmnic (interfaccia fisica)
Gestione vmkO Vmnic1 (porta D), vmnic5 (porta e)
ISCSI-A. vmk1 Vmnic1 (porta e)

ISCSI-B. vmk2 Vmnic5 (porta D)

VMotion vmk3 Vmnic1 (porta C), vmnic5 (porta F)

Nodi di calcolo H610C

NetApp HCI prevede la seguente configurazione di rete per i nodi H610C.

Questa configurazione & supportata solo se utilizzata con VMware vSphere Distributed Switch (VDS) e
richiede la licenza VMware vSphere Enterprise Plus.

@ Le porte A e B non sono utilizzate sul modello H610C.

Funzione di rete vmkernel vmnic (interfaccia fisica)
Gestione vmkO Vmnic2 (porta C), vmnic3 (porta D)
ISCSI-A. vmk1 Vmnic3 (porta D)

ISCSI-B. vmk2 Vmnic2 (porta C)

VMotion vmk3 Vmnic2 (porta C), vmnic3 (porta D)

Nodi di calcolo H615C

NetApp HCI prevede la seguente configurazione di rete per i nodi H615C.

Questa configurazione € supportata solo se utilizzata con VMware vSphere Distributed Switch (VDS) e
richiede la licenza VMware vSphere Enterprise Plus.

Funzione di rete vmkernel vmnic (interfaccia fisica)
Gestione vmkO VmnicO (porta A), vmnic1 (porta B)
ISCSI-A. vmk1 VmnicO (porta B)

ISCSI-B. vmk2 Vmnic1 (porta A)

VMotion vmk3 VmnicO (porta A), vmnic1 (porta B)

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"
+ "Pagina delle risorse NetApp HCI"

» "Centro di documentazione software SolidFire ed Element"
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Disattiva il servizio smartd sui nodi di calcolo NetApp HCI

Per impostazione predefinita, il smartd servizio esegue periodicamente il polling delle
unita nei nodi di elaborazione. Disattivare questo servizio su tutti i nodi di calcolo dopo
aver implementato NetApp HCI.

Fasi

1. Utilizzando SSH o una sessione della console locale, accedere a VMware ESXi sul nodo di calcolo
utilizzando le credenziali root.

2. Arrestare il servizio in esecuzione smartd:
/etc/init.d/smartd stop

3. Impedire I' 'smartd avvio del servizio all’avvio:
chkconfig smartd off

4. Ripetere questi passaggi sugli altri nodi di calcolo dell'installazione.

Trova ulteriori informazioni

» "Disattivare il servizio Smartd in VMware ESXi"
» "Articolo della KB di VMware 2133286"

Disattivare il comando "lacp-Individual” sugli switch configurati

Per impostazione predefinita, il comando switch Mellanox lacp-individual el
comando switch Cisco lacp suspend-individual rimangono configurati dopo la
distribuzione. Questo comando non € richiesto dopo l'installazione; se rimane
configurato, puo causare problemi di accesso al volume durante la risoluzione dei
problemi o il riavvio di uno switch. Dopo la distribuzione, € necessario controllare ogni

configurazione di switch Mellanox e Cisco e rimuovere il lacp-individual comando o.

lacp suspend-individual

Fasi
1. Utilizzando SSH, aprire una sessione per lo switch.

2. Mostra la configurazione in esecuzione:
show running-config

3. Controllare I'uscita di configurazione del contattore per il lacp-individual comando o lacp
suspend-individual .
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xxx-xxxX Indica i numeri di interfaccia forniti dall’utente. Se

(:) necessario, € possibile accedere al numero di interfaccia
visualizzando le interfacce Multi-chassis link Aggregation Group:
"show mlag interfaces

a. Per uno switch Mellanox, verificare che I'output contenga la seguente riga:
interface mlag-port-channel xxx-xxx lacp-individual enable force
b. Per uno switch Cisco, verificare che I'output contenga la seguente riga:
interface mlag-port-channel xxx-xxx lacp suspend-individual enable force

4. Se il comando € presente, rimuoverlo dalla configurazione.

a. Per uno switch Mellanox:
no interface mlag-port-channel xxx-xxx lacp-individual enable force

b. Per uno switch Cisco:
no interface mlag-port-channel xxx-xxx lacp suspend-individual enable force

5. Ripetere questa procedura per ogni switch della configurazione.

Trova ulteriori informazioni

* "ll nodo storage si spegne durante la risoluzione dei problemi"

Creare un ruolo NetApp HCC in vCenter

Si consiglia di creare un ruolo HCC NetApp in vCenter per aggiungere manualmente
risorse vCenter (controller) o nodi di calcolo (nodi) al nodo di gestione dopo l'installazione
o per modificare i controller o i nodi esistenti.

Questo ruolo di NetApp HCC limita la visualizzazione dei servizi del nodo di gestione alle risorse solo NetApp.

A proposito di questa attivita

* Questa procedura descrive i passaggi disponibili nella versione 6.7 di vSphere. L'interfaccia utente di
vSphere potrebbe differire leggermente da quanto descritto a seconda della versione di vSphere installata.
Per ulteriore assistenza, consultare la documentazione di VMware vCenter.

* A"Creare un nuovo ruolo NetApp HCC", & necessario innanzitutto configurare un nuovo account utente in
vCenter, creare un ruolo HCC di NetApp e quindi assegnare le autorizzazioni utente.

* Per le configurazioni host NetApp ESXi, € necessario aggiornare I'account utente creato da NDE al nuovo
ruolo NetApp HCC:

o Utilizzare "questa opzione" se I'host NetApp ESXi non esiste all'interno di un cluster host vCenter

o Utilizzare "questa opzione" questa opzione se I'host NetApp ESXi € presente all’interno di un cluster
host vCenter

« E possibile che "configurare una risorsa controller'esista gia nel nodo di gestione.

« Utilizzare il nuovo ruolo HCC di NetApp per "aggiungere una risorsa o un nodo di calcolo"il nodo di
gestione.
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Creare un nuovo ruolo NetApp HCC

Impostare un nuovo account utente in vCenter, creare un ruolo NetApp HCC e assegnare le autorizzazioni
utente.

Impostare un nuovo account utente in vCenter
Per configurare un nuovo account utente in vCenter, procedere come segue.

Fasi
1. Accedere al client web vSphere come administrator@vsphere.local o equivalente.
Dal menu, selezionare Administration (Amministrazione).
Nella sezione Single Sign on, selezionare Users e Groups.
Nell’elenco dominio, selezionare vsphere.local o il dominio LDAP.

Selezionare Aggiungi utente.

o g~ W DN

Completare il modulo Aggiungi utente.

Creare un nuovo ruolo NetApp HCC in vCenter
Per creare un nuovo ruolo di NetApp HCC in vCenter, attenersi alla seguente procedura.

Fasi
1. Selezionare Edit role (Modifica ruolo) e assegnare le autorizzazioni richieste.
Nel riquadro di navigazione a sinistra, selezionare Global.
Selezionare Diagnostics (Diagnostica) e Licenses (licenze).
Nel riquadro di navigazione a sinistra, selezionare hosts.

Selezionare Maintenance, Power, Storage partition Configuration e firmware.

o o &~ w0 D

Salva con nome NetApp Role.

Assegnare le autorizzazioni utente a vCenter

Attenersi alla seguente procedura per assegnare le autorizzazioni utente al nuovo ruolo NetApp HCC in
vCenter.

Fasi

1. Dal menu, selezionare hosts e Clusters.
2. Nel riquadro di spostamento di sinistra, selezionare una delle seguenti opzioni:
o VVCenter di livello superiore.

o |l vCenter desiderato se si € in Linked Mode (modalita collegata).

L'utilizzo del plug-in NetApp Element per vCenter Server per gestire le risorse del cluster
di altri vCenter Server "Modalita collegata vCenter"e limitato solo ai cluster di storage
locali.

3. Nel riquadro di navigazione a destra, selezionare Permissions (autorizzazioni).

4. Selezionare I'icona + per aggiungere il nuovo utente.
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Aggiungere i seguenti dettagli nella finestra Aggiungi permesso:

a. Selezionare vsphere.local o il dominio LDAP
b. Utilizzare la ricerca per trovare il nuovo utente creato in Impostare un nuovo account utente in vCenter.

C. Selezionare NetApp Role.

@ Non selezionare propaga ai figli.

Add Permission satyabra-vcenterOl.mgmt.ict.openengla.. X

Uset vsphere local

Q netapp

Hola MetApp Role

| Propagate to children

Assegnare le autorizzazioni utente al data center
Attenersi alla seguente procedura per assegnare le autorizzazioni utente al data center in vCenter.

Fasi
1. Nel riquadro di sinistra, selezionare Datacenter.

2. Nel riquadro di navigazione a destra, selezionare Permissions (autorizzazioni).

3. Selezionare l'icona + per aggiungere il nuovo utente.
Aggiungere i seguenti dettagli nella finestra Aggiungi permesso:

a. Selezionare vsphere.local o il dominio LDAP.

b. Utilizzare la ricerca per trovare il nuovo utente HCC creato in Impostare un nuovo account utente in
vCenter.

C. Selezionare ReadOnly role.

(D Non selezionare propaga ai figli.
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Assegnare le autorizzazioni utente agli archivi dati NetApp HCI

Per assegnare le autorizzazioni utente agli archivi dati NetApp HCI in vCenter, procedere come segue.

Fasi

1.
2.

Nel riquadro di sinistra, selezionare Datacenter.

Creare una nuova cartella di storage. Fare clic con il pulsante destro del mouse su Datacenter e
selezionare Create storage folder.

Trasferire tutti i datastore NetApp HCI dal cluster di storage e localmente al nodo di calcolo nella nuova
cartella di storage.

Selezionare la nuova cartella di storage.

5. Nel riquadro di navigazione a destra, selezionare Permissions (autorizzazioni).

Selezionare l'icona + per aggiungere il nuovo utente.
Aggiungere i seguenti dettagli nella finestra Aggiungi permesso:

a. Selezionare vsphere.local o il dominio LDAP.

b. Utilizzare la ricerca per trovare il nuovo utente HCC creato in Impostare un nuovo account utente in
vCenter.

C. Selezionare Administrator role

d. Selezionare propaga ai figli.

Assegnare le autorizzazioni utente a un cluster host NetApp

Attenersi alla seguente procedura per assegnare le autorizzazioni utente a un cluster host NetApp in vCenter.

Fasi

1.
2.
3.

Nel riquadro di navigazione a sinistra, selezionare il cluster host NetApp.
Nel riquadro di navigazione a destra, selezionare Permissions (autorizzazioni).

Selezionare l'icona + per aggiungere il nuovo utente.
Aggiungere i seguenti dettagli nella finestra Aggiungi permesso:

a. Selezionare vsphere.local o il dominio LDAP.

b. Utilizzare la ricerca per trovare il nuovo utente HCC creato in Impostare un nuovo account utente in
vCenter.

C. Selezionare NetApp Role 0 Administrator.

d. Selezionare propaga ai figli.

Configurazioni host NetApp ESXi

Per le configurazioni host NetApp ESXi, &€ necessario aggiornare I'account utente creato da NDE al nuovo
ruolo NetApp HCC.

L’host NetApp ESXi non esiste in un cluster host vCenter

Se I'host NetApp ESXi non esiste all'interno di un cluster host vCenter, € possibile utilizzare la seguente
procedura per assegnare il ruolo NetApp HCC e le autorizzazioni utente in vCenter.
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Fasi

1.
2.
3.
4.

5.

Dal menu, selezionare hosts e Clusters.
Nel riquadro di navigazione a sinistra, selezionare I'host NetApp ESXi.
Nel riquadro di navigazione a destra, selezionare Permissions (autorizzazioni).

Selezionare l'icona + per aggiungere il nuovo utente.
Aggiungere i seguenti dettagli nella finestra Aggiungi permesso:

a. Selezionare vsphere.local o il dominio LDAP.
b. Utilizzare la ricerca per trovare il nuovo utente creato in Impostare un nuovo account utente in vCenter.
C. Selezionare NetApp Role 0 Administrator.

Selezionare propaga ai figli.

L’host NetApp ESXi esiste in un cluster host vCenter

Se un host NetApp ESXi esiste all'interno di un cluster host vCenter con host ESXi di altri fornitori, &€ possibile
utilizzare la seguente procedura per assegnare il ruolo NetApp HCC e le autorizzazioni utente in vCenter.

1.

. Nel riquadro di spostamento di sinistra, espandere il cluster host desiderato.

AW N

Dal menu, selezionare hosts e Clusters.

. Nel riquadro di navigazione a destra, selezionare Permissions (autorizzazioni).

. Selezionare I'icona + per aggiungere il nuovo utente.

Aggiungere i seguenti dettagli nella finestra Aggiungi permesso:

a. Selezionare vsphere.local o il dominio LDAP.
b. Utilizzare la ricerca per trovare il nuovo utente creato in Impostare un nuovo account utente in vCenter.

C. Selezionare NetApp Role.

@ Non selezionare propaga ai figli.

5. Nel riquadro di navigazione a sinistra, selezionare un host NetApp ESXi.

8.
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. Nel riquadro di navigazione a destra, selezionare Permissions (autorizzazioni).

. Selezionare I'icona + per aggiungere il nuovo utente.

Aggiungere i seguenti dettagli nella finestra Aggiungi permesso:

a. Selezionare vsphere.local o il dominio LDAP.

b. Utilizzare la ricerca per trovare il nuovo utente creato in Impostare un nuovo account utente in vCenter.
C. Selezionare NetApp Role 0 Administrator.

d. Selezionare propaga ai figli.

Ripetere I'operazione per gli host NetApp ESXi rimanenti nel cluster host.



La risorsa del controller esiste gia nel nodo di gestione

Se una risorsa controller esiste gia sul nodo di gestione, eseguire i seguenti passaggi per configurare il
controller utilizzando PUT /assets /{asset id} /controllers /{controller id}

Fasi
1. Accedere all'interfaccia utente API del servizio mnode sul nodo di gestione:

https://<ManagementNodeIP>/mnode

2. Selezionare autorizzare e immettere le credenziali per accedere alle chiamate API.
3. Selezionare GET /assets per ottenere I'ID principale.
4. Selezionare PUT /assets /{asset_id} /controllers /{controller id}.

a. Inserire le credenziali create nella configurazione dell’account nel corpo della richiesta.

Aggiungere una risorsa o un nodo di calcolo al nodo di gestione

Se € necessario aggiungere manualmente una nuova risorsa o un nodo di elaborazione (e risorse BMC) dopo
l'installazione, utilizzare il nuovo account utente HCC creato in Impostare un nuovo account utente in vCenter.
Per ulteriori informazioni, vedere "Aggiungere risorse di calcolo e controller al nodo di gestione".

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Aggiornamento di VMware vSphere

Dopo aver implementato NetApp HCI, &€ necessario utilizzare VMware vSphere Lifecycle
Manager per applicare le patch di sicurezza piu recenti per la versione di VMware
vSphere utilizzata con NetApp HCI.

Utilizzare "Tool di matrice di interoperabilita” per verificare che tutte le versioni del software siano compatibili.
Per ulteriori informazioni, vedere la "Documentazione di VMware vSphere Lifecycle Manager" .

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"
» "Pagina delle risorse NetApp HCI"

« "Centro di documentazione software SolidFire ed Element"

Installare i driver della GPU per i nodi di calcolo abilitati alla GPU

| nodi di calcolo con unita di elaborazione grafica NVIDIA (GPU), come il modello H610C,
necessitano di driver software NVIDIA installati in VMware ESXi per poter sfruttare la
maggiore potenza di elaborazione. Dopo aver implementato nodi di calcolo con GPU, &
necessario eseguire questi passaggi su ogni nodo di calcolo abilitato alla GPU per
installare i driver GPU in ESX.
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Fasi
1. Aprire un browser e accedere al portale delle licenze NVIDIA al seguente URL.:

https://nvid.nvidia.com/dashboard/

2. Scaricare uno dei seguenti pacchetti di driver sul computer, a seconda del’ambiente in uso:

Versione di vSphere Pacchetto di driver

VSphere 6.5 NVIDIA-GRID-vSphere-6.5-410.92-410.91-
412.16.zip

VSphere 6.7 NVIDIA-GRID-vSphere-6.7-410.92-410.91-
412.16.zip

3. Estrarre il pacchetto di driver sul computer.
Il file .VIB risultante ¢ il file del driver non compresso.

4. Copiare il .v1B file del driver dal computer a ESXi in esecuzione sul nodo di calcolo. | seguenti comandi di
esempio per ciascuna versione presuppongono che il driver si trovi nella $SHOME /NVIDIA/ESX6.x/

directory dell’host di gestione. L'utility SCP & facilmente disponibile nella maggior parte delle distribuzioni
Linux o e disponibile come utility scaricabile per tutte le versioni di Windows:

Versione di ESXi Descrizione

ESXi 6,5 scp $HOME/NVIDIA/ESX6.5/NVIDIA**.vib
root@<ESXi IP ADDR>:/.

ESXi 6,7 scp $HOME/NVIDIA/ESX6.7/NVIDIA**.vib
root@<ESXi IP ADDR>:/.

5. Attenersi alla seguente procedura per accedere come root all’host ESXi e installare NVIDIA vGPU
Manager in ESXi.

a. Eseguire il seguente comando per accedere all’host ESXi come utente root:

ssh root@<ESXi IP ADDRESS>

b. Eseguire il seguente comando per verificare che non siano installati driver NVIDIA GPU:

nvidia-smi

Questo comando deve restituire il messaggio nvidia-smi: not found.

c. Eseguire i seguenti comandi per attivare la modalita di manutenzione sull’host e installare NVIDIA
vGPU Manager dal file VIB:
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esxcli system maintenanceMode set --enable true
esxcli software vib install -v /NVIDIA**.vib

Viene visualizzato il messaggio Operation finished successfully.

d. Eseguire il seguente comando e verificare che tutti gli otto driver GPU siano elencati nell’output del

comando:

nvidia-smi

e. Eseguire il seguente comando per verificare che il pacchetto NVIDIA vGPU sia stato installato e

caricato correttamente:

vmkload mod -1 | grep nvidia

Il comando dovrebbe restituire un output simile al seguente: nvidia 816 13808

f. Eseguire il seguente comando per riavviare I'host:

reboot -f

g. Eseguire il seguente comando per uscire dalla modalita di manutenzione:

esxcli system maintenanceMode set --enable false

6. Ripetere i passaggi 4-6 per tutti gli altri nodi di calcolo appena implementati con GPU NVIDIA.

7. Eseguire le seguenti operazioni seguendo le istruzioni riportate nel sito della documentazione NVIDIA:

a. Installare il server di licenza NVIDIA.

b. Configurare le macchine virtuali guest per il software NVIDIA vGPU.

c. Se si utilizzano desktop compatibili con vGPU in un contesto di infrastruttura di desktop virtuale (VDI),

configurare VMware Horizon View per il software NVIDIA vGPU.

Trova ulteriori informazioni

« "Pagina delle risorse NetApp HCI"

» "Centro di documentazione software SolidFire ed Element”

Configurare I'accesso completo all’interfaccia utente Web Domain Name

NetApp HCI con Element 12,2 o versione successiva consente di accedere alle

interfacce Web del cluster di archiviazione utilizzando il nome di dominio completo
(FQDN). Se si desidera utilizzare 'lFQDN per accedere alle interfacce utente Web, ad
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esempio l'interfaccia utente Web Element, I'interfaccia utente per nodo o 'interfaccia
utente del nodo di gestione, € necessario prima aggiungere un’impostazione del cluster
di storage per identificare 'TFQDN utilizzato dal cluster. Cid consente al cluster di
reindirizzare correttamente una sessione di accesso e di migliorare I'integrazione con
servizi esterni come i key manager e i provider di identita per 'autenticazione a piu fattori.

Di cosa hai bisogno
* Questa funzione richiede Element 12.2 o versione successiva.

 La configurazione di questa funzionalita utilizzando le APl REST di NetApp Hybrid Cloud Control richiede
servizi di gestione 2.15 o successivi.

 La configurazione di questa funzione mediante l'interfaccia utente di NetApp Hybrid Cloud Control richiede
servizi di gestione 2.19 o successivi.

* Per utilizzare le API REST, & necessario aver implementato un nodo di gestione con versione 11.5 o0
successiva.

» Sono necessari nomi di dominio completi per il nodo di gestione e ciascun cluster di storage che si
risolvono correttamente nell’indirizzo IP del nodo di gestione e in ciascun indirizzo IP del cluster di storage.

E possibile configurare o rimqovere I'accesso all’interfaccia utente Web FQDN utilizzando NetApp Hybrid
Cloud Control e 'API REST. E inoltre possibile risolvere i problemi relativia FQDN configurati in modo errato.
» Configurare I'accesso all'interfaccia utente Web FQDN utilizzando NetApp Hybrid Cloud Control
« Configurare I'accesso all'interfaccia utente Web FQDN utilizzando 'API REST
* Rimuovere I'accesso all'interfaccia utente Web FQDN utilizzando NetApp Hybrid Cloud Control
* Rimuovere I'accesso allinterfaccia utente Web FQDN utilizzando I'API REST

* Risoluzione dei problemi

Configurare I’accesso all’interfaccia utente Web FQDN utilizzando NetApp Hybrid Cloud Control

Fasi

1. Aprire I'indirizzo IP del nodo di gestione in un browser Web:
https://<ManagementNodeIP>

Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.
Selezionare I'icona del menu nella parte superiore destra della pagina.

Selezionare Configura.

Nel riquadro Fully Qualified Domain Names, selezionare Set Up.

Nella finestra visualizzata, immettere gli FQDN per il nodo di gestione e ciascun cluster di storage.

N o gk~ 0 DN

Selezionare Salva.

Il riquadro Fully Qualified Domain Names elenca ciascun cluster di storage con i relativi MVIP e FQDN
associati.

@ Solo i cluster di storage connessi con il set FQDN sono elencati nel riquadro Fully Qualified
Domain Names.

104



Configurare I’accesso all’interfaccia utente Web FQDN utilizzando ’API REST

Fasi

1. Assicurarsi che i nodi storage Element e il nodo di gestione abbiano il DNS configurato correttamente per
'ambiente di rete in modo che gli FQDN nell’ambiente possano essere risolti. Per impostare il DNS,
accedere all’'interfaccia utente per nodo per i nodi di storage e al nodo di gestione, quindi selezionare
Impostazioni di rete > rete di gestione.

a. Ul per nodo per i nodi storage: https://<storage node management IP>:442
b. Ul per nodo per il nodo di gestione: https://<ManagementNodeIP>:442

2. Modificare le impostazioni del cluster di storage utilizzando I’API Element.

a. Accedere al’API Element e creare la seguente preferenza di interfaccia cluster utilizzando |l
CreateClusterInterfacePreference metodo API, quindiinserire il FQDN MVIP del cluster come
valore di preferenza:

* Nome: mvip fgdn

= Valore: <Fully Qualified Domain Name for the Cluster MVIP>

Ad esempio, 'lFQDN & storagecluster.my.org:

https://<Cluster MVIP>/json-
rpc/12.2?method=CreateClusterInterfacePreference&name=mvip fgdné&value=st
oragecluster.my.org

3. Modificare le impostazioni del nodo di gestione utilizzando I'’API REST sul nodo di gestione:

a. Accedere all'interfaccia utente APl REST per il nodo di gestione immettendo l'indirizzo IP del nodo di
gestione seguito da /mnode/2/. Ad esempio:

https://<ManagementNodeIP>/mnode/2/

b. Selezionare autorizzare o un’icona a forma di lucchetto e inserire il nome utente e la password del
cluster di elementi.

C. Immettere I'ID client come mnode-client.
Selezionare autorizzare per avviare una sessione.

Chiudere la finestra.

-~ © o

Selezionare GET /settings.

Selezionare Provalo.

I @

Selezionare Esegui.

Si noti se il proxy viene utilizzato come indicato in "use proxy" true o false.
j- Selezionare PUT /settings.
k. Selezionare Provalo.

l. Nell'area del corpo della richiesta, immettere il nodo di gestione FQDN come valore per il mnode fgdn
parametro. Specificare anche se il proxy deve essere utilizzato (true 0 false dal passaggio
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precedente) per il use proxy parametro.

"mnode fgdn": "mnode.my.org",
"use proxy": false

m. Selezionare Esegui.

Rimuovere I'accesso all’interfaccia utente Web FQDN utilizzando NetApp Hybrid Cloud Control

E possibile utilizzare questa procedura per rimuovere I'accesso Web FQDN per il nodo di gestione e i cluster di
storage.

Fasi
1. Nel riquadro Fully Qualified Domain Names, selezionare Edit (Modifica).

2. Nella finestra visualizzata, eliminare il contenuto del campo di testo FQDN.

3. Selezionare Salva.

La finestra si chiude e 'lFQDN non & piu elencato nel riquadro Fully Qualified Domain Names.

Rimuovere I’accesso all’interfaccia utente Web FQDN utilizzando ’API REST

Fasi

1. Modificare le impostazioni del cluster di storage utilizzando I’API Element.

a. Accedere al’API Element ed eliminare la seguente preferenza di interfaccia cluster utilizzando |l
DeleteClusterInterfacePreference metodo API:

* Nome: mvip fgdn

Ad esempio:

https://<Cluster MVIP>/json-
rpc/12.2?method=DeleteClusterInterfacePreference&name=mvip fqgdn

2. Modificare le impostazioni del nodo di gestione utilizzando 'API REST sul nodo di gestione:

a. Accedere all'interfaccia utente API REST per il nodo di gestione immettendo I'indirizzo IP del nodo di
gestione seguito da /mnode/2/. Ad esempio:

https://<ManagementNodeIP>/mnode/2/

b. Selezionare autorizzare o un’icona a forma di lucchetto e inserire il nome utente e la password del
cluster di elementi.

c. Immettere I'ID client come mnode-client.
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d. Selezionare autorizzare per avviare una sessione.

e. Chiudere la finestra.

—h

Selezionare PUT /settings.

Selezionare Provalo.

I @

Nell'area del corpo della richiesta, non immettere un valore per il mnode fgdn parametro. Specificare

anche se il proxy deve essere utilizzato (true 0 false) peril use proxy parametro.

"mnode fgdn":
"use proxy":

i. Selezionare Esegui.

Risoluzione dei problemi

mn
4

false

Se gli FQDN non sono configurati correttamente, potrebbero verificarsi problemi di accesso al nodo di
gestione, a un cluster di storage o a entrambi. Utilizzare le seguenti informazioni per risolvere il problema.

Problema

* Viene visualizzato un errore del
browser quando si tenta di
accedere al nodo di gestione o
al cluster di storage utilizzando
I'FQDN.

* Non & possibile accedere al
nodo di gestione o al cluster di
storage utilizzando un indirizzo
IP.

» Viene visualizzato un errore del
browser quando si tenta di
accedere al FQDN del cluster
di storage.

* Non & possibile accedere al
nodo di gestione o al cluster di
storage utilizzando un indirizzo
IP.

« Si verifica un errore del
browser quando si tenta di
accedere al nodo di gestione
FQDN.

« E possibile accedere al nodo di
gestione e al cluster di storage
utilizzando un indirizzo IP.

Causa

L'FQDN del nodo di gestione e
I'FQDN del cluster di storage non
sono configurati correttamente.

L'FQDN del nodo di gestione &
configurato correttamente, ma
I'FQDN del cluster di storage non &
configurato correttamente.

L’FQDN del nodo di gestione non &
configurato correttamente, ma
I'FQDN del cluster di storage &
configurato correttamente.

Risoluzione

Utilizzare le istruzioni REST API
riportate in questa pagina per
rimuovere le impostazioni FQDN
del nodo di gestione e del cluster di
storage e configurarle di nuovo.

Utilizzare le istruzioni REST API
riportate in questa pagina per
rimuovere le impostazioni FQDN
del cluster di storage e configurarle
di nuovo.

Accedere a NetApp Hybrid Cloud
Control per correggere le
impostazioni FQDN del nodo di
gestione nell’interfaccia utente
oppure utilizzare le istruzioni API
REST in questa pagina per
correggere le impostazioni.
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Trova ulteriori informazioni

* "Informazioni sull’API CreateClusterinterfacePreference nel centro di documentazione di SolidFire ed
Element"

+ "Pagina delle risorse NetApp HCI"

» "Centro di documentazione software SolidFire ed Element"

Accedi a NetApp Hybrid Cloud Control

Il controllo del cloud ibrido NetApp ti consente di gestire NetApp HCI. E possibile
aggiornare i servizi di gestione e altri componenti di NetApp HCI ed espandere e
monitorare I'installazione. Per accedere a NetApp Hybrid Cloud Control, accedere
all'indirizzo IP del nodo di gestione.

Di cosa hai bisogno

» Cluster Administrator permissions (autorizzazioni amministratore cluster): Si dispone delle
autorizzazioni di amministratore per il cluster di storage.

» Servizi di gestione: | servizi di gestione sono stati aggiornati almeno alla versione 2.1.326. NetApp Hybrid
Cloud Control non & disponibile nelle versioni precedenti del service bundle. Per informazioni sulla
versione corrente del pacchetto di servizi, vedere "Note sulla versione di Management Services" .

Fasi
1. Aprire I'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:

https://<ManagementNodeIP>

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

Viene visualizzata l'interfaccia NetApp Hybrid Cloud Control.

Se si ¢ effettuato I'accesso utilizzando autorizzazioni insufficienti, viene visualizzato il
messaggio "Impossibile caricare" nelle pagine delle risorse HCC e le risorse non saranno
disponibili.

Trova ulteriori informazioni

+ "Pagina delle risorse NetApp HCI"

» "Centro di documentazione software SolidFire ed Element"

Riduci 'usura dei supporti di boot su un nodo di calcolo NetApp HCI

Quando si utilizza una memoria flash o un supporto di avvio NVDIMM con un nodo di
calcolo NetApp HCI, mantenendo i log di sistema su tale supporto si ottengono scritture
frequenti su quel supporto. In questo modo, la memoria flash potrebbe essere degradata.
Seguire le istruzioni contenute nel seguente articolo della Knowledge base per spostare il
file di log dell’host e il file di dump core in una posizione di storage condivisa, in modo da
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prevenire il degrado del supporto di avvio nel tempo e prevenire errori del disco di avvio
completo.

"Come ridurre I'usura del disco di avvio di un nodo di calcolo NetApp HCI"

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"
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Gestire NetApp HCI

Panoramica sulla gestione di NetApp HCI

Puoi gestire le credenziali per NetApp HCI, gli account utente, i cluster di storage, i
volumi, i gruppi di accesso ai volumi, gli initiator, le policy di qualita del servizio dei volumi
e il nodo di gestione.

Di seguito sono riportati gli elementi che € possibile utilizzare:

» "Aggiornare le credenziali vCenter ed ESXi"
» "Gestire le risorse di storage NetApp HCI"
 "Lavorare con il nodo di gestione"

* "Spegnere e riaccendere il sistema NetApp HCI"

Trova ulteriori informazioni

» "Pagina delle risorse NetApp HCI"

Aggiornare le credenziali vCenter ed ESXi

Per mantenere la piena funzionalita di NetApp Hybrid Cloud Control per la tua
installazione NetApp HCI, quando modifichi le tue credenziali negli host vCenter ed ESXi,
devi anche aggiornare tali credenziali nel servizio asset sul nodo di gestione.

A proposito di questa attivita

NetApp Hybrid Cloud Control comunica con vCenter e i singoli nodi di calcolo che eseguono VMware vSphere
ESXi per recuperare le informazioni per la dashboard e facilitare gli aggiornamenti a rotazione di firmware,
software e driver. NetApp Hybrid Cloud Control e i relativi servizi sul nodo di gestione utilizzano credenziali
(nome utente/password) per I'autenticazione con VMware vCenter ed ESXi.

Se la comunicazione tra questi componenti non riesce, NetApp Hybrid Cloud Control e vCenter visualizzano
messaggi di errore quando si verificano problemi di autenticazione. Se non riesce a comunicare con l'istanza
di VMware vCenter associata nell’'installazione di NetApp HCI, il controllo del cloud ibrido NetApp visualizza un
banner di errore rosso. VMware vCenter visualizza i messaggi di blocco dell’account ESXi per i singoli host
ESXi in seguito al NetApp Hybrid Cloud Control che utilizza credenziali obsolete.

Il nodo di gestione in NetApp HCI fa riferimento a questi componenti utilizzando i seguenti nomi:

* Le "risorse dei controller" sono istanze di vCenter associate all’installazione di NetApp HCI.
* Le "risorse dei nodi di calcolo” sono gli host ESXi presenti nell’installazione di NetApp HCI.
Durante l'installazione iniziale di NetApp HCI utilizzando il motore di implementazione NetApp, il nodo di

gestione ha memorizzato le credenziali dell’'utente amministrativo specificato per vCenter e la password
dell’account "root" sui server ESXi.
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Aggiornare la password di vCenter utilizzando I’API REST del nodo di gestione

Seguire la procedura per aggiornare le risorse del controller. Vedere "Visualizzare o modificare le risorse dei
controller esistenti".

Aggiornare la password ESXi utilizzando I’API REST del nodo di gestione

Fasi

1. Per una panoramica dell’interfaccia utente REST API del nodo di gestione, vedere la "Panoramica
dell'interfaccia utente REST API del nodo di gestione".

2. Accedere all'interfaccia utente APl REST per i servizi di gestione sul nodo di gestione:
https://<ManagementNodeIP>/mnode

Sostituire <management node IP> con l'indirizzo IPv4 del nodo di gestione sulla rete di gestione utilizzata
per NetApp HCI.
3. Selezionare autorizzare o qualsiasi icona a forma di lucchetto e completare le seguenti operazioni:
a. Inserire il nome utente e la password amministrativi del cluster NetApp SolidFire.
b. Immettere I'ID client come mnode-client.
c. Selezionare autorizzare per avviare una sessione.
d. Chiudere la finestra.

4. Dallinterfaccia utente del’API REST, selezionare GET /assets/compute_node.

In questo modo vengono recuperati i record delle risorse dei nodi di calcolo memorizzate nel nodo di
gestione.

Di seguito viene riportato il collegamento diretto a questa API nell’interfaccia utente:

https://<ManagementNodeIP>/mnode/#/assets/routes.vl.assets api.get compu
te nodes

5. Selezionare Provalo.
6. Selezionare Esegui.

7. Dal corpo di risposta, identificare i record delle risorse del nodo di calcolo che richiedono credenziali
aggiornate. E possibile utilizzare le proprieta "ip" € "nome_host" per trovare i record host ESXi corretti.
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"config": { },

"credentialid": <credential id>,
"hardware tag": <tag>,

"host name": <host name>,

"id": <id>,

"ip": <ip>,

"parent": <parent>,

"type": ESXi Host

@ Il passaggio successivo utilizza i campi "padre" e "id" nel record di risorsa di calcolo per fare
riferimento al record da aggiornare.

8. Configurare la risorsa specifica del nodo di calcolo:
a. Selezionare PUT /assets/{asset_id}/compute-node/{compute_id}.

Di seguito viene riportato il collegamento diretto allAPI nell’interfaccia utente:

https://<ManagementNodeIP>/mnode/#/assets/routes.vl.assets api.put asset
s_compute id

. Selezionare Provalo.

o Q

. Inserire "asset_id" con le informazioni "padre".

. Inserire

(9]

ID_calcolo" con le informazioni "id".

o

. Modificare il corpo della richiesta nell’interfaccia utente per aggiornare solo i parametri di password e
nome utente nel record della risorsa di calcolo:

{
"password": "<password>",
"username": "<username>"

}

e. Selezionare Esegui.

f. Verificare che la risposta sia HTTP 200, che indica che le nuove credenziali sono state memorizzate
nel record delle risorse di calcolo a cui si fa riferimento

9. Ripetere i due passaggi precedenti per le risorse aggiuntive dei nodi di calcolo che devono essere
aggiornate con una nuova password.

10. Passare a https://<mNode_ip>/inventory/1/.
a. Selezionare autorizzare o qualsiasi icona a forma di lucchetto e completare le seguenti operazioni:
i. Inserire il nome utente e la password amministrativi del cluster NetApp SolidFire.
i. Immettere I'ID client come mnode-client.

ii. Selezionare autorizzare per avviare una sessione.
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iv. Chiudere la finestra.
b. Dall'interfaccia utente APl REST, selezionare GET /Installations.
c. Selezionare Provalo.
d. Selezionare True dall’elenco a discesa Refresh description (Descrizione aggiornamento).
e. Selezionare Esegui.
f. Verificare che la risposta sia HTTP 200.

11. Attendere circa 15 minuti per far scomparire il messaggio di blocco dell’account in vCenter.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Gestire lo storage NetApp HCI

Panoramica sullo storage Manage NetApp HCI

Con NetApp HCI, puoi gestire queste risorse di storage utilizzando il controllo del cloud
ibrido NetApp.

» "Creare e gestire gli account utente"

» "Aggiungere e gestire cluster di storage”

* "Creare e gestire i volumi"

+ "Creare e gestire i gruppi di accesso ai volumi"
+ "Creare e gestire gli iniziatori"

* "Creare e gestire policy di QoS per volumi"

Trova ulteriori informazioni

+ "Centro di documentazione di SolidFire ed Element 12,2"
* "Plug-in NetApp Element per server vCenter"

 "Pagina delle risorse NetApp HCI"

Creare e gestire gli account utente utilizzando NetApp Hybrid Cloud Control

Nei sistemi storage basati su elementi, &€ possibile creare utenti di cluster autorevoli per
consentire 'accesso a NetApp Hybrid Cloud Control in base alle autorizzazioni che si
desidera concedere agli utenti "Administrator" o "Read-only". Oltre agli utenti del cluster,
esistono anche account di volume che consentono ai client di connettersi ai volumi su un
nodo di storage.

Gestire i seguenti tipi di account:

+ Gestire gli account cluster autorevoli
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Gestire gli account dei volumi

Attiva LDAP

Per utilizzare LDAP per qualsiasi account utente, € necessario prima attivare LDAP.

Fasi

1.
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Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, selezionare I'icona Opzioni in alto a destra e selezionare Gestione utenti.
Dalla pagina utenti, selezionare Configura LDAP.

Definire la configurazione LDAP.

Selezionare il tipo di autenticazione Search and Bind (Cerca e bind) o Direct Bind (Bind diretto).

Prima di salvare le modifiche, selezionare Test LDAP Log in (verifica accesso LDAP) nella parte superiore
della pagina, inserire il nome utente e la password di un utente noto esistente e selezionare Test.

Selezionare Salva.

Gestire gli account cluster autorevoli

"Account utente autorevoli" Sono gestiti dall’'opzione di gestione utenti del menu in alto a destra nel controllo
cloud ibrido NetApp. Questi tipi di account consentono di eseguire I'autenticazione con qualsiasi risorsa di
storage associata a un’istanza di nodi e cluster di NetApp Hybrid Cloud Control. Con questo account, puoi
gestire volumi, account, gruppi di accesso e molto altro in tutti i cluster.

Creare un account cluster autorevole

Puoi creare un account utilizzando NetApp Hybrid Cloud Control.

Questo account puo essere utilizzato per accedere al controllo del cloud ibrido, all’interfaccia utente per nodo
per il cluster e al cluster di storage nel software NetApp Element.

Fasi

1.

a c 0N
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Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dal dashboard, selezionare I'icona Opzioni in alto a destra, quindi selezionare Gestione utenti.
Selezionare Create User (Crea utente).

Selezionare il tipo di autenticazione del cluster o LDAP.

Completare una delle seguenti operazioni:

o Se si seleziona LDAP, inserire il DN.
Per utilizzare LDAP, & necessario prima attivare LDAP o LDAPS. Vedere Attiva LDAP.

o Se si seleziona Cluster come tipo di autorizzazione, immettere un nome e una password per il nuovo
account.

Selezionare le autorizzazioni di amministratore o di sola lettura.



Per visualizzare le autorizzazioni dal software NetApp Element, selezionare Mostra

permessi legacy. Se si seleziona un sottoinsieme di queste autorizzazioni, all’account
vengono assegnate autorizzazioni di sola lettura. Se si selezionano tutte le autorizzazioni
legacy, all’account vengono assegnate le autorizzazioni di amministratore.

Per garantire che tutti i figli di un gruppo ereditino le autorizzazioni, creare un gruppo di
amministratori dell’organizzazione DN nel server LDAP. Tutti gli account figlio di quel gruppo
erediteranno tali autorizzazioni.

7. Selezionare la casella "ho letto e accettato il Contratto di licenza con I'utente finale di NetApp".

8. Selezionare Create User (Crea utente).

Modificare un account cluster autorevole

E possibile modificare le autorizzazioni o la password di un account utente utilizzando NetApp Hybrid Cloud
Control.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

2. Dalla dashboard, selezionare sull’icona in alto a destra e selezionare Gestione utenti.

3. E possibile filtrare I'elenco degli account utente selezionando Cluster, LDAP o IDP.
Se sono stati configurati utenti nel cluster di archiviazione con LDAP, tali account visualizzano un tipo
utente "LDAP". Se sono stati configurati utenti nel cluster di archiviazione con IDP, tali account mostrano
un tipo utente di "IDP".

. Nella colonna azioni della tabella, espandere il menu dell’account e selezionare Modifica.

. Apportare le modifiche necessarie.

. Selezionare Salva.

. Disconnettersi da NetApp Hybrid Cloud Control.

0 N OO o b

. "Aggiornare le credenziali" Per la risorsa cluster autorevole che utilizza I’API di controllo cloud ibrido
NetApp.

L’aggiornamento dell'inventario potrebbe richiedere fino a 15 minuti dall'interfaccia utente di
NetApp Hybrid Cloud Control. Per aggiornare manualmente I'inventario, accedi al servizio di

@ inventario dell'interfaccia utente dellAPI REST https://<ManagementNodeIP>/
inventory/1/ ed esegui GET /installations/{id} per il cluster.

9. Accedi a NetApp Hybrid Cloud Control.

Eliminare un account utente autorevole

E possibile eliminare uno o pitl account quando non sono pill necessari. E possibile eliminare un account
utente LDAP.

Non & possibile eliminare I'account utente amministratore principale per il cluster autorevole.

Fasi
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1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

2. Dalla dashboard, selezionare sull’icona in alto a destra e selezionare Gestione utenti.
3. Nella colonna azioni della tabella utenti, espandere il menu dell’account e selezionare Elimina.

4. Confermare I'’eliminazione selezionando Si.

Gestire gli account dei volumi

"Account di volume" Sono gestiti all'interno della tabella NetApp Hybrid Cloud Control Volumes. Questi account
sono specifici solo per il cluster di storage in cui sono stati creati. Questi tipi di account consentono di
impostare le autorizzazioni sui volumi in rete, ma non hanno alcun effetto al di fuori di tali volumi.

Un account volume contiene 'autenticazione CHAP richiesta per accedere ai volumi assegnati.

Creare un account volume
Creare un account specifico per questo volume.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, selezionare Storage > Volumes.
Selezionare la scheda account.
Selezionare il pulsante Crea account.

Immettere un nome per il nuovo account.

© o > w0 Db

Nella sezione CHAP Settings (Impostazioni CHAP), immettere le seguenti informazioni:
o Initiator Secret per I'autenticazione della sessione del nodo CHAP

o Segreto di destinazione per l'autenticazione della sessione del nodo CHAP

@ Per generare automaticamente una password, lasciare vuoti i campi delle credenziali.
7. Selezionare Crea account.

Modificare un account volume

E possibile modificare le informazioni CHAP e modificare se un account ¢ attivo o bloccato.

@ L’eliminazione o il blocco di un account associato al nodo di gestione comporta un nodo di
gestione inaccessibile.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

2. Dalla dashboard, selezionare Storage > Volumes.
3. Selezionare la scheda account.

4. Nella colonna azioni della tabella, espandere il menu dell’account e selezionare Modifica.
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5. Apportare le modifiche necessarie.

6. Confermare le modifiche selezionando Si.

Eliminare un account volume

Eliminare un account non piu necessario.

Prima di eliminare un account di volume, eliminare e rimuovere i volumi associati all’account.

@ L’eliminazione o il blocco di un account associato al nodo di gestione comporta un nodo di
gestione inaccessibile.

| volumi persistenti associati ai servizi di gestione vengono assegnati a un nuovo account

@ durante l'installazione o I'aggiornamento. Se si utilizzano volumi persistenti, non modificare o
eliminare i volumi o I'account associato. Se si eliminano questi account, si potrebbe rendere
inutilizzabile il nodo di gestione.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, selezionare Storage > Volumes.
Selezionare la scheda account.

Nella colonna azioni della tabella, espandere il menu dell’account e selezionare Elimina.

o~ w0 N

Confermare I'eliminazione selezionando Si.

Trova ulteriori informazioni

* "Scopri di piu sugli account"
« "Utilizzare gli account utente"
* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Aggiungi e gestisci cluster di storage utilizzando NetApp Hybrid Cloud Control

E possibile aggiungere cluster di storage all’inventario delle risorse dei nodi di gestione in
modo che possano essere gestiti utilizzando NetApp Hybrid Cloud Control (HCC). Il
primo cluster di archiviazione aggiunto durante la configurazione del sistema € quello
predefinito "cluster di storage autorevole”, ma €& possibile aggiungere cluster aggiuntivi
utilizzando l'interfaccia utente di HCC.

Dopo 'aggiunta di un cluster di storage, & possibile monitorare le prestazioni del cluster, modificare le
credenziali del cluster di storage per la risorsa gestita o rimuovere un cluster di storage dall'inventario delle
risorse del nodo di gestione se non & piu necessario gestirlo con HCC.

A partire da Element 12,2, puoi usare le "modalita di manutenzione"opzioni delle funzioni per attivare e
disattivare la modalita di manutenzione per i nodi del cluster di storage.

Di cosa hai bisogno
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* Autorizzazioni di amministratore del cluster: Si dispone delle autorizzazioni di amministratore su
"cluster di storage autorevole”. Il cluster autorevole & il primo cluster aggiunto all'inventario dei nodi di
gestione durante l'installazione del sistema.

* Element software: La versione del cluster di archiviazione utilizza il software NetApp Element 11,3 o
versione successiva.

+ Nodo di gestione: E stato distribuito un nodo di gestione che esegue la versione 11,3 o successiva.

 Servizi di gestione: Il pacchetto di servizi di gestione € stato aggiornato alla versione 2,17 o successiva.
Opzioni

» Aggiungere un cluster di storage

+ Confermare lo stato del cluster di storage

Modificare le credenziali del cluster di storage
* Rimuovere un cluster di storage

« Attiva e disattiva la modalita di manutenzione

Aggiungere un cluster di storage

E possibile aggiungere un cluster di storage all'inventario delle risorse del nodo di gestione utilizzando NetApp
Hybrid Cloud Control. Cio consente di gestire e monitorare il cluster utilizzando I'interfaccia utente HCC.

Fasi

1. Accedi a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.
2. Dalla dashboard, selezionare il menu delle opzioni in alto a destra e selezionare Configura.

3. Nel riquadro Storage Clusters, selezionare Storage Cluster Details (Dettagli cluster di storage).

4. Selezionare Add Storage Cluster (Aggiungi cluster di storage).

5. Inserire le seguenti informazioni:

o Indirizzo IP virtuale per la gestione del cluster di storage

@ E possibile aggiungere solo cluster di storage remoto che non sono attualmente gestiti
da un nodo di gestione.

> Nome utente e password del cluster di storage

6. Selezionare Aggiungi.

Dopo aver aggiunto il cluster di storage, I'inventario del cluster puo impiegare fino a 15
minuti per 'aggiornamento e la visualizzazione della nuova aggiunta. Potrebbe essere
necessario aggiornare la pagina del browser per visualizzare le modifiche.

7. Se si aggiungono cluster eSDS Element, inserire o caricare la chiave privata SSH e I'account utente SSH.

Confermare lo stato del cluster di storage

E possibile monitorare lo stato di connessione delle risorse dei cluster di storage utilizzando l'interfaccia utente
di NetApp Hybrid Cloud Control.

Fasi
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1. Accedi a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.
2. Dalla dashboard, selezionare il menu delle opzioni in alto a destra e selezionare Configura.
3. Esaminare lo stato dei cluster di storage nell'inventario.

4. Dal riquadro Storage Clusters, selezionare Storage Cluster Details per ulteriori dettagli.

Modificare le credenziali del cluster di storage

E possibile modificare il nome utente e la password dell’'amministratore del cluster di storage utilizzando
l'interfaccia utente di NetApp Hybrid Cloud Control.

Fasi

1. Accedi a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.
. Dalla dashboard, selezionare il menu delle opzioni in alto a destra e selezionare Configura.
. Nel riquadro Storage Clusters, selezionare Storage Cluster Details (Dettagli cluster di storage).
Selezionare il menu azioni del cluster e selezionare Modifica credenziali cluster.

Aggiornare il nome utente e la password del cluster di storage.
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Selezionare Salva.

Rimuovere un cluster di storage

La rimozione di un cluster di storage da NetApp Hybrid Cloud Control rimuove il cluster dall'inventario dei nodi
di gestione. Dopo aver rimosso un cluster di storage, il cluster non puo piu essere gestito da HCC e I'accesso
e possibile solo accedendo direttamente al relativo indirizzo IP di gestione.

Non & possibile rimuovere il cluster autorevole dall’inventario. Per determinare il cluster
autorevole, accedere a User Management > Users (Gestione utenti > utenti). Il cluster
autorevole € elencato accanto all’intestazione Users.

Fasi
1. Accedi a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.
2. Dalla dashboard, selezionare il menu delle opzioni in alto a destra e selezionare Configura.
3. Nel riquadro Storage Clusters, selezionare Storage Cluster Details (Dettagli cluster di storage).

4. Selezionare il menu azioni del cluster e selezionare Rimuovi cluster di storage.
@ Selezionando Yes NEXT (Si), il cluster viene rimosso dall’'installazione.
5. Selezionare Si.

Attiva e disattiva la modalita di manutenzione

Queste "modalita di manutenzione"opzioni offrono la possibilita e disattivala abilitaremodalita di manutenzione
per un nodo di cluster di storage.

Di cosa hai bisogno

» Element software: La versione del cluster di archiviazione utilizza il software NetApp Element 12,2 o
versione successiva.

+ Nodo di gestione: E stato distribuito un nodo di gestione che esegue la versione 12,2 o successiva.
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« Servizi di gestione: Il pacchetto di servizi di gestione € stato aggiornato alla versione 2,19 o successiva.

» Hai accesso per accedere al livello di amministratore.

attiva la modalita di manutenzione

E possibile utilizzare la procedura seguente per attivare la modalita di manutenzione per un nodo del cluster di
storage.

@ Solo un nodo puo essere in modalita di manutenzione alla volta.

Fasi
1. Aprire I'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:

https://<ManagementNodeIP>

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

@ Le opzioni della funzione della modalita di manutenzione sono disattivate a livello di sola
lettura.

Nella casella blu di navigazione a sinistra, selezionare l'installazione di NetApp HCI.
Nel riquadro di navigazione a sinistra, selezionare Nodes (nodi).

Per visualizzare le informazioni sull'inventario dello storage, selezionare Storage.

o ok~ w

Abilitare la modalita di manutenzione su un nodo di storage:

La tabella dei nodi di storage viene aggiornata automaticamente ogni due minuti per le
azioni non avviate dall’utente. Prima di eseguire un’azione, per assicurarsi di disporre dello
stato piu aggiornato, & possibile aggiornare la tabella Nodes utilizzando I'icona di refresh
situata nella parte superiore destra della tabella Nodes.

T > m v C/
@ *

Management IP Address Actions

10,117,
Enable Maintenance Mode

a. In azioni, selezionare Enable Maintenance Mode (attiva modalita di manutenzione).

Mentre & attivata la modalita Maintenance Mode, le azioni della modalita di manutenzione non sono
disponibili per il nodo selezionato e per tutti gli altri nodi dello stesso cluster.
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Una volta completata I'attivazione della modalita di manutenzione®, nella colonna Node Status (Stato
nodo) viene visualizzata I'icona di una chiave a forma di chiave e il testo "Maintenance Mode" (modalita di
manutenzione) per il nodo in modalita di manutenzione.

Disattiva la modalita di manutenzione

Dopo che un nodo ¢ stato impostato correttamente in modalita di manutenzione, I'azione Disable
Maintenance Mode (Disattiva modalita di manutenzione) € disponibile per questo nodo. Le azioni sugli altri
nodi non sono disponibili fino a quando la modalita di manutenzione non viene disattivata correttamente sul
nodo sottoposto a manutenzione.

Fasi
1. Per il nodo in modalita di manutenzione, in azioni, selezionare Disattiva modalita di manutenzione.

Mentre Maintenance Mode ¢ disattivato, le azioni della modalita di manutenzione non sono disponibili per
il nodo selezionato e per tutti gli altri nodi dello stesso cluster.

Una volta completata la funzione Disabling Maintenance Mode (disattivazione modalita di
manutenzione), la colonna Node Status (Stato nodo) visualizza Active (attivo).

Quando un nodo € in modalita di manutenzione, non accetta nuovi dati. Di conseguenza, la
disattivazione della modalita di manutenzione puo richiedere piu tempo, poiché il nodo deve

@ sincronizzare il backup dei dati prima di uscire dalla modalita di manutenzione. Maggiore & il
tempo impiegato in modalita di manutenzione, maggiore sara il tempo necessario per
disattivare la modalita di manutenzione.

Risolvere i problemi

Se si verificano errori durante I'attivazione o la disattivazione della modalita di manutenzione, viene
visualizzato un errore di intestazione nella parte superiore della tabella Nodes (nodi). Per ulteriori informazioni
sull’errore, selezionare il collegamento Mostra dettagli fornito sul banner per visualizzare i risultati dell’API.

Trova ulteriori informazioni

» "Creare e gestire le risorse del cluster di storage”
« "Pagina delle risorse NetApp HCI"
Crea e gestisci i volumi utilizzando NetApp Hybrid Cloud Control

E possibile creare un volume e associarlo a un determinato account. L’associazione di un
volume a un account consente all’account di accedere al volume tramite gli iniziatori
iISCSI e le credenziali CHAP.

E possibile specificare le impostazioni QoS per un volume durante la creazione.
Puoi gestire i volumi in NetApp Hybrid Cloud Control nei seguenti modi:

* Creare un volume
* Applicare un criterio QoS a un volume

* Modificare un volume
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Clonare i volumi
Eliminare un volume
Ripristinare un volume cancellato

Eliminare un volume cancellato

Creare un volume

E possibile creare un volume di storage utilizzando NetApp Hybrid Cloud Control.

Fasi
1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.
2. Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
3. Selezionare la scheda volumi > Panoramica.
OVERVIEW ACCESS GROUPS ACCOUNTS INITIATORS QOSPOLICIES
Overview
Tv|mv|c|s
D 1 Name Account Access Groups Acce: Used Size Snapshots QoS Palicy Min 10PS Max10PS Burst IOPS. iSCSI Sessions  Actions
NetApp-HCI NetApp-HCl-GeeTheT-. “ T8 50 5000 5000
NetApp-HCI NetApp-HCl-BeeThaeT-. Read/W n 2458 50 15000 5000
Resd/Write “ 537GB o 1000 2000 4000
Read/Write n 53.63GB o 1000 2000 4000
5 NetApp-HCI-ha-monitor Read)/Write n D7 GB X0 2000 4000
4. Selezionare Create Volume (Crea volume).
5. Immettere un nome per il nuovo volume.
6. Inserire le dimensioni totali del volume.
@ La dimensione predefinita del volume & in GB. E possibile creare volumi utilizzando
dimensioni misurate in GB o GiB: 1 GB =1 000 000 000 byte 1 GiB =1 073 741 824 byte
7. Selezionare una dimensione di blocco per il volume.
8. Dall’elenco account, selezionare I'account che deve avere accesso al volume.
Se non esiste un account, selezionare Crea nuovo account, immettere un nuovo nome account e
selezionare Crea. L'account viene creato e associato al nuovo volume.
@ Se sono presenti piu di 50 account, I'elenco non viene visualizzato. Iniziare a digitare € la
funzione di completamento automatico visualizza i valori da scegliere.
9. Per impostare la qualita del servizio, effettuare una delle seguenti operazioni:
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a. Selezionare un criterio QoS esistente.

b. In QoS Settings (Impostazioni QoS), impostare i valori minimi, massimi e burst personalizzati per IOPS

o utilizzare i valori QoS predefiniti.

| volumi con un valore massimo o burst IOPS superiore a 20,000 IOPS potrebbero richiedere una



profondita di coda elevata o piu sessioni per ottenere questo livello di IOPS su un singolo volume.

10. Selezionare Create Volume (Crea volume).

Applicare un criterio QoS a un volume
Puoi applicare una policy di QoS a un volume storage in uso utilizzando il controllo sul cloud ibrido NetApp.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
Selezionare volumi > Panoramica.

Nella colonna azioni della tabella volumi, espandere il menu del volume e selezionare Modifica.
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Modificare la qualita del servizio effettuando una delle seguenti operazioni:

a. Selezionare un criterio esistente.

b. In Custom Settings (Impostazioni personalizzate), impostare i valori minimo, massimo e burst per IOPS
o utilizzare i valori predefiniti.

Se si utilizzano policy QoS su un volume, & possibile impostare una QoS personalizzata
@ per rimuovere I'affiliazione della policy QoS con il volume. La QoS personalizzata
sovrascrive i valori dei criteri QoS per le impostazioni QoS dei volumi.

Quando si modificano i valori IOPS, si ottengono decine o centinaia di incrementi. | valori di
input richiedono numeri interi validi. Configurare volumi con un valore burst estremamente

elevato. Cid consente al sistema di elaborare piu rapidamente carichi di lavoro sequenziali a
blocchi di grandi dimensioni occasionali, limitando al contempo gli IOPS sostenuti per un
volume.

6. Selezionare Salva.

Modificare un volume

Utilizzando NetApp Hybrid Cloud Control, € possibile modificare gli attributi del volume, ad esempio i valori
QoS, le dimensioni del volume e I'unita di misura in base alla quale vengono calcolati i valori di byte. E inoltre
possibile modificare I'accesso all’account per I'utilizzo della replica o per limitare 'accesso al volume.

A proposito di questa attivita

E possibile ridimensionare un volume quando lo spazio disponibile sul cluster & sufficiente nelle seguenti
condizioni:

» Condizioni di funzionamento normali.

* Vengono segnalati errori o errori del volume.

* Il volume ¢ in fase di clonaggio.

* Il volume ¢ in fase di risyncing.

Fasi
1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
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NetApp HCI o Element.
2. Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
3. Selezionare volumi > Panoramica.
4. Nella colonna azioni della tabella volumi, espandere il menu del volume e selezionare Modifica.

5. Apportare le modifiche necessarie:

a. Modificare le dimensioni totali del volume.

E possibile aumentare, ma non diminuire, le dimensioni del volume. E possibile

@ ridimensionare un solo volume in una singola operazione di ridimensionamento. Le
operazioni di garbage collection e gli aggiornamenti software non interrompono
I'operazione di ridimensionamento.

Se si stanno regolando le dimensioni del volume per la replica, aumentare innanzitutto
@ le dimensioni del volume assegnato come destinazione della replica. Quindi, & possibile

ridimensionare il volume di origine. Il volume di destinazione pud avere dimensioni

maggiori o uguali a quelle del volume di origine, ma non pud essere piu piccolo.

La dimensione predefinita del volume & in GB. E possibile creare volumi utilizzando
@ dimensioni misurate in GB o GiB: 1 GB =1 000 000 000 byte 1 GiB =1 073 741 824
byte

b. Selezionare un diverso livello di accesso all’account:
= Di sola lettura
= Lettura/scrittura
= Bloccato
= Destinazione della replica

c. Selezionare I'account che deve avere accesso al volume.
Inizia a digitare e la funzione di completamento automatico visualizza i valori possibili da scegliere.

Se non esiste un account, selezionare Crea nuovo account, immettere un nuovo nome account e
selezionare Crea. L'account viene creato e associato al volume esistente.
d. Modificare la qualita del servizio effettuando una delle seguenti operazioni:
i. Selezionare un criterio esistente.

i. In Custom Settings (Impostazioni personalizzate), impostare i valori minimo, massimo e burst per
IOPS o utilizzare i valori predefiniti.

Se si utilizzano policy QoS su un volume, €& possibile impostare una QoS

@ personalizzata per rimuovere I'affiliazione della policy QoS con il volume. La QoS
personalizzata sovrascrivera i valori dei criteri QoS per le impostazioni QoS del
volume.
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Quando si modificano i valori IOPS, & necessario aumentare in decine o centinaia. | valori di
input richiedono numeri interi validi. Configurare volumi con un valore burst estremamente

elevato. Cid consente al sistema di elaborare piu rapidamente carichi di lavoro sequenziali a
blocchi di grandi dimensioni occasionali, limitando al contempo gli IOPS sostenuti per un
volume.

6. Selezionare Salva.

Clonare i volumi

E possibile creare un clone di un singolo volume di storage o clonare un gruppo di volumi per creare una copia
point-in-time dei dati. Quando si clonano un volume, il sistema crea uno snapshot del volume e quindi una
copia dei dati a cui fa riferimento lo snapshot.

Di cosa hai bisogno

« E necessario aggiungere ed eseguire almeno un cluster.
« E stato creato almeno un volume.
« E stato creato un account utente.

Lo spazio disponibile senza provisioning deve essere uguale o superiore alle dimensioni del volume.

A proposito di questa attivita

Il cluster supporta fino a due richieste di cloni in esecuzione per volume alla volta e fino a 8 operazioni di cloni
di volume attivi alla volta. Le richieste che superano questi limiti vengono messe in coda per I'elaborazione
successiva.

La clonazione del volume € un processo asincrono € il tempo richiesto dal processo dipende dalle dimensioni
del volume che si sta clonando e dal carico corrente del cluster.

@ | volumi clonati non ereditano I'appartenenza al gruppo di accesso al volume dal volume di
origine.
Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

2. Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
3. Selezionare la scheda volumi > Panoramica.
4. Selezionare ciascun volume che si desidera clonare e selezionare il pulsante Clone (Clona) visualizzato.
5. Effettuare una delle seguenti operazioni:
o Per clonare un singolo volume, attenersi alla seguente procedura:

i. Nella finestra di dialogo Clona volume, immettere un nome di volume per il clone del volume.

Utilizzare le Best practice di denominazione descrittive. Cid € particolarmente
importante se nell’ambiente vengono utilizzati piu cluster o server vCenter.

ii. Selezionare un livello di accesso all’account:
= Di sola lettura

= Lettura/scrittura
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iv.

V.

= Bloccato
= Destinazione della replica

Selezionare una dimensione in GB o GIB per il clone del volume.

L’aumento delle dimensioni del volume di un clone comporta la creazione di un

@ nuovo volume con ulteriore spazio libero alla fine del volume. A seconda dell’utilizzo
del volume, potrebbe essere necessario estendere le partizioni o creare nuove
partizioni nello spazio libero per utilizzarlo.

Selezionare un account da associare al clone del volume.

Se non esiste un account, selezionare Crea nuovo account, immettere un nuovo nome account e
selezionare Crea. L’account viene creato e associato al volume.

Selezionare Clone Volumes (Clona volumi).

> Per clonare piu volumi, attenersi alla seguente procedura:

®

Nella finestra di dialogo Duplica volumi, immettere un prefisso opzionale per i cloni del volume nel
campo nuovo prefisso nome volume.

ii. Selezionare un nuovo tipo di accesso per i cloni dei volumi o copiare il tipo di accesso dai volumi

attivi.

Selezionare un nuovo account da associare ai cloni del volume o copiare I'associazione
dell’account dai volumi attivi.

Selezionare Clone Volumes (Clona volumi).

Il tempo necessario per completare un’operazione di cloning dipende dalle dimensioni del
volume e dal carico corrente del cluster. Aggiornare la pagina se il volume clonato non compare
nell’elenco dei volumi.

Eliminare un volume

E possibile eliminare uno o pit volumi da un cluster di storage Element.

A proposito di questa attivita

Il sistema non elimina immediatamente i volumi cancellati, ma rimangono disponibili per circa otto ore. Dopo
otto ore, vengono eliminati e non piu disponibili. Se si ripristina un volume prima che venga spurgato dal
sistema, il volume torna online e le connessioni iISCSI vengono ripristinate.

Se un volume utilizzato per creare uno snapshot viene cancellato, le relative snapshot associate diventano
inattive. Quando i volumi di origine cancellati vengono rimossi, anche le snapshot inattive associate vengono
rimosse dal sistema.

®

Fasi

| volumi persistenti associati ai servizi di gestione vengono creati e assegnati a un nuovo
account durante l'installazione o I'aggiornamento. Se si utilizzano volumi persistenti, non
modificare o eliminare i volumi o 'account associato. Se si eliminano questi volumi, si potrebbe
rendere inutilizzabile il nodo di gestione.

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.
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2. Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
3. Selezionare volumi > Panoramica.

4. Selezionare uno o piu volumi da eliminare.

5. Effettuare una delle seguenti operazioni:

o Se sono stati selezionati piu volumi, selezionare il filiro rapido Elimina nella parte superiore della
tabella.

> Se & stato selezionato un singolo volume, nella colonna azioni della tabella volumi, espandere il menu
del volume e selezionare Elimina.

6. Confermare I'eliminazione selezionando Si.

Ripristinare un volume cancellato
Una volta eliminato un volume di storage, € comunque possibile ripristinarlo entro otto ore dall’eliminazione.

Il sistema non elimina immediatamente i volumi cancellati, ma rimangono disponibili per circa otto ore. Dopo
otto ore, vengono eliminati e non piu disponibili. Se si ripristina un volume prima che venga spurgato dal
sistema, il volume torna online e le connessioni iISCSI vengono ripristinate.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
Selezionare volumi > Panoramica.
Selezionare Deleted.

Nella colonna Actions della tabella VVolumes, espandere il menu del volume e selezionare Restore.
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Confermare il processo selezionando Si.

Eliminare un volume cancellato

Una volta cancellati, i volumi di storage rimangono disponibili per circa otto ore. Dopo otto ore, vengono
eliminati automaticamente e non piu disponibili. Se non si desidera attendere le otto ore, & possibile eliminare

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
Selezionare volumi > Panoramica.
Selezionare Deleted.

Selezionare uno o piu volumi da eliminare.
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Effettuare una delle seguenti operazioni:
o Se sono stati selezionati piu volumi, selezionare il filtro rapido Purge nella parte superiore della tabella.

> Se é stato selezionato un singolo volume, nella colonna Actions della tabella Volumes (volumi),
espandere il menu del volume e selezionare Purge (Rimuovi).

7. Nella colonna Actions della tabella Volumes, espandere il menu del volume e selezionare Purge.
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8. Confermare il processo selezionando Si.

Trova ulteriori informazioni

* "Scopri i volumi"
» "Lavorare con i volumi"
* "Plug-in NetApp Element per server vCenter"

 "Pagina delle risorse NetApp HCI"

Creare e gestire i gruppi di accesso ai volumi

E possibile creare nuovi gruppi di accesso ai volumi, apportare modifiche al nome, agli
iniziatori associati 0 ai volumi associati dei gruppi di accesso oppure eliminare i gruppi di
accesso ai volumi esistenti utilizzando NetApp Hybrid Cloud Control.

Di cosa hai bisogno
» Si dispone delle credenziali di amministratore per questo sistema NetApp HCI.

« Hai aggiornato i tuoi servizi di gestione almeno alla versione 2.15.28. La gestione dello storage NetApp
Hybrid Cloud Control non & disponibile nelle versioni precedenti dei service bundle.

* Assicurarsi di disporre di uno schema di denominazione logico per i gruppi di accesso ai volumi.

Aggiungere un gruppo di accesso al volume

E possibile aggiungere un gruppo di accesso a un volume a un cluster di storage utilizzando NetApp Hybrid
Cloud Control.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

. Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
. Selezionare volumi.

. Selezionare la scheda gruppi di accesso.

. Selezionare il pulsante Create Access Group (Crea gruppo di accesso).

. Nella finestra di dialogo visualizzata, immettere un nome per il nuovo gruppo di accesso al volume.
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. (Facoltativo) nella sezione initiator, selezionare uno o piu iniziatori da associare al nuovo gruppo di
accesso al volume.

Se si associa un iniziatore al gruppo di accesso al volume, tale iniziatore pud accedere a ciascun volume
del gruppo senza necessita di autenticazione.

8. (Facoltativo) nella sezione volumi, selezionare uno o piu volumi da includere in questo gruppo di accesso
al volume.

9. Selezionare Crea gruppo di accesso.

Modificare un gruppo di accesso al volume

E possibile modificare le proprieta di un gruppo di accesso a un volume esistente utilizzando NetApp Hybrid
Cloud Control. E possibile modificare il nome, gli iniziatori associati o i volumi associati di un gruppo di

128


http://docs.netapp.com/sfe-122/topic/com.netapp.doc.sfe-ug/GUID-2D2EAC0D-DD28-4ACA-A189-AA45E982EFDB.html
https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/hybrid-cloud/hci-documentation/

accCesso.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

. Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
. Selezionare volumi.

. Selezionare la scheda gruppi di accesso.
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. Nella colonna azioni della tabella dei gruppi di accesso, espandere il menu delle opzioni del gruppo di
accesso da modificare.

. Nel menu delle opzioni, selezionare Modifica.
. Apportare le modifiche necessarie al nome, agli iniziatori associati o ai volumi associati.

. Confermare le modifiche selezionando Salva.

© 00 N O

. Nella tabella gruppi di accesso, verificare che il gruppo di accesso rifletta le modifiche.

Eliminare un gruppo di accesso al volume

E possibile rimuovere un gruppo di accesso al volume utilizzando NetApp Hybrid Cloud Control e, allo stesso
tempo, rimuovere dal sistema gli iniziatori associati a questo gruppo di accesso.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

. Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
. Selezionare volumi.

. Selezionare la scheda gruppi di accesso.
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. Nella colonna azioni della tabella dei gruppi di accesso, espandere il menu delle opzioni per il gruppo di
accesso da eliminare.

6. Nel menu delle opzioni, selezionare Delete (Elimina).

7. Se non si desidera eliminare gli iniziatori associati al gruppo di accesso, deselezionare la casella di
controllo Delete initiator in this access group (Elimina iniziatori in questo gruppo di accesso).

8. Confermare 'operazione di eliminazione selezionando Si.

Trova ulteriori informazioni

* "Informazioni sui gruppi di accesso ai volumi"
» "Aggiungere l'iniziatore a un gruppo di accesso al volume"
* "Plug-in NetApp Element per server vCenter"

« "Pagina delle risorse NetApp HCI"

Creare e gestire gli iniziatori

E possibile utilizzare "iniziatori" per I'accesso ai volumi basato su CHAP anziché su
account. E possibile creare ed eliminare gli iniziatori e assegnare loro alias semplici per
semplificare 'amministrazione e I'accesso ai volumi. Quando si aggiunge un iniziatore a

129


https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/hybrid-cloud/hci-documentation/

un gruppo di accesso al volume, tale iniziatore consente I'accesso a tutti i volumi del
gruppo.
Di cosa hai bisogno
 Si dispone delle credenziali di amministratore del cluster.
* | servizi di gestione sono stati aggiornati almeno alla versione 2.17. La gestione degli iniziatori di NetApp
Hybrid Cloud Control non & disponibile nelle versioni precedenti dei service bundle.
Opzioni
+ Creare un iniziatore
» Aggiungere gli iniziatori a un gruppo di accesso al volume
* Modificare un alias iniziatore

* Eliminare gli iniziatori

Creare un iniziatore
E possibile creare iniziatori iISCSI o Fibre Channel e, facoltativamente, assegnarli alias.

A proposito di questa attivita

Il formato accettato di un iniziatore IQN € ign.yyyy-mm dove y e m sono cifre seguite da testo che deve
contenere solo cifre, caratteri alfabetici minuscoli, un punto (.), due punti ) (: "o trattino (-'). Un esempio
del formato € il seguente:

ign.2010-01.com.solidfire:c2r9.£c0.2100000ele09bb8b

Il formato accettato di un iniziatore Fibre Channel WWPN & :Aa:bB:CC:dd:11:22:33:44 0
AabBCCdd11223344. Un esempio del formato € il seguente:

5f:47:ac:c0:5¢c:74:d4:02

Fasi

1. Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage
Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
Selezionare volumi.

Selezionare la scheda iniziatori.
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Selezionare il pulsante Crea iniziatori.
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Opzione

Creare uno o piu iniziatori

Iniziatori di creazione in blocco

Fasi

a.

Immettere I'IQN o il WWPN dell’iniziatore nel
campo IQN/WWPN.

Immettere un nome descrittivo per 'iniziatore
nel campo Alias.

(Facoltativo) selezionare Add Initiator
(Aggiungi iniziatore) per aprire nuovi campi
iniziatore o utilizzare I'opzione di creazione in
blocco.

Selezionare Crea iniziatori.

Selezionare Aggiungi IQN/WWPN in blocco.

b. Inserire un elenco di IQN o WWPN nella casella

di testo. Ogni IQN o WWPN deve essere
separato da virgole o spazi o su una propria
riga.

Selezionare Aggiungi IQN/WWPN.

(Facoltativo) aggiungere alias univoci a ciascun
iniziatore.

Rimuovere dall’elenco qualsiasi iniziatore che
potrebbe gia esistere nell'installazione.

Selezionare Crea iniziatori.

Aggiungere gli iniziatori a un gruppo di accesso al volume

E possibile aggiungere gli iniziatori a un gruppo di accesso al volume. Quando si aggiunge un iniziatore a un
gruppo di accesso al volume, l'iniziatore consente I'accesso a tutti i volumi in tale gruppo di accesso al volume.

Fasi
1.
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. Selezionare volumi.
. Selezionare la scheda iniziatori.

. Selezionare uno o piu iniziatori da aggiungere.

. Selezionare azioni > Aggiungi a gruppo di accesso.

. Selezionare il gruppo di accesso.

Modificare un alias iniziatore

Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage
Element.

. Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.

. Confermare le modifiche selezionando Add Initiator (Aggiungi iniziatore).

E possibile modificare I'alias di un iniziatore esistente o aggiungere un alias se non ne esiste gia uno.

Fasi
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1. Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage
Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
Selezionare volumi.

Selezionare la scheda iniziatori.

Nella colonna azioni, espandere il menu delle opzioni per l'iniziatore.

Selezionare Modifica.

Apportare le modifiche necessarie all’alias o aggiungere un nuovo alias.
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Selezionare Salva.

Eliminare gli iniziatori

E possibile eliminare uno o piu iniziatori. Quando si elimina un iniziatore, il sistema lo rimuove da qualsiasi
gruppo di accesso al volume associato. Tutte le connessioni che utilizzano l'iniziatore rimangono valide fino al
ripristino della connessione.

Fasi

1. Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage
Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
Selezionare volumi.

Selezionare la scheda iniziatori.
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Eliminare uno o piu iniziatori:
a. Selezionare uno o piu iniziatori da eliminare.
b. Selezionare azioni > Elimina.

c. Confermare I'operazione di eliminazione e selezionare Si.

Trova ulteriori informazioni

* "Scopri di piu sugli iniziatori"
* "Informazioni sui gruppi di accesso ai volumi"
* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Creare e gestire policy di QoS per volumi

Una policy QoS (Quality of Service) consente di creare e salvare un’impostazione di
qualita del servizio standardizzata che pu0 essere applicata a molti volumi. Il cluster
selezionato deve essere I'elemento 10.0 o successivo per utilizzare i criteri QoS; in caso
contrario, le funzioni dei criteri QoS non sono disponibili.

@ Per ulteriori informazioni sull’utilizzo del volume anziché del volume individuale"QoS", vedere
contenuto concetti NetApp HCI "Policy di QoS".

Utilizzando NetApp Hybrid Cloud Control, € possibile creare e gestire policy QoS completando le seguenti
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attivita:
 Creare una policy QoS
* Applicare un criterio QoS a un volume
* Modificare I'assegnazione del criterio QoS di un volume
* Modificare un criterio QoS

* Eliminare una policy QoS

Creare una policy QoS

E possibile creare policy QoS e applicarle a volumi che devono avere performance equivalenti.

@ Se si utilizzano criteri QoS, non utilizzare QoS personalizzati su un volume. La QoS
personalizzata sovrascrive e regola i valori dei criteri QoS per le impostazioni QoS del volume.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il menu del cluster di storage.
Selezionare Storage > Volumes (Storage > volumi).
Selezionare la scheda QoS Policies (Criteri QoS).

Selezionare Crea policy.
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Inserire il nome * Policy Name*.

Utilizzare le Best practice di denominazione descrittive. Cio & particolarmente importante se
nell’ambiente vengono utilizzati piu cluster o server vCenter.

7. Inserire i valori minimo IOPS, massimo IOPS e burst IOPS.

8. Selezionare Crea policy QoS.

Viene generato un ID di sistema per il criterio e il criterio viene visualizzato nella pagina QoS Policies
(Criteri QoS) con i relativi valori QoS assegnati.

Applicare un criterio QoS a un volume

E possibile assegnare una policy QoS esistente a un volume utilizzando NetApp Hybrid Cloud Control.

Di cosa hai bisogno

Il criterio QoS che si desidera assegnare € stato creato.

A proposito di questa attivita

Questa attivita descrive come assegnare un criterio QoS a un singolo volume modificandone le impostazioni.
La versione piu recente di NetApp Hybrid Cloud Control non dispone di un’opzione di assegnazione in blocco
per piu di un volume. Fino a quando la funzionalita di assegnazione in blocco non sara fornita in una release
futura, & possibile utilizzare l'interfaccia utente Web Element o l'interfaccia utente del plug-in vCenter per
assegnare in blocco i criteri QoS.

Fasi
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1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il menu del cluster di storage.
Selezionare Storage > Volumes (Storage > volumi).
Selezionare il menu azioni accanto al volume che si desidera modificare.

Nel menu visualizzato, selezionare Edit (Modifica).
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Nella finestra di dialogo, attivare Assign QoS Policy (Assegna policy QoS) e selezionare il criterio QoS
dall’elenco a discesa da applicare al volume selezionato.

@ L’assegnazione di QoS sovrascrivera i valori di QoS dei singoli volumi precedentemente
applicati.

7. Selezionare Salva.

Il volume aggiornato con il criterio QoS assegnato viene visualizzato nella pagina Panoramica.

Modificare ’'assegnazione del criterio QoS di un volume

E possibile rimuovere I'assegnazione di una policy QoS da un volume o selezionare una policy QoS diversa o
una QoS personalizzata.

Di cosa hai bisogno

Il volume che si desidera modificare € assegnato una policy QoS.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il menu del cluster di storage.
Selezionare Storage > Volumes (Storage > volumi).
Selezionare il menu azioni accanto al volume che si desidera modificare.

Nel menu visualizzato, selezionare Edit (Modifica).
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Nella finestra di dialogo, eseguire una delle seguenti operazioni:

o Disattivare Assign QoS Policy e modificare i valori min IOPS, Max IOPS e Burst IOPS per la QoS
dei singoli volumi.

@ Quando i criteri QoS sono disattivati, il volume utilizza i valori IOPS QoS predefiniti, a
meno che non vengano modificati diversamente.

> Selezionare un criterio QoS diverso dall’elenco a discesa da applicare al volume selezionato.

7. Selezionare Salva.

Il volume aggiornato viene visualizzato nella pagina Panoramica.

Modificare un criterio QoS

E possibile modificare il nome di un criterio QoS esistente o i valori associati al criterio. La modifica dei valori
delle performance dei criteri QoS influisce sulla QoS per tutti i volumi associati al criterio.
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Fasi

1.
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Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il menu del cluster di storage.

Selezionare Storage > Volumes (Storage > volumi).

Selezionare la scheda QoS Policies (Criteri QoS).

Selezionare il menu azioni accanto al criterio QoS che si desidera modificare.
Selezionare Modifica.

Nella finestra di dialogo Edit QoS Policy (Modifica policy QoS), modificare una o piu delle seguenti
opzioni:

o Name: Il nome definito dall’'utente per la policy QoS.
> |OPS min: Il numero minimo di IOPS garantito per il volume. Valore predefinito = 50.
o IOPS max: Il numero massimo di IOPS consentito per il volume. Valore predefinito = 15.000.

o Burst IOPS: Il numero massimo di IOPS consentito per un breve periodo di tempo per il volume.
Valore predefinito = 15.000.

Selezionare Salva.

Il criterio QoS aggiornato viene visualizzato nella pagina QoS Policies (Criteri QoS).

E possibile selezionare il collegamento nella colonna volumi attivi per visualizzare un
elenco filtrato dei volumi assegnati a tale criterio.

Eliminare una policy QoS

E possibile eliminare una policy QoS se non & pitl necessaria. Quando si elimina un criterio QoS, tutti i volumi
assegnati con il criterio mantengono i valori QoS precedentemente definiti dal criterio, ma come QoS dei
singoli volumi. Qualsiasi associazione con la policy QoS eliminata viene rimossa.

Fasi

1.

N o g k> 0 DN

Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il menu del cluster di storage.

Selezionare Storage > Volumes (Storage > volumi).

Selezionare la scheda QoS Policies (Criteri QoS).

Selezionare il menu azioni accanto al criterio QoS che si desidera modificare.
Selezionare Delete (Elimina).

Confermare 'azione.

Trova ulteriori informazioni

"Plug-in NetApp Element per server vCenter"

"Centro di documentazione NetApp SolidFire ed Element (versioni Centro documentazione)"
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Lavorare con il nodo di gestione

Panoramica del nodo di gestione

E possibile utilizzare il nodo di gestione (mNode) per utilizzare i servizi di sistema, gestire
le risorse e le impostazioni del cluster, eseguire test e utility di sistema, configurare Active
IQ per il monitoraggio del sistema e abilitare I'accesso al supporto NetApp per la
risoluzione dei problemi.

Per i cluster che eseguono Element Software versione 11.3 o successiva, & possibile utilizzare il nodo di
gestione utilizzando una delle due interfacce seguenti:

* Con l'interfaccia utente del nodo di gestione (https:// [mNode IP}:442), & possibile apportare
modifiche alle impostazioni di rete e del cluster, eseguire test di sistema o utilizzare le utilita di sistema.

* Con l'interfaccia utente API REST incorporata (https://[mNode IP}/mnode), € possibile eseguire o
comprendere le API relative ai servizi del nodo di gestione, tra cui la configurazione del server proxy, gli
aggiornamenti del livello di servizio o la gestione delle risorse.

Installare o ripristinare un nodo di gestione:

* "Installare un nodo di gestione"
+ "Configurazione di un NIC (Network Interface Controller) per lo storage"

+ "Ripristinare un nodo di gestione"
Accedere al nodo di gestione:
» "Accedere al nodo di gestione (Ul o REST API)"
Modificare il certificato SSL predefinito:
* "Modificare il certificato SSL predefinito del nodo di gestione"
Eseguire le attivita con I'interfaccia utente del nodo di gestione:
* "Panoramica dell'interfaccia utente del nodo di gestione"
Eseguire le attivita con le API REST del nodo di gestione:
« "Panoramica dell'interfaccia utente REST API del nodo di gestione"

Disattivare o attivare la funzionalita SSH remota o avviare una sessione di tunnel di supporto remoto con il
supporto NetApp per risolvere i problemi:

 "Abilitare le connessioni remote del supporto NetApp"

» "Gestire la funzionalita SSH sul nodo di gestione"

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

» "Pagina delle risorse NetApp HCI"
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Installare o ripristinare un nodo di gestione

Installare un nodo di gestione

E possibile installare manualmente il nodo di gestione del cluster che esegue il software
NetApp Element utilizzando I'immagine appropriata per la configurazione.

Questo processo manuale € destinato agli amministratori NetApp HCI che non utilizzano il motore di
implementazione NetApp per l'installazione del nodo di gestione.

Di cosa hai bisogno
+ La versione del cluster in uso esegue il software NetApp Element 11.3 o versione successiva.

* Linstallazione utilizza IPv4. Il nodo di gestione 11.3 non supporta IPv6.
@ Se € necessario supportare IPv6, € possibile utilizzare il nodo di gestione 11.1.

* Hai il permesso di scaricare il software dal NetApp Support Site.

+ Hai identificato il tipo di immagine del nodo di gestione corretto per la tua piattaforma:

Piattaforma Tipo di immagine di installazione
Microsoft Hyper-V. iso

KVM iso

VMware vSphere iso, .ova

Citrix XenServer iso

OpenStack iso

* (Nodo di gestione 12,0 e 12,2 con server proxy) hai aggiornato il controllo cloud ibrido NetApp alla
versione 2,16 dei servizi di gestione prima di configurare un server proxy.

A proposito di questa attivita

Il nodo di gestione di Element 12.2 € un aggiornamento opzionale. Non & richiesto per le implementazioni
esistenti.

Prima di seguire questa procedura, &€ necessario conoscere e capire "volumi persistenti"se si desidera
utilizzarli o meno. | volumi persistenti sono opzionali ma consigliati per il ripristino dei dati di configurazione del
nodo di gestione in caso di perdita di una macchina virtuale (VM).

Fasi
1. Scarica ISO o OVA e implementa la macchina virtuale

Creare il nodo di gestione admin e configurare la rete
Configurare la sincronizzazione dell’'ora
Configurare il nodo di gestione

Configurare le risorse dei controller

o g k~ w0 D

(Solo NetApp HCI) configurare le risorse dei nodi di calcolo
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Scarica ISO o OVA e implementa la macchina virtuale

1. Scaricare OVA o ISO per linstallazione dalla "NetApp HCI" pagina del sito di supporto NetApp:
a. Selezionare Download Latest Release (Scarica ultima versione) e accettare il contratto EULA.
b. Selezionare I'immagine del nodo di gestione che si desidera scaricare.

2. Se ¢ stato scaricato 'OVA, attenersi alla seguente procedura:
a. Implementare OVA.

b. Se il cluster di storage si trova su una subnet separata dal nodo di gestione (eth0) e si desidera
utilizzare volumi persistenti, aggiungere un secondo controller di interfaccia di rete (NIC) alla VM sulla
subnet di storage (ad esempio eth1) o assicurarsi che la rete di gestione possa instradare verso la rete
di storage.

3. Se ¢ stato scaricato I'|SO, attenersi alla seguente procedura:
a. Creare una nuova VM a 64 bit dall’hypervisor con la seguente configurazione:
= Sei CPU virtuali
= 24 GB DI RAM

= Tipo di scheda di storage impostato su LSI Logic Parallel

L'impostazione predefinita per il nodo di gestione potrebbe essere LS| Logic SAS.

@ Nella finestra Nuova macchina virtuale, verificare la configurazione della scheda di
storage selezionando Personalizza hardware > hardware virtuale. Se necessario,
modificare LSI Logic SAS in LSI Logic Parallel.

= Disco virtuale da 400 GB, con thin provisioning
= Un’interfaccia di rete virtuale con accesso a Internet e accesso allo storage MVIP.

= Un’interfaccia di rete virtuale con accesso alla rete di gestione al cluster di storage. Se il cluster di
storage si trova su una subnet separata dal nodo di gestione (eth0Q) e si desidera utilizzare volumi
persistenti, aggiungere un secondo controller di interfaccia di rete (NIC) alla macchina virtuale sulla
subnet di storage (eth1) o assicurarsi che la rete di gestione possa essere instradata alla rete di
storage.

@ Non accendere la macchina virtuale prima della fase indicata in questa procedura.
b. Collegare I'lSO alla macchina virtuale e avviare I'immagine di installazione .iso.

@ L'installazione di un nodo di gestione mediante I'immagine potrebbe causare un ritardo
di 30 secondi prima della visualizzazione della schermata iniziale.

4. Al termine dell’installazione, accendere la macchina virtuale per il nodo di gestione.

Creare il nodo di gestione admin e configurare la rete

1. Utilizzando l'interfaccia utente del terminale (TUI), creare un utente admin del nodo di gestione.

Per spostarsi tra le opzioni di menu, premere i tasti freccia su o giu. Per spostarsi tra i
pulsanti, premere Tab. Per spostarsi dai pulsanti ai campi, premere Tab. Per spostarsi tra i
campi, premere i tasti freccia su o giu.
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2. Se sulla rete & presente un server DHCP (Dynamic host Configuration Protocol) che assegna indirizzi IP
con un numero massimo di unita di trasmissione (MTU) inferiore a 1500 byte, attenersi alla seguente
procedura:

a. Posizionare temporaneamente il nodo di gestione su una rete vSphere senza DHCP, ad esempio
iISCSI.
b. Riavviare la macchina virtuale o la rete della macchina virtuale.

c¢. Utilizzando l'interfaccia telefonica utente, configurare I'lP corretto sulla rete di gestione con una MTU
maggiore o uguale a 1500 byte.

d. Riassegnare la rete VM corretta alla macchina virtuale.
@ Un DHCP che assegna IP con un MTU inferiore a 1500 byte pud impedire la configurazione
della rete del nodo di gestione o I'utilizzo dell’interfaccia utente del nodo di gestione.

3. Configurare la rete dei nodi di gestione (eth0).

Se € necessaria una scheda NIC aggiuntiva per isolare il traffico di storage, consultare le
@ istruzioni sulla configurazione di un’altra scheda NIC: "Configurazione di un NIC (Network
Interface Controller) per lo storage".

Configurare la sincronizzazione dell’ora

1. Assicurarsi che il tempo sia sincronizzato tra il nodo di gestione e il cluster di storage utilizzando NTP:

A partire dall’elemento 12.3.1, i passaggi da (a) a (e) vengono eseguiti automaticamente. Per il
nodo di gestione 12,3.1, passare alla sottopase (f) per completare la configurazione della
sincronizzazione dell’ora.

1. Accedere al nodo di gestione utilizzando SSH o la console fornita dall’hypervisor.
2. Arresta NTPD:

sudo service ntpd stop

3. Modificare il file di configurazione NTP /etc/ntp.conf :

a. Commentare i server predefiniti (server 0.gentoo.pool.ntp.org)aggiungendo un # davanti a
ciascuno di essi.

b. Aggiungere una nuova riga per ogni server di riferimento orario predefinito che si desidera aggiungere.
| server di riferimento orario predefiniti devono essere gli stessi server NTP utilizzati nel cluster di
archiviazione che verranno utilizzati in un "passo successivo".
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vi /etc/ntp.conf

#server 0.gentoo.pool.ntp.org
#server l.gentoo.pool.ntp.org
#server 2.gentoo.pool.ntp.org

#server 3.gentoo.pool.ntp.org
server <insert the hostname or IP address of the default time server>

c. Al termine, salvare il file di configurazione.

4. Forzare una sincronizzazione NTP con il server appena aggiunto.
sudo ntpd -ggq

5. Riavviare NTPD.
sudo service ntpd start

6. Disattiva la sincronizzazione dell’ora con I'host tramite I'hypervisor (il seguente € un esempio VMware):

Se si implementa mNode in un ambiente hypervisor diverso da VMware, ad esempio
@ dallimmagine .iso in un ambiente OpenStack, fare riferimento alla documentazione
dell’hypervisor per i comandi equivalenti.

a. Disattivare la sincronizzazione periodica dell’ora:
vmware-toolbox-cmd timesync disable
b. Visualizzare e confermare lo stato corrente del servizio:

vmware-toolbox-cmd timesync status

C. In vSphere, verificare che la Synchronize guest time with host casella non sia selezionata
nelle opzioni VM.

(D Non attivare questa opzione se si apportano modifiche future alla macchina virtuale.

(D Non modificare 'NTP dopo aver completato la configurazione della sincronizzazione dell’ora
perché influisce sul’lNTP quando si esegue sul "comando di installazione"nodo di gestione.

Configurare il nodo di gestione

1. Configurare ed eseguire il comando di setup del nodo di gestione:
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Viene richiesto di inserire le password in un prompt sicuro. Se il cluster si trova dietro un
server proxy, € necessario configurare le impostazioni del proxy in modo da poter accedere
a una rete pubblica.

sudo /sf/packages/mnode/setup-mnode --mnode admin user [username]
--storage mvip [mvip] --storage username [username] --telemetry active

[true]

a. Sostituire il valore tra parentesi [ ] (comprese le parentesi) per ciascuno dei seguenti parametri richiesti:

@ La forma abbreviata del nome del comando €& tra parentesi () e puo essere sostituita
con il nome completo.

= --mnode_admin_user (-mu) [nome utente]: || nome utente per 'account amministratore del nodo
di gestione. Probabilmente si tratta del nome utente dell’account utente utilizzato per accedere al
nodo di gestione.

= --storage_mvip (-SM) [indirizzo MVIP]: L'indirizzo IP virtuale di gestione (MVIP) del cluster di
storage che esegue il software Element. Configurare il nodo di gestione con lo stesso cluster di
archiviazione utilizzato durante "Configurazione dei server NTP".

= --storage_username (-su) [username]: Il nome utente dellamministratore del cluster di
archiviazione per il cluster specificato dal --storage mvip parametro.

= --Telemetry_Active (-t) [true]: Conserva il valore true che consente la raccolta dei dati per I'analisi
di Active 1Q.

b. (Facoltativo): Aggiungere i parametri dell’endpoint Active 1Q al comando:

= --Remote_host (-rh) [AIQ_endpoint]: L'endpoint in cui vengono inviati i dati di telemetria Active 1Q
per I'elaborazione. Se il parametro non & incluso, viene utilizzato I'endpoint predefinito.

c. (Consigliato): Aggiungere i seguenti parametri di volume persistente. Non modificare o eliminare
I'account e i volumi creati per la funzionalita dei volumi persistenti, altrimenti si verifichera una perdita
delle funzionalita di gestione.

= --use_persistent_Volumes (-pv) [true/false, default: False]: Attiva o disattiva i volumi persistenti.
Inserire il valore true per abilitare la funzionalita dei volumi persistenti.

= --Persistent_Volumes_account (-pva) [nome_account]: Se --use persistent volumes &
impostato su true, utilizzare questo parametro e immettere il nome dell’account di archiviazione che
verra utilizzato per i volumi persistenti.

Utilizzare un nome account univoco per i volumi persistenti diverso da qualsiasi
nome account esistente nel cluster. E di fondamentale importanza mantenere
'account dei volumi persistenti separato dal resto del’ambiente.

= --persistent_Volumes_mvip (-pvm) [mvip]: Immettere I'indirizzo IP virtuale di gestione (MVIP) del
cluster di storage che esegue il software Element che verra utilizzato con i volumi persistenti.
Questo & necessario solo se il nodo di gestione gestisce piu cluster di storage. Se non vengono
gestiti piu cluster, viene utilizzato il cluster predefinito MVIP.

d. Configurare un server proxy:

= --use_proxy (-up) [true/false, default: False]: Attiva o disattiva I'utilizzo del proxy. Questo
parametro € necessario per configurare un server proxy.
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= --proxy_hostname_or_ip (-pi) [host]: [l nome host o I'lP del proxy. Questa opzione & necessaria
se si desidera utilizzare un proxy. Se si specifica questo valore, verra richiesto di immettere
--proxy port.

= --proxy_Username (-pu) [nome utente]: Il nome utente del proxy. Questo parametro e facoltativo.
= --proxy_password (-pp) [password]: La password del proxy. Questo parametro & facoltativo.

= --proxy_port (-pq) [port, default: 0]: La porta proxy. Se si specifica questo valore, verra richiesto
di immettere il nome host proxy o I'lP (--proxy hostname or ip).

= --proxy_ssh_port (-ps) [port, default: 443]: La porta proxy SSH. Per impostazione predefinita,
viene impostata la porta 443.

e. (Facoltativo) utilizzare la guida ai parametri se sono necessarie ulteriori informazioni su ciascun
parametro:

= --help (-h): Restituisce informazioni su ciascun parametro. | parametri sono definiti come
obbligatori o facoltativi in base allimplementazione iniziale. | requisiti dei parametri di
aggiornamento e ridistribuzione potrebbero variare.

f. Eseguire il setup-mnode comando.

Configurare le risorse dei controller

1. Individuare I'ID di installazione:
a. Da un browser, accedere all'interfaccia utente APl REST del nodo di gestione:

b. Accedere al MVIP di archiviazione ed eseguire I'accesso. In questo modo il certificato viene accettato
per il passaggio successivo.

c. Aprire I'interfaccia utente REST API del servizio di inventario sul nodo di gestione:

https://<ManagementNodeIP>/inventory/1/

d. Selezionare autorizzare e completare le seguenti operazioni:

i. Inserire il nome utente e la password del cluster.

i. Immettere I'ID client come mnode-client.

iii. Selezionare autorizzare per avviare una sessione.
e. Dall'interfaccia utente API REST, selezionare GET /Installations.
f. Selezionare Provalo.

. Selezionare Esegui.

o @

. Dal corpo della risposta codice 200, copiare e salvare id per l'installazione per I'uso in un passaggio
SUCCessivo.

Linstallazione dispone di una configurazione delle risorse di base creata durante l'installazione o
'aggiornamento.
2. (Solo NetApp HCI) individuare il tag hardware per il nodo di calcolo in vSphere:
a. Selezionare I'host in vSphere Web Client Navigator.
b. Selezionare la scheda Monitor e selezionare hardware Health.

¢. Vengono elencati il produttore e il numero di modello del BIOS del nodo. Copiare e salvare il valore per
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tag da utilizzare in un passaggio successivo.

3. Aggiungere una risorsa del controller vCenter per il monitoraggio NetApp HCI (solo installazioni NetApp
HCI) e il controllo del cloud ibrido (per tutte le installazioni) al nodo di gestione risorse note:

a. Accedere all'interfaccia utente dellAPI del servizio mnode sul nodo di gestione immettendo l'indirizzo
IP del nodo di gestione seguito da /mnode:

https://<ManagementNodeIP>/mnode

b. Selezionare autorizzare o qualsiasi icona a forma di lucchetto e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
i. Immettere I'ID client come mnode-client.
ii. Selezionare autorizzare per avviare una sessione.
iv. Chiudere la finestra.

c. Selezionare POST /assets/{asset_id}/controller per aggiungere una sottorisorsa del controller.

Si consiglia di creare un nuovo ruolo HCC di NetApp in vCenter per aggiungere una

@ sottorisorsa del controller. Questo nuovo ruolo di NetApp HCC limitera la vista dei servizi
del nodo di gestione alle risorse solo NetApp. Vedere "Creare un ruolo NetApp HCC in
vCenter".

d. Selezionare Provalo.
e. Inserire I'ID risorsa base principale copiato negli Appunti nel campo asset_id.
f. Immettere i valori di payload richiesti con le credenziali di tipo vCenter e vCenter.

g. Selezionare Esegui.

(Solo NetApp HCI) configurare le risorse dei nodi di calcolo

1. (Solo per NetApp HCI) aggiungere una risorsa di nodo di calcolo al nodo di gestione risorse note:

a. Selezionare POST /assets/{asset_id}/compute-nodes per aggiungere una sottorisorsa del nodo di
calcolo con credenziali per la risorsa del nodo di calcolo.

b. Selezionare Provalo.
c. Inserire I'ID risorsa base principale copiato negli Appunti nel campo asset_id.

d. Nel payload, inserire i valori del payload richiesti come definito nella scheda Model (modello).
Immettere ESXi Host come type € il tag hardware salvato durante un passaggio precedente per
hardware tag.

e. Selezionare Esegui.

Ulteriori informazioni

* "Volumi persistenti"
» "Aggiungere una risorsa al nodo di gestione"
 "Configurare una NIC storage"

* "Plug-in NetApp Element per server vCenter"
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» "Pagina delle risorse NetApp HCI"

Configurazione di un NIC (Network Interface Controller) per lo storage

Se si utilizza una scheda NIC aggiuntiva per lo storage, € possibile accedere al nodo di
gestione tramite SSH o utilizzare la console vCenter ed eseguire un comando curl per
impostare un’interfaccia di rete con tag o senza tag.

Di cosa hai bisogno
» Conosci il tuo indirizzo IP ethO.

 La versione del cluster in uso esegue il software NetApp Element 11.3 o versione successiva.

« E stato implementato un nodo di gestione 11.3 o successivo.

Opzioni di configurazione
Scegli 'opzione piu adatta al tuo ambiente:

+ Configurare un Network Interface Controller (NIC) per un’interfaccia di rete senza tag

» Configurare un NIC (Network Interface Controller) per lo storage per un’interfaccia di rete con tag

Configurare un Network Interface Controller (NIC) per un’interfaccia di rete senza tag

Fasi
1. Aprire una console SSH o vCenter.

2. Sostituire i valori nel seguente modello di comando ed eseguire il comando:

| valori sono rappresentati da $ per ciascuno dei parametri richiesti per la nuova interfaccia
di storage network. L' cluster oggetto nel seguente modello & obbligatorio

@ e pud essere utilizzato per la ridenominazione del nome host del
nodo di gestione. ‘--insecure le opzioni o -k non devono essere utilizzate negl
ambienti di produzione.
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curl -u $mnode user name:S$mnode password --insecure -X POST \
https://$mnode IP:442/json-rpc/10.0 \

-H 'Content-Type: application/json' \

-H 'cache-control: no-cache' \

_d' {
"params": {
"network": {
"Sethl": {
"#default" : false,
"address" : "$storage IP",
"auto" : true,
"family" : "inet",
"method" : "static",
"mtu" : "9000",
"netmask" : "Ssubnet mask",
"status" : "Up"
}
by
"cluster": {
"name": "S$mnode host name"
}
by
"method": "SetConfig"

Configurare un NIC (Network Interface Controller) per lo storage per un’interfaccia di rete con tag

Fasi
1. Aprire una console SSH o vCenter.

2. Sostituire i valori nel seguente modello di comando ed eseguire il comando:

| valori sono rappresentati da $ per ciascuno dei parametri richiesti per la nuova interfaccia
di storage network. L' cluster oggetto nel seguente modello & obbligatorio

(:) e pud essere utilizzato per la ridenominazione del nome host del
nodo di gestione. ‘--insecure le opzioni 0 -k non devono essere utilizzate negli
ambienti di produzione.
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curl -u $mnode user name:S$mnode password --insecure -X POST \
https://$mnode IP:442/json-rpc/10.0 \
-H 'Content-Type: application/json' \
-H 'cache-control: no-cache' \
-d ' {
"params": |
"network": {
"Sethl": {
"#default" : false,
"address" : "$storage IP",
"auto" : true,
"family" : "inet",
"method" : "static",
"mtu" : "9000",
"netmask" : "Ssubnet mask",
"status" : "Up",
"virtualNetworkTag" : "S$vlan id"
}
by
"cluster": {
"name": "$mnode host name",
"cipi": "Sethl.$vlan id",
"sipi": "Sethl.$vlan id"
}
br
"method": "SetConfig"

Ulteriori informazioni
» "Aggiungere una risorsa al nodo di gestione"
* "Plug-in NetApp Element per server vCenter"
» "Pagina delle risorse NetApp HCI"

Ripristinare un nodo di gestione

E possibile ripristinare e ridistribuire manualmente il nodo di gestione per il cluster che
esegue il software NetApp Element se il nodo di gestione precedente utilizzava volumi
persistenti.

E possibile implementare un nuovo OVA ed eseguire uno script di ridistribuzione per estrarre i dati di
configurazione da un nodo di gestione precedentemente installato che esegue la versione 11.3 e successive.

Di cosa hai bisogno
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* Il nodo di gestione precedente utilizzava il software NetApp Element versione 11,3 o successiva dotato di
"volumi persistenti” funzionalita attiva.

» Conosci MVIP e SVIP del cluster contenente i volumi persistenti.

 La versione del cluster in uso esegue il software NetApp Element 11.3 o versione successiva.
* Linstallazione utilizza IPv4. Il nodo di gestione 11.3 non supporta IPv6.

* Hai il permesso di scaricare il software dal NetApp Support Site.

+ Hai identificato il tipo di immagine del nodo di gestione corretto per la tua piattaforma:

Piattaforma Tipo di immagine di installazione
Microsoft Hyper-V. iso
KVM iso
VMware vSphere iso, .ova
Citrix XenServer iso
OpenStack iso
Fasi

1. Scarica ISO o OVA e implementa la macchina virtuale
2. Configurare la rete
3. Configurare la sincronizzazione dell’'ora

4. Configurare il nodo di gestione

Scarica ISO o OVA e implementa la macchina virtuale

1. Scaricare OVA o ISO per l'installazione dalla "NetApp HCI" pagina del sito di supporto NetApp:
a. Selezionare Download Latest Release (Scarica ultima versione) e accettare il contratto EULA.
b. Selezionare 'immagine del nodo di gestione che si desidera scaricare.

2. Se é stato scaricato 'OVA, attenersi alla seguente procedura:
a. Implementare OVA.

b. Se il cluster di storage si trova su una subnet separata dal nodo di gestione (eth0) e si desidera
utilizzare volumi persistenti, aggiungere un secondo controller di interfaccia di rete (NIC) alla VM sulla
subnet di storage (ad esempio eth1) o assicurarsi che la rete di gestione possa instradare verso la rete
di storage.

3. Se e stato scaricato I'|SO, attenersi alla seguente procedura:
a. Creare una nuova macchina virtuale a 64 bit dall’hypervisor con la seguente configurazione:
= Sei CPU virtuali
= 24 GB DI RAM
= Disco virtuale da 400 GB, con thin provisioning
= Un’interfaccia di rete virtuale con accesso a Internet e accesso allo storage MVIP.

= Un’interfaccia di rete virtuale con accesso alla rete di gestione al cluster di storage. Se il cluster di
storage si trova su una subnet separata dal nodo di gestione (eth0Q) e si desidera utilizzare volumi
persistenti, aggiungere un secondo controller di interfaccia di rete (NIC) alla macchina virtuale sulla
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subnet di storage (eth1) o assicurarsi che la rete di gestione possa essere instradata alla rete di
storage.

@ Non accendere la macchina virtuale prima della fase indicata in questa procedura.
b. Collegare I'lSO alla macchina virtuale e avviare 'immagine di installazione .iso.

@ Linstallazione di un nodo di gestione mediante I'immagine potrebbe causare un ritardo
di 30 secondi prima della visualizzazione della schermata iniziale.

4. Al termine dell'installazione, accendere la macchina virtuale per il nodo di gestione.

Configurare la rete
1. Utilizzando linterfaccia utente del terminale (TUI), creare un utente admin del nodo di gestione.
Per spostarsi tra le opzioni di menu, premere i tasti freccia su o giu. Per spostarsi tra i

@ pulsanti, premere Tab. Per spostarsi dai pulsanti ai campi, premere Tab. Per spostarsi tra i
campi, premere i tasti freccia su o giu.

2. Configurare la rete dei nodi di gestione (eth0).

Se € necessaria una scheda NIC aggiuntiva per isolare il traffico di storage, consultare le
@ istruzioni sulla configurazione di un’altra scheda NIC: "Configurazione di un NIC (Network
Interface Controller) per lo storage".

Configurare la sincronizzazione dell’ora

1. Assicurarsi che il tempo sia sincronizzato tra il nodo di gestione e il cluster di storage utilizzando NTP:

A partire dall’elemento 12.3.1, i passaggi da (a) a (e) vengono eseguiti automaticamente. Per il
nodo di gestione 12,3.1, passare alla sottopase (f) per completare la configurazione della
sincronizzazione dell’ora.

1. Accedere al nodo di gestione utilizzando SSH o la console fornita dall’hypervisor.
2. Arresta NTPD:

sudo service ntpd stop

3. Modificare il file di configurazione NTP /etc/ntp.conf :

a. Commentare i server predefiniti (server 0.gentoo.pool.ntp.org)aggiungendo un # davanti a
ciascuno di essi.

b. Aggiungere una nuova riga per ogni server di riferimento orario predefinito che si desidera aggiungere.
| server di riferimento orario predefiniti devono essere gli stessi server NTP utilizzati nel cluster di
archiviazione che verranno utilizzati in un "passo successivo".
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vi /etc/ntp.conf

#server 0.gentoo.pool.ntp.org
#server l.gentoo.pool.ntp.org
#server 2.gentoo.pool.ntp.org

#server 3.gentoo.pool.ntp.org
server <insert the hostname or IP address of the default time server>

c. Al termine, salvare il file di configurazione.

4. Forzare una sincronizzazione NTP con il server appena aggiunto.
sudo ntpd -ggq

5. Riavviare NTPD.
sudo service ntpd start

6. Disattiva la sincronizzazione dell’ora con I'host tramite I'hypervisor (il seguente € un esempio VMware):

Se si implementa mNode in un ambiente hypervisor diverso da VMware, ad esempio
@ dallimmagine .iso in un ambiente OpenStack, fare riferimento alla documentazione
dell’hypervisor per i comandi equivalenti.

a. Disattivare la sincronizzazione periodica dell’ora:
vmware-toolbox-cmd timesync disable
b. Visualizzare e confermare lo stato corrente del servizio:

vmware-toolbox-cmd timesync status

C. In vSphere, verificare che la Synchronize guest time with host casella non sia selezionata
nelle opzioni VM.

(D Non attivare questa opzione se si apportano modifiche future alla macchina virtuale.

(D Non modificare 'NTP dopo aver completato la configurazione della sincronizzazione dell’ora
perché influisce sul’lNTP quando si esegue sul comando di ridistribuzionenodo di gestione.

Configurare il nodo di gestione

1. Creare una directory di destinazione temporanea per il contenuto del bundle di servizi di gestione:
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mkdir -p /sf/etc/mnode/mnode-archive

2. Scaricare il bundle dei servizi di gestione (versione 2.15.28 o successiva) precedentemente installato sul
nodo di gestione esistente e salvarlo nella /sf/etc/mnode/ directory.

3. Estrarre il bundle scaricato utilizzando il seguente comando, sostituendo il valore tra parentesi quadre [ ]
(comprese le parentesi quadre) con il nome del file bundle:

tar -C /sf/etc/mnode -xvf /sf/etc/mnode/[management services bundle
file]

4. Estrarre il file risultante nella /sf/etc/mnode-archive directory:

tar -C /sf/etc/mnode/mnode-archive -xvf
/sf/etc/mnode/services deploy bundle.tar.gz

5. Creare un file di configurazione per account e volumi:

echo '"{"trident": true, "mvip": "[mvip IP address]", "account name":
"[persistent volume account name]"}' | sudo tee /sf/etc/mnode/mnode-
archive/management-services-metadata.json

a. Sostituire il valore tra parentesi [ ] (comprese le parentesi) per ciascuno dei seguenti parametri richiesti:

= [mvip IP address]: L'indirizzo IP virtuale di gestione del cluster di storage. Configurare il nodo di
gestione con lo stesso cluster di archiviazione utilizzato durante "Configurazione dei server NTP".

= [nome account volume persistente]: Il nome dell’account associato a tutti i volumi persistenti in
questo cluster di storage.

6. Configurare ed eseguire il comando di ridistribuzione del nodo di gestione per connettersi ai volumi
persistenti ospitati sul cluster e avviare i servizi con i dati di configurazione del nodo di gestione precedenti:

Viene richiesto di inserire le password in un prompt sicuro. Se il cluster si trova dietro un
server proxy, € necessario configurare le impostazioni del proxy in modo da poter accedere
a una rete pubblica.

sudo /sf/packages/mnode/redeploy-mnode --mnode admin user [username]

a. Sostituire il valore tra parentesi quadre [ ] (comprese le parentesi quadre) con il nome utente
dell’'account amministratore del nodo di gestione. Probabilmente si tratta del nome utente dell’account
utente utilizzato per accedere al nodo di gestione.

(D E possibile aggiungere il nome utente o consentire allo script di richiedere le
informazioni.
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b. Eseguire il redeploy-mnode comando. Al termine della ridistribuzione, lo script visualizza un
messaggio di esito positivo.

c. Se si accede alle interfacce Web Element o NetApp HCI (come il nodo di gestione o il controllo cloud
ibrido NetApp) utilizzando il nome di dominio completo (FQDN) del sistema, "riconfigurare
l'autenticazione per il nodo di gestione”.

Se la funzionalita SSH era stata precedentemente disattivata nel nodo di gestione, sara

@ necessario "Disattivare nuovamente SSH"sul nodo di gestione recuperato. La capacita SSH
fornita da "Accesso alla sessione del NetApp Support Remote Support Tunnel (RST)" é attivata
sul nodo di gestione per impostazione predefinita.

Ulteriori informazioni

* "Volumi persistenti”
* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Accedere al nodo di gestione

A partire dal software NetApp Element versione 11.3, il nodo di gestione contiene due UI:
Un’interfaccia utente per la gestione dei servizi basati SU REST e un’interfaccia utente
per nodo per la gestione delle impostazioni di rete e cluster, nonché test e utility del
sistema operativo.

Per i cluster che eseguono Element Software versione 11.3 o successiva, € possibile utilizzare una delle due
interfacce seguenti:

* Utilizzando I'interfaccia utente del nodo di gestione (https:// [mNode IP}:442), & possibile apportare
modifiche alle impostazioni di rete e del cluster, eseguire test di sistema o utilizzare le utilita di sistema.

* Utilizzando linterfaccia utente APl REST incorporata (https:// [mNode IP}/mnode), & possibile
eseguire o comprendere le API relative ai servizi del nodo di gestione, tra cui la configurazione del server
proxy, gli aggiornamenti del livello di servizio o la gestione delle risorse.

Accedere all’interfaccia utente del nodo di gestione per nodo

Dallinterfaccia utente per nodo, & possibile accedere alle impostazioni di rete e cluster e utilizzare le utility e i
test di sistema.

Fasi

1. Accedere all'interfaccia utente per nodo per il nodo di gestione immettendo I'indirizzo IP del nodo di
gestione seguito da :442

https://[IP address]:442
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Support and Documentation Enzbie Debug Info!  Requests [ | Responses | | Logout

Network Settings Cluster Settings System Tests System Utilities

Management ~
Network Settings - Management
Method :  static
Link Speed : 1000
[Pv4 Address : | 10,117
IPwd Subnet Mask : | 255.255
IPvd Gateway Address : | 10,117
IPvE Address : |
IPve Gateway Address : |
MTU : | 1500
DNS Servers : |
Search Domains : |
Status : | UpAndRunning '.
Routes | "
@) Add |

2. Inserire il nome utente e la password del nodo di gestione quando richiesto.

Accedere all’interfaccia utente REST API del nodo di gestione

Dallinterfaccia utente dell’API REST, & possibile accedere a un menu di API correlate al servizio che
controllano i servizi di gestione sul nodo di gestione.

Fasi

1. Per accedere all'interfaccia utente API REST per i servizi di gestione, immettere I'indirizzo IP del nodo di
gestione seguito da /mnode:

https://[IP address]/mnode
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MANAGEMENT SERVICES API“

[ sase uRL: jwncde ]

higps: 10117, mmodeizaaggerjzan

The configuration REST service for MANAGEMENT SERVICES
MNetipp - Website

MNetApp Commercial Softwars License

logs Logsenic= ~
| Jlogs Gstlops from the MNODE ssnvice(z) & |

assets Assstssnice v
| fassets Add anew asset -] |
| fassets Getal assats -] |
|m fassets/compute-nodes Get all compute nodes ™ |
| fassets/compute-nodes/{ compute_node_id} Geta specific computs node by ID ™ |
|m fassets/controllers Getall controders - |
|m fassets/controllers/{controller_id} Getaspecific controlier by ID ™ |
|m fassets/storage-clusters Getal storage clusters ﬂ |
| fassets/storage-clusters/{storage_cluster_id} Geta specific storage cluster by ID ™ |
|m fassets/{asset_id} Modify an assetwith a speciic I - |
m Jassets/{asset_id} Delete an assetwith a speciic ID ™ ]
| Jassets/{asset_id} GetanassetbyitzID ™ |
| UM fassets/{asset_id}/compute-nodes Add s computs asset ™ |
| m fassets/{asset_id}/compute-nodes Gstcompuie sssats 5 |
|m fassets/{asset_id}/compute-nodes/{compute_id} Updat= s specific computs node asset 5 |
lm fassets/{asset_id}/compute-nodes/{compute id} Delete a specific compuie node assat o ]
\

2. Selezionare autorizzare o qualsiasi icona a forma di lucchetto e immettere le credenziali di amministratore

del cluster per le autorizzazioni per I'utilizzo delle API.

Ulteriori informazioni

+ "Abilitare il monitoraggio Active 1Q e NetApp HCI"
* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Modificare il certificato SSL predefinito del nodo di gestione

E possibile modificare il certificato SSL predefinito e la chiave privata del nodo di

gestione utilizzando I'API NetApp Element.

Quando si configura un nodo di gestione, viene creato un certificato SSL (Secure Sockets Layer) e una chiave
privata univoci, utilizzati per tutte le comunicazioni HTTPS tramite I'interfaccia utente elemento, l'interfaccia
utente per nodo o le API. Il software Element supporta i certificati autofirmati e quelli emessi e verificati da
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un’autorita di certificazione (CA) attendibile.

E possibile utilizzare i seguenti metodi API per ottenere ulteriori informazioni sul certificato SSL predefinito e
apportare modifiche.

» GetNodeSSLCertificate

E possibile utilizzare "Metodo GetNodeSSL Certificate" per recuperare le informazioni sul certificato SSL
attualmente installato, inclusi tutti i dettagli del certificato.

» SetNodeSSL Certificate

E possibile utilizzare "Metodo SetNodeSSL Certificate”" per impostare i certificati SSL per cluster e per nodo
sul certificato e sulla chiave privata forniti. Il sistema convalida il certificato e la chiave privata per impedire
I'applicazione di un certificato non valido.

* RemoveNodeSSL Certificate

In questo modo "Metodo RemoveNodeSSL Certificate" vengono rimossi il certificato SSL e la chiave privata
attualmente installati. Il cluster genera quindi un nuovo certificato autofirmato e una nuova chiave privata.

Trova ulteriori informazioni

* "Modificare il certificato SSL predefinito del software Element"
+ "Quali sono i requisiti relativi al’impostazione di certificati SSL personalizzati in Element Software?"
* "Documentazione software SolidFire ed Element"

* "Plug-in NetApp Element per server vCenter"

Utilizzare I’interfaccia utente del nodo di gestione
Panoramica dell’interfaccia utente del nodo di gestione

Con l'interfaccia utente del nodo di gestione (https://<ManagementNodeIP>:442), &
possibile apportare modifiche alle impostazioni di rete e del cluster, eseguire test di
sistema o utilizzare le utilita di sistema.

Attivita che & possibile eseguire con l'interfaccia utente del nodo di gestione:

+ "Configurare il monitoraggio degli avvisi su NetApp HCI"
+ "Modificare e verificare le impostazioni di rete, cluster e sistema del nodo di gestione"

» "Eseguire le utility di sistema dal nodo di gestione"

Trova ulteriori informazioni

* "Accedere al nodo di gestione"
* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"
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Configurare il monitoraggio degli avvisi su NetApp HCI
E possibile configurare le impostazioni per monitorare gli avvisi sul sistema NetApp HCI.

Il monitoraggio degli avvisi di NetApp HCI inoltra gli avvisi di sistema del cluster di storage NetApp HCI a
vCenter Server, consentendo di visualizzare tutti gli avvisi per NetApp HCI dallinterfaccia del client Web
vSphere.

1. Aprire I'interfaccia utente del nodo di gestione per nodo (https://[IP address]:442).
2. Selezionare la scheda monitoraggio avvisi.

3. Configurare le opzioni di monitoraggio degli avvisi.
Opzioni di monitoraggio degli avvisi

opzioni Descrizione

Eseguire i test di Alert Monitor Esegue i test di sistema del monitor per verificare
quanto segue:

» Connettivita NetApp HCI e VMware vCenter

* Associazione di NetApp HCI e VMware vCenter
tramite le informazioni del datastore fornite dal
servizio QoSSIOC

 Elenchi degli allarmi NetApp HCI e vCenter
correnti

Raccogli avvisi Attiva o disattiva I'inoltro degli allarmi di storage
NetApp HCI a vCenter. E possibile selezionare il
cluster di storage di destinazione dall’elenco a
discesa. L'impostazione predefinita per questa
opzione € Enabled.

Raccogliere gli avvisi delle Best practice Attiva o disattiva l'inoltro degli avvisi di Best practice
per lo storage NetApp HCI a vCenter. Gli avvisi di
Best practice sono errori che vengono generati da una
configurazione di sistema non ottimale.
L'impostazione predefinita per questa opzione &
Disabled. Se disattivato, gli avvisi di Best practice
per lo storage NetApp HCI non vengono visualizzati in
vCenter.
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opzioni

Inviare i dati di supporto ad AlIQ

Inviare i dati del nodo di calcolo ad AlIQ

Ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"
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Descrizione

Controlla il flusso di dati di supporto e monitoraggio
da VMware vCenter a NetApp SolidFire Active Q.

Le opzioni sono le seguenti:

» Enabled (attivato): Tutti gli allarmi vCenter, gli
allarmi storage NetApp HCI e i dati di supporto
vengono inviati a NetApp SolidFire Active 1Q. Cid
consente a NetApp di supportare e monitorare in
modo proattivo I'installazione di NetApp HCI, in
modo che i possibili problemi possano essere
rilevati e risolti prima di influire sul sistema.

Disabled (Disattivato): Non vengono inviati allarmi

vCenter, allarmi storage NetApp HCI o dati di
supporto a NetApp SolidFire Active 1Q.

®

Se I'opzione Invia dati ad AlQ é stata
disattivata utilizzando il motore di
distribuzione NetApp, & necessario
"abilitare la telemetria"utilizzare
nuovamente 'API REST del nodo di
gestione per configurare il servizio da
questa pagina.

Controlla il flusso di dati di supporto e monitoraggio
dai nodi di calcolo a NetApp SolidFire Active 1Q.

Le opzioni sono le seguenti:

+ Abilitato: I dati di supporto e monitoraggio relativi
ai nodi di calcolo vengono trasmessi a NetApp
SolidFire Active |Q per consentire il supporto
proattivo per I'hardware del nodo di calcolo.

+ Disattivato: | dati di supporto e monitoraggio
relativi ai nodi di calcolo non vengono trasmessi a
NetApp SolidFire Active 1Q.

®

Se I'opzione Invia dati ad AlQ é stata
disattivata utilizzando il motore di
distribuzione NetApp, & necessario
"abilitare la telemetria"utilizzare
nuovamente 'API REST del nodo di
gestione per configurare il servizio da
questa pagina.
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Modificare e verificare le impostazioni di rete, cluster e sistema del nodo di gestione

E possibile modificare e verificare le impostazioni di rete, cluster e sistema del nodo di
gestione.

» Aggiornare le impostazioni di rete del nodo di gestione
» Aggiornare le impostazioni del cluster del nodo di gestione

« Verificare le impostazioni del nodo di gestione

Aggiornare le impostazioni di rete del nodo di gestione

Nella scheda Network Settings (Impostazioni di rete) dell’'interfaccia utente del nodo di gestione per nodo, &
possibile modificare i campi dell'interfaccia di rete del nodo di gestione.
1. Aprire l'interfaccia utente del nodo di gestione per nodo.
2. Selezionare la scheda Impostazioni di rete.
3. Visualizzare o inserire le seguenti informazioni:
a. Metodo: Scegliere uno dei seguenti metodi per configurare l'interfaccia:

* loopback: Consente di definire l'interfaccia di loopback IPv4.

* manual: Consente di definire le interfacce per le quali non viene eseguita alcuna configurazione
per impostazione predefinita.

* dhop: Consente di ottenere un indirizzo IP tramite DHCP.

* static: Consente di definire interfacce Ethernet con indirizzi IPv4 assegnati staticamente.
b. Velocita di collegamento: La velocita negoziata dalla NIC virtuale.
c. IPv4 Address: L'indirizzo IPv4 per la rete eth0.
d. IPv4 Subnet Mask: Suddivisioni di indirizzi della rete IPv4.

e. IPv4 Gateway Address (Indirizzo gateway IPv6): Indirizzo di rete del router per I'invio dei pacchetti
dalla rete locale.

f. IPv6 Address: L'indirizzo IPv6 per la rete ethO.

g. IPv6 Gateway Address (Indirizzo gateway IPv6): Indirizzo di rete del router per I'invio dei pacchetti
dalla rete locale.

@ Le opzioni IPv6 non sono supportate per la versione 11.3 o successive del nodo di
gestione.

h. MTU: Dimensione massima dei pacchetti che un protocollo di rete pud trasmettere. Deve essere
maggiore o uguale a 1500. Se si aggiunge una seconda scheda di rete per lo storage, il valore deve
essere 9000.

i. Server DNS: Interfaccia di rete utilizzata per la comunicazione del cluster.

j- Search Domains (Cerca domini): Consente di cercare ulteriori indirizzi MAC disponibili per il sistema.

k. Status: Valori possibili:
* UpAndRunning

* Down
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-Up

I. Routes: Route statiche verso host o reti specifici tramite I'interfaccia associata per I'utilizzo da parte
dei percorsi.

Aggiornare le impostazioni del cluster del nodo di gestione

Nella scheda Cluster Settings (Impostazioni cluster) dell’interfaccia utente per nodo per il nodo di gestione, &
possibile modificare i campi dell’interfaccia cluster quando un nodo si trova negli stati Available (disponibile),
PendingActive (PendingActive) e Active (attivo).
1. Aprire l'interfaccia utente del nodo di gestione per nodo.
2. Selezionare la scheda Cluster Settings (Impostazioni cluster).
3. Visualizzare o inserire le seguenti informazioni:
° Ruolo: Ruolo del nodo di gestione nel cluster. Valore possibile: Management.
> Version: Versione del software Element in esecuzione sul cluster.

- Default Interface: Interfaccia di rete predefinita utilizzata per la comunicazione del nodo di gestione
con il cluster che esegue il software Element.

Verificare le impostazioni del nodo di gestione

Dopo aver modificato le impostazioni di gestione e di rete per il nodo di gestione e aver eseguito le modifiche,
e possibile eseguire test per convalidare le modifiche apportate.

1. Aprire l'interfaccia utente del nodo di gestione per nodo.

2. Nellinterfaccia utente del nodo di gestione, selezionare Test di sistema.

3. Completare una delle seguenti operazioni:

a. Per verificare che le impostazioni di rete configurate siano valide per il sistema, selezionare Test
Network Config.

b. Per verificare la connettivita di rete a tutti i nodi del cluster su entrambe le interfacce 1G e 10G
utilizzando pacchetti ICMP, selezionare Test Ping.

4. Visualizzare o inserire quanto segue:
> Hosts: Specificare un elenco separato da virgole di indirizzi o nomi host dei dispositivi da ping.
> Tentativi: Specificare il numero di volte in cui il sistema deve ripetere il test ping. Predefinito: 5.

> Packet Size (dimensione pacchetto): Specificare il numero di byte da inviare nel pacchetto ICMP
inviato a ciascun IP. Il numero di byte deve essere inferiore al valore MTU massimo specificato nella
configurazione di rete.

> Timeout msec: Specificare il numero di millisecondi da attendere per ogni singola risposta ping.
Impostazione predefinita: 500 ms.

> Total Timeout sec: Specificare il tempo in secondi in cui il ping deve attendere una risposta di sistema
prima di eseguire il successivo tentativo di ping o terminare il processo. Predefinito: 5.

> Proibisci frammentazione: Attiva il flag DF (do not fragment) per i pacchetti ICMP.

Ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

» "Pagina delle risorse NetApp HCI"
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Eseguire le utility di sistema dal nodo di gestione

E possibile utilizzare I'interfaccia utente per nodo per il nodo di gestione per creare o
eliminare i bundle di supporto del cluster, reimpostare le impostazioni di configurazione
del nodo o riavviare la rete.

Fasi

1. Aprire l'interfaccia utente del nodo di gestione per nodo utilizzando le credenziali admin del nodo di
gestione.

2. Selezionare Utilita di sistema.

3. Selezionare il pulsante dell’utilita che si desidera eseguire:

a. Control Power (alimentazione controllo): Riavvia, spegne e riaccende il nodo. Specificare una delle
seguenti opzioni.

@ Questa operazione causa la perdita temporanea della connettivita di rete.

Azione: Le opzioni includono Restart e Halt (spegnimento).

Wakeup Delay (ritardo di attivazione): Qualsiasi tempo aggiuntivo prima che il nodo torni online.

b. Create Cluster Support Bundle: Crea il bundle di supporto del cluster per assistere le valutazioni
diagnostiche del supporto NetApp di uno o piu nodi in un cluster. Specificare le seguenti opzioni:

Nome bundle: Nome univoco per ciascun bundle di supporto creato. Se non viene fornito alcun
nome, come nome del file vengono utilizzati "supportbundle” e il nome del nodo.

MVIP: UMVIP del cluster. | bundle vengono raccolti da tutti i nodi del cluster. Questo parametro &
obbligatorio se il parametro Nodes non & specificato.

Nodes: Gli indirizzi IP dei nodi da cui raccogliere i bundle. Utilizzare nodi o MVIP, ma non entrambi,
per specificare i nodi da cui raccogliere i bundle. Questo parametro & obbligatorio se MVIP non &
specificato.

Username: Il nome utente dellamministratore del cluster.
Password: La password di amministrazione del cluster.

Allow Incomplete (Consenti incompleto): Consente di continuare I'esecuzione dello script se non
& possibile raccogliere bundle da uno o piu nodi.

Extra args: Questo parametro viene fornito allo sf make support bundle script. Questo
parametro deve essere utilizzato solo su richiesta del supporto NetApp.

c. Delete All Support Bundle (Elimina tutti i pacchetti di supporto): Elimina tutti i pacchetti di supporto
correnti sul nodo di gestione.

d. Reset Node: Ripristina il nodo di gestione su una nuova immagine di installazione. In questo modo,
tutte le impostazioni, ad eccezione della configurazione di rete, vengono modificate nello stato
predefinito. Specificare le seguenti opzioni:

Build: URL di un'immagine software di elementi remoti in cui il nodo verra reimpostato.

Opzioni: Specifiche per I'esecuzione delle operazioni di ripristino. | dettagli sono forniti dal
supporto NetApp, se necessario.

@ Questa operazione causa la perdita temporanea della connettivita di rete.

e. Restart Networking (Riavvia rete): Riavvia tutti i servizi di rete sul nodo di gestione.
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(D Questa operazione causa la perdita temporanea della connettivita di rete.

Ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

« "Pagina delle risorse NetApp HCI"

Utilizzare I’API REST del nodo di gestione

Panoramica dell’interfaccia utente REST API del nodo di gestione

Utilizzando l'interfaccia utente API REST incorporata
(https://<ManagementNodeIP>/mnode), & possibile eseguire o comprendere le API
relative ai servizi del nodo di gestione, tra cui la configurazione del server proxy, gli
aggiornamenti del livello di servizio o la gestione delle risorse.

Attivita che é possibile eseguire con le APl REST:

Autorizzazione

+ "Ottenere l'autorizzazione per utilizzare le API REST"

Configurazione delle risorse

+ "Abilitare il monitoraggio Active |1Q e NetApp HCI"
 "Configurare un server proxy per il nodo di gestione"

« "Configurare NetApp Hybrid Cloud Control per piu vCenter"

» "Aggiungere risorse di calcolo e controller al nodo di gestione"

+ "Creare e gestire le risorse del cluster di storage"

Gestione delle risorse

* "Visualizzare o modificare le risorse dei controller esistenti"
« "Creare e gestire le risorse del cluster di storage”

* "Rimuovere una risorsa dal nodo di gestione"

+ "Utilizzare I'API REST per raccogliere i log NetApp HCI"

+ "Verificare le versioni dei sistemi operativi e dei servizi del nodo di gestione

» "Recupero dei log dai servizi di gestione"

Trova ulteriori informazioni

» "Accedere al nodo di gestione"
* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"
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Ottenere 'autorizzazione per utilizzare le APl REST

E necessario autorizzare prima di poter utilizzare le API per i servizi di gestione
nell'interfaccia utente REST API. A tale scopo, & necessario ottenere un token di
accesso.

Per ottenere un token, fornire le credenziali di amministratore del cluster e un ID client. Ogni token dura circa

dieci minuti. Dopo la scadenza di un token, puoi autorizzare di nuovo per un nuovo token di accesso.

La funzionalita di autorizzazione viene impostata durante I'installazione e I'implementazione del nodo di
gestione. Il servizio token si basa sul cluster di storage definito durante I'installazione.

Di cosa hai bisogno

+ La versione del cluster in uso deve disporre del software NetApp Element 11.3 o versione successiva.

+ Si dovrebbe aver implementato un nodo di gestione con versione 11.3 o successiva.

Comando API

TOKEN="curl -k -X POST https://MVIP/auth/connect/token -F client id=mnode-
client -F grant type=password -F username=CLUSTER ADMIN -F
password=CLUSTER PASSWORD|awk -F':' '{print $2}'Jawk -F',' '{print
$1}'|sed s/\"//g’

FASI DELL'INTERFACCIA UTENTE API REST

1. Accedere all'interfaccia utente API REST per il servizio immettendo l'indirizzo IP del nodo di gestione
seguito dal nome del servizio, ad esempio /mnode/:

https://<ManagementNodeIP>/mnode/

2. Selezionare autorizzare.

@ In alternativa, & possibile selezionare I'icona a forma di lucchetto accanto a qualsiasi API di
servizio.

3. Completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
¢. Non inserire un valore per il client secret.

d. Selezionare autorizzare per avviare una sessione.

4. Chiudere la finestra di dialogo Available Authorisations (autorizzazioni disponibili).

(D Se si tenta di eseguire un comando dopo la scadenza del token, viene visualizzato un 401
Error: UNAUTHORIZED messaggio. Se compare questo, autorizzare di nuovo.

Trova ulteriori informazioni
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* "Plug-in NetApp Element per server vCenter"

» "Pagina delle risorse NetApp HCI"

Abilitare il monitoraggio Active 1Q e NetApp HCI

E possibile attivare il monitoraggio dello storage Active IQ per il monitoraggio del calcolo
di NetApp HCI e NetApp HCI, se non lo si € gia fatto durante l'installazione o
I'aggiornamento. Potrebbe essere necessario utilizzare questa procedura se la telemetria
e stata disattivata utilizzando il motore di implementazione di NetApp HCI.

Il servizio Active 1Q Collector inoltra i dati di configurazione e le metriche delle performance del cluster basate
su software Element a NetApp Active 1Q per il reporting storico e il monitoraggio delle performance quasi in
tempo reale. Il servizio di monitoraggio NetApp HCI consente di inoltrare gli errori del cluster di storage a
vCenter per la notifica degli avvisi.

Di cosa hai bisogno
« Il cluster di storage esegue il software NetApp Element 11.3 o versione successiva.

« E stato implementato un nodo di gestione con versione 11.3 o successiva.

* Hai accesso a Internet. Il servizio di raccolta Active 1Q non pud essere utilizzato da siti oscuri.
Fasi

1. Ottenere I'ID risorsa di base per l'installazione:

a. Aprire l'interfaccia utente REST API del servizio di inventario sul nodo di gestione:
https://<ManagementNodeIP>/inventory/1/

b. Selezionare autorizzare e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
ii. Immettere I'ID client come mnode-client.
ii. Selezionare autorizzare per avviare una sessione.
iv. Chiudere la finestra.
c. Dall'interfaccia utente APl REST, selezionare GET /Installations.
d. Selezionare Provalo.
e. Selezionare Esegui.

f. Dal corpo della risposta codice 200, copiare id per l'installazione.
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"installations": [

{
" links": {
"collection":
"https://10.111.211.111/inventory/1l/installations”,
"self":
"https://10.111.217.111/inventory/1/installations/abcd0le2-ab00-1xxx-
9lee-12f111xxc7x0x"

by
"id": "abcdOle2-ab00-1xxx-9lee-12f111xxc7x0x",

@ L'installazione dispone di una configurazione delle risorse di base creata durante
l'installazione o I'aggiornamento.

2. Attivare la telemetria:

a. Accedere all'interfaccia utente dell’API del servizio mnode sul nodo di gestione immettendo l'indirizzo
IP del nodo di gestione seguito da /mnode:

https://<ManagementNodeIP>/mnode

b. Selezionare autorizzare o qualsiasi icona a forma di lucchetto e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
i. Immettere I'ID client come mnode-client.
iii. Selezionare autorizzare per avviare una sessione.
iv. Chiudere la finestra.
c. Configurare la risorsa di base:
i. Selezionare PUT /assets/{asset_id}.
i. Selezionare Provalo.

iii. Inserire quanto segue nel payload JSON:

{

"telemetry active": true
"config": {}

}

iv. Inserire I'ID di base del passaggio precedente in asset_ID.

v. Selezionare Esegui.

Il servizio Active 1Q viene riavviato automaticamente ogni volta che si modificano le risorse. La
modifica delle risorse comporta un breve ritardo prima dell’applicazione delle impostazioni.
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3. Se non I'hai gia fatto, Aggiungi una risorsa controller vCenter per il monitoraggio NetApp HCI (solo
installazioni NetApp HCI) e il controllo cloud ibrido (per tutte le installazioni) al nodo di gestione risorse
note:

@ Per i servizi di monitoraggio NetApp HCI & necessaria una risorsa controller.

a. Selezionare POST /assets/{asset_id}/controller per aggiungere una sottorisorsa del controller.
b. Selezionare Provalo.
c. Inserire I'ID risorsa base principale copiato negli Appunti nel campo asset_id.

d. Immettere i valori di payload richiesti con type credenziali AS vCenter e vCenter.

{
"username": "string",

"password": "string",

ip": "string",
"type": "vCenter",
"host name": "string",
"config": {}

}

@ ip E Pindirizzo IP di vCenter.
e. Selezionare Esegui.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

» "Pagina delle risorse NetApp HCI"

Configurare NetApp Hybrid Cloud Control per piu vCenter

E possibile configurare NetApp Hybrid Cloud Control per gestire le risorse di due o piu
vCenter che non utilizzano Linked Mode.

Questa procedura deve essere utilizzata dopo l'installazione iniziale quando € necessario aggiungere risorse
per un’installazione scalata di recente o quando le nuove risorse non sono state aggiunte automaticamente
alla configurazione. Utilizza queste API per aggiungere risorse aggiunte di recente all’installazione.

Di cosa hai bisogno
 La versione del cluster in uso esegue il software NetApp Element 11.3 o versione successiva.

« E stato implementato un nodo di gestione con versione 11.3 o successiva.

Fasi

1. "Aggiungere nuovi vCenter come risorse del controller" alla configurazione del nodo di gestione.

2. "Aggiungi nuovi nodi di calcolo come risorse di calcolo" alla configurazione del nodo di gestione.
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Potrebbe essere necessario "Modificare le credenziali BMC per i nodi di calcolo"risolvere un
@ Hardware ID not available errore o Unable to Detect indicato in NetApp Hybrid
Cloud Control.

3. Aggiornare 'API del servizio di inventario sul nodo di gestione:

https://<ManagementNodeIP>/inventory/1/

@ In alternativa, & possibile attendere 15 minuti per 'aggiornamento dell'inventario
nell’interfaccia utente di NetApp Hybrid Cloud Control.

a. Selezionare autorizzare e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
i. Immettere I'ID client come mnode-client.
ii. Selezionare autorizzare per avviare una sessione.
iv. Chiudere la finestra.
b. Dall'interfaccia utente APl REST, selezionare GET /Installations.
c. Selezionare Provalo.
d. Selezionare Esegui.
e. Dalla risposta, copiare I'ID risorsa di installazione ("id").
f. Dall'interfaccia utente APl REST, selezionare GET /Installations/{id}.
g. Selezionare Provalo.
h. Impostare I'aggiornamento su True.
i. Incollare I'ID della risorsa di installazione nel campo id.
j- Selezionare Esegui.

4. Aggiorna il browser NetApp Hybrid Cloud Control per vedere le modifiche.

Trova ulteriori informazioni
* "Plug-in NetApp Element per server vCenter"

« "Pagina delle risorse NetApp HCI"

Aggiungere risorse di calcolo e controller al nodo di gestione

E possibile aggiungere risorse di calcolo e controller alla configurazione del nodo di
gestione utilizzando l'interfaccia utente REST API.

Potrebbe essere necessario aggiungere una risorsa se l'installazione € stata scalata di recente e le nuove
risorse non sono state aggiunte automaticamente alla configurazione. Utilizza queste API per aggiungere
risorse aggiunte di recente all'installazione.

Di cosa hai bisogno
 La versione del cluster in uso esegue il software NetApp Element 11.3 o versione successiva.
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« E stato implementato un nodo di gestione con versione 11.3 o successiva.

+ E necessario "Ha creato un nuovo ruolo NetApp HCC in vCenter'limitare la visualizzazione dei servizi del
nodo di gestione alle risorse solo NetApp.

+ Si dispone dell'indirizzo IP e delle credenziali per la gestione di vCenter.
 Si dispone dell'indirizzo IP di gestione del nodo di calcolo (ESXi) e delle credenziali root.

 Si dispone dell'indirizzo IP di gestione dell’hardware (BMC) e delle credenziali di amministratore.

A proposito di questa attivita

(Solo NetApp HCI) se non vengono visualizzati nodi di calcolo in controllo cloud ibrido (HCC) dopo aver
scalato il sistema NetApp HCI, & possibile aggiungere un nodo di calcolo utilizzando il POST
/assets/{asset id}/compute-nodes descritto in questa procedura.

Fasi
1. Ottenere I'ID risorsa di base per l'installazione:

a. Aprire l'interfaccia utente REST API del servizio di inventario sul nodo di gestione:
https://<ManagementNodeIP>/inventory/1/

b. Selezionare autorizzare e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
i. Immettere I'ID client come mnode-client.
ii. Selezionare autorizzare per avviare una sessione.
iv. Chiudere la finestra.
c. Dall'interfaccia utente APl REST, selezionare GET /Installations.
d. Selezionare Provalo.
e. Selezionare Esegui.

f. Dal corpo della risposta codice 200, copiare id per l'installazione.

"installations": [
{
" links": {

"collection™":
"https://10.111.211.111/inventory/1/installations",

"self":
"https://10.111.217.111/inventory/1/installations/abcd0le2-ab00-1xxx-
9lee-12f111xxc7x0x"

b
"id": "abcdO0le2-ab00-1xxx-9lee-12£f111xxc7x0x",

(D L'installazione dispone di una configurazione delle risorse di base creata durante
l'installazione o I'aggiornamento.
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g. Dallinterfaccia utente API REST, selezionare GET /Installations/{id}.
h. Selezionare Provalo.

i. Incollare I'ID della risorsa di installazione nel campo id.

j- Selezionare Esegui.

k. Dalla risposta, copiare e salvare I'ID del controller del cluster ("controllerId") per utilizzarlo in un
passaggio successivo.

2. (Solo per nodi di calcolo) Individuare il tag hardware per il nodo di calcolo in vSphere.

3. Per aggiungere una risorsa controller (vCenter), un nodo di calcolo (ESXi) o un hardware (BMC) a una
risorsa di base esistente, selezionare una delle seguenti opzioni.

Opzione Descrizione

POST /Assets/{asset_id}/controller a. Aprire l'interfaccia utente del’API REST del servizio
mNode sul nodo di gestione:

https://<ManagementNodeIP>/mnode

i. Selezionare autorizzare e completare le seguenti
operazioni:

A. Inserire il nome utente e la password del cluster.
B. Immettere I'ID client come mnode-client.
C. Selezionare autorizzare per avviare una sessione.
D. Chiudere la finestra.
b. Selezionare POST /assets/{asset_id}/controller.
c. Selezionare Provalo.
d. Inserire I'ID risorsa di base principale nel campo asset_id.
e. Aggiungere i valori richiesti al payload.

f. Selezionare Esegui.
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Opzione Descrizione

POST /assets/{asset_id}/nodi di calcolo a. Aprire l'interfaccia utente del’API REST del servizio
mNode sul nodo di gestione:

https://<ManagementNodeIP>/mnode

i. Selezionare autorizzare e completare le seguenti
operazioni:

A. Inserire il nome utente e la password del cluster.
B. Immettere I'ID client come mnode-client.
C. Selezionare autorizzare per avviare una sessione.
D. Chiudere la finestra.
b. Selezionare POST /assets/{asset_id}/compute-nodes.
c. Selezionare Provalo.

d. Inserire I'ID risorsa base principale copiato in un passaggio
precedente nel campo asset_id.

e. Nel payload, procedere come segue:

i. Immettere nel campo I'lP di gestione per il nodo ip.

i. Per hardwareTag, immettere il valore del tag
hardware salvato in una fase precedente.

iii. Inserire altri valori, come richiesto.

f. Selezionare Esegui.
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Opzione Descrizione

POST /assets/{asset_id}/nodi-hardware a. Aprire l'interfaccia utente del’API REST del servizio
mNode sul nodo di gestione:

https://<ManagementNodeIP>/mnode

i. Selezionare autorizzare e completare le seguenti
operazioni:

A. Inserire il nome utente e la password del cluster.
B. Immettere I'ID client come mnode-client.
C. Selezionare autorizzare per avviare una sessione.
D. Chiudere la finestra.
b. Selezionare POST /assets/{asset_id}/hardware-nodes.
c. Selezionare Provalo.
d. Inserire I'ID risorsa di base principale nel campo asset_id.
e. Aggiungere i valori richiesti al payload.

f. Selezionare Esegui.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

» "Pagina delle risorse NetApp HCI"

Come individuare un tag hardware per un nodo di calcolo

E necessario il tag hardware per aggiungere le risorse del nodo di calcolo alla
configurazione del nodo di gestione utilizzando l'interfaccia utente REST API.
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VMware vSphere 7,0

Individuare il tag hardware per un nodo di calcolo in VMware vSphere Web Client 7,0.
Fasi

1. Selezionare I'host in vSphere Web Client Navigator.

2. Selezionare la scheda Configura.

3. Dalla barra laterale, selezionare hardware > Panoramica. Controllare se il tag hardware & elencato
nella system tabella.
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4. Copiare e salvare il valore per Tag.

Processors

5. Aggiungi le risorse di calcolo e controller al nodo di gestione.
VMware vSphere 6.7 e 6.5
Individuare il tag hardware per un nodo di calcolo in VMware vSphere Web Client 6.7 € 6.5.

Fasi
1. Selezionare I'host in vSphere Web Client Navigator.
2. Selezionare la scheda Monitor e selezionare hardware Health.

3. Verificare che il tag sia elencato con il produttore e il numero di modello del BIOS.
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4. Copiare e salvare il valore per Tag.

5. Aggiungi le risorse di calcolo e controller al nodo di gestione.

Creare e gestire le risorse del cluster di storage

E possibile aggiungere nuove risorse del cluster di storage al nodo di gestione,
modificare le credenziali memorizzate per le risorse del cluster di storage note ed
eliminare le risorse del cluster di storage dal nodo di gestione utilizzando 'API REST.

Di cosa hai bisogno

+ Assicurarsi che la versione del cluster di storage in uso utilizzi il software NetApp Element 11.3 o versione
successiva.

* Assicurarsi di aver implementato un nodo di gestione con versione 11.3 o successiva.

Opzioni di gestione delle risorse del cluster di storage
Scegliere una delle seguenti opzioni:

* Recuperare I'ID di installazione e I'ID del cluster di una risorsa del cluster di storage
» Aggiungere una nuova risorsa di cluster di storage

* Modificare le credenziali memorizzate per una risorsa del cluster di storage

* Eliminare una risorsa del cluster di storage

Recuperare I'ID di installazione e I'ID del cluster di una risorsa del cluster di storage

E possibile utilizzare LAPI REST per ottenere I'ID di installazione e I'ID del cluster di storage. Per aggiungere
una nuova risorsa del cluster di storage € necessario I'ID dell’installazione e I'ID del cluster per modificare o
eliminare una risorsa specifica del cluster di storage.

Fasi

1. Accedere all'interfaccia utente API REST per il servizio di inventario immettendo I'indirizzo IP del nodo di
gestione seguito da /inventory/1/:

https://<ManagementNodeIP>/inventory/1/
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Selezionare autorizzare o qualsiasi icona a forma di lucchetto e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Selezionare autorizzare per avviare una sessione.

d. Chiudere la finestra.

3. Selezionare GET /Installations.

Selezionare Provalo.

5. Selezionare Esegui.

10.
1.

12.
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L’API restituisce un elenco di tutte le installazioni note.

Dal corpo della risposta codice 200, salvare il valore nel id campo, che € possibile trovare nell’elenco delle
installazioni. Questo & I'ID dell'installazione. Ad esempio:

"installations": [

{
"id": "1234a678-12ab-35dc-7b4a-1234a5b6a7ba",

"name": "my-hci-installation™,

" links": {
"collection": "https://localhost/inventory/l/installations",
"self": "https://localhost/inventory/1l/installations/1234a678-

12ab-35dc-7b4a-1234a5b6a7ba"
}

. Accedere all'interfaccia utente del’API REST per il servizio di storage immettendo I'indirizzo IP del nodo di

gestione seguito da /storage/1/:

https://<ManagementNodeIP>/storage/1/

. Selezionare autorizzare o qualsiasi icona a forma di lucchetto e completare le seguenti operazioni:

a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Selezionare autorizzare per avviare una sessione.
d. Chiudere la finestra.
Selezionare GET /clusters.
Selezionare Provalo.
Immettere I'ID di installazione salvato in precedenza nel installationId parametro.

Selezionare Esegui.

L'API restituisce un elenco di tutti i cluster di storage noti in questa installazione.



13. Dal corpo di risposta codice 200, individuare il cluster di archiviazione corretto e salvare il valore nel campo
del quadro strumenti storageId. Questo € I'ID del cluster di storage.

Aggiungere una nuova risorsa di cluster di storage

E possibile utilizzare I'’API REST per aggiungere una o piti nuove risorse del cluster di storage all'inventario dei
nodi di gestione. Quando si aggiunge una nuova risorsa del cluster di storage, questa viene automaticamente
registrata con il nodo di gestione.

Di cosa hai bisogno
« E stata copiata la ID cluster storage e ID installazione per i cluster di storage che si desidera aggiungere.

« Se si aggiungono piu nodi storage, sono state lette e comprese le limitazioni di e del "cluster
autorevole"supporto di piu cluster di storage.

@ Tutti gli utenti definiti nel cluster autorevole sono definiti come utenti su tutti gli altri cluster
legati all'istanza di Hybrid Cloud Control.

Fasi

1. Accedere all'interfaccia utente del’API REST per il servizio di storage immettendo I'indirizzo IP del nodo di
gestione seguito da /storage/1/:

https://<ManagementNodeIP>/storage/1/

2. Selezionare autorizzare o qualsiasi icona a forma di lucchetto e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Selezionare autorizzare per avviare una sessione.
d. Chiudere la finestra.
3. Selezionare POST /clusters.
4. Selezionare Provalo.

5. Inserire le informazioni del nuovo cluster di storage nei seguenti parametri nel campo Request Body
(corpo richiesta):

"installationId": "alb2c34d-e56f-1laz2b-cl23-1ab2cd345d6e",

"mvip": "10.0.0.1",
"password": "admin",
"userId": "admin"
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Parametro Tipo Descrizione

installationId stringa L'installazione in cui aggiungere il
nuovo cluster di storage. Inserire
I'ID di installazione salvato in
precedenza in questo parametro.

mvip stringa L'indirizzo IP virtuale di gestione
IPv4 (MVIP) del cluster di storage.

password stringa La password utilizzata per
comunicare con il cluster di
storage.

userId stringa L'ID utente utilizzato per

comunicare con il cluster di
storage (l'utente deve disporre dei
privilegi di amministratore).

6. Selezionare Esegui.

L'API restituisce un oggetto contenente informazioni sulla risorsa del cluster di storage appena aggiunta,
ad esempio il nome, la versione e I'indirizzo IP.

Modificare le credenziali memorizzate per una risorsa del cluster di storage

E possibile modificare le credenziali memorizzate che il nodo di gestione utilizza per accedere a un cluster di
storage. L'utente scelto deve disporre dell’accesso di amministratore del cluster.

@ Prima di continuare, assicurarsi di aver seguito i passaggi descritti inRecuperare I'ID di
installazione e I'ID del cluster di una risorsa del cluster di storage.

Fasi

1. Accedere all'interfaccia utente dellAPI REST per il servizio di storage immettendo I'indirizzo IP del nodo di
gestione seguito da /storage/1/:

https://<ManagementNodeIP>/storage/1/

2. Selezionare autorizzare o qualsiasi icona a forma di lucchetto e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Selezionare autorizzare per avviare una sessione.
d. Chiudere la finestra.
. Selezionare PUT /clusters/{storageld}.

3

4. Selezionare Provalo.

9. Incollare I'ID del cluster di archiviazione copiato in precedenza nel storageId parametro.
6

. Modificare uno o entrambi i seguenti parametri nel campo corpo della richiesta:
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"password": "adminadmin",

"userId": "admin"
}
Parametro Tipo
password stringa
userId stringa

7. Selezionare Esegui.

Eliminare una risorsa del cluster di storage

Descrizione

La password utilizzata per
comunicare con il cluster di
storage.

L'ID utente utilizzato per
comunicare con il cluster di
storage (l'utente deve disporre dei
privilegi di amministratore).

Se il cluster di storage non € piu in servizio, &€ possibile eliminare una risorsa del cluster di storage. Quando si
rimuove una risorsa del cluster di storage, questa viene automaticamente annullata dalla registrazione dal

nodo di gestione.

@ Prima di continuare, assicurarsi di aver seguito i passaggi descritti inRecuperare I'lD di
installazione e I'ID del cluster di una risorsa del cluster di storage.

Fasi

1. Accedere all'interfaccia utente dellAPI REST per il servizio di storage immettendo I'indirizzo IP del nodo di

gestione seguito da /storage/1/:

https://<ManagementNodeIP>/storage/1/

2. Selezionare autorizzare o qualsiasi icona a forma di lucchetto e completare le seguenti operazioni:

a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.

c. Selezionare autorizzare per avviare una sessione.

d. Chiudere la finestra.

. Selezionare Provalo.

o o A~ W

. Selezionare Esegui.

All’esito positivo, I'API restituisce una risposta vuota.

. Selezionare DELETE /clusters/{storageld}.

. Immettere I'ID del cluster di archiviazione copiato in precedenza nel storageId parametro.
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Trova ulteriori informazioni

+ "Cluster autorevole"
* "Plug-in NetApp Element per server vCenter"

 "Pagina delle risorse NetApp HCI"

Visualizzare o modificare le risorse dei controller esistenti

E possibile visualizzare informazioni sui controller VMware vCenter esistenti e modificarli
nella configurazione del nodo di gestione utilizzando I'’API REST. | controller sono istanze
di VMware vCenter registrate nel nodo di gestione per I'installazione di NetApp HCI.

Di cosa hai bisogno

+ Assicurarsi che la versione del cluster in uso utilizzi il software NetApp Element 11.3 o versione
successiva.

* Assicurarsi di aver implementato un nodo di gestione con versione 11.3 o successiva.

Accedere all’API REST dei servizi di gestione

Fasi

1. Accedere all'interfaccia utente API REST per i servizi di gestione immettendo I'indirizzo IP del nodo di
gestione seguito da /vcenter/1/:

https://<ManagementNodeIP>/vcenter/1/

2. Selezionare autorizzare o qualsiasi icona a forma di lucchetto e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Selezionare autorizzare per avviare una sessione.

d. Chiudere la finestra.

Visualizzare le informazioni memorizzate sui controller esistenti

E possibile elencare i controller vCenter esistenti registrati con il nodo di gestione e visualizzare le informazioni
memorizzate utilizzando 'API REST.

Fasi

1. Selezionare GET /compute/controller.
2. Selezionare Provalo.

3. Selezionare Esegui.

L’API restituisce un elenco di tutti i controller vCenter conosciuti, insieme all'indirizzo IP, al’'ID del controller,
al nome host e all’'ID utente utilizzati per comunicare con ciascun controller.

4. Se si desidera lo stato di connessione di un determinato controller, copiare I'ID del controller dal id campo
del controller nella clipboard e vedere Visualizzare lo stato di un controller esistente.
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Visualizzare lo stato di un controller esistente

E possibile visualizzare lo stato di uno dei controller vCenter esistenti registrati con il nodo di gestione. L'API
restituisce uno stato che indica se NetApp Hybrid Cloud Control € in grado di connettersi al controller vCenter
e il motivo di tale stato.

Fasi

1. Selezionare GET /compute/controller/{controller_id}/status.

2. Selezionare Provalo.
3. Immettere I'ID del controller copiato in precedenza nel controller id parametro.

4. Selezionare Esegui.

L'API restituisce uno stato di questo particolare controller vCenter, insieme a un motivo per tale stato.

Modificare le proprieta memorizzate di un controller

E possibile modificare il nome utente o la password memorizzati per qualsiasi controller vCenter esistente
registrato con il nodo di gestione. Non & possibile modificare I'indirizzo IP memorizzato di un controller vCenter
esistente.

Fasi
1. Selezionare PUT /compute/controller/{controller_id}.
2. Immettere I'ID controller di un controller vCenter nel controller id parametro.
3. Selezionare Provalo.

4. Modificare uno dei seguenti parametri nel campo corpo della richiesta:

Parametro Tipo Descrizione

userId stringa Modificare I'ID utente utilizzato per
comunicare con il controller
vCenter (I'utente deve disporre dei
privilegi di amministratore).

password stringa Modificare la password utilizzata
per comunicare con il controller
vCenter.

5. Selezionare Esegui.

L'API restituisce informazioni aggiornate sul controller.

Trova ulteriori informazioni

» "Aggiungere una risorsa al nodo di gestione"
* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Rimuovere una risorsa dal nodo di gestione

Se si sostituisce fisicamente un nodo di calcolo o si desidera rimuoverlo dal cluster
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NetApp HCI, & necessario rimuovere la risorsa del nodo di calcolo utilizzando le API del
nodo di gestione.

Di cosa hai bisogno
« Il cluster di storage esegue il software NetApp Element 11.3 o versione successiva.

« E stato implementato un nodo di gestione con versione 11.3 o successiva.

Fasi

1. Immettere I'indirizzo IP del nodo di gestione seguito da /mnode/1/:

https://<ManagementNodeIP>/mnode/1/

2. Selezionare autorizzare o qualsiasi icona a forma di lucchetto e immettere le credenziali di amministratore
del cluster per le autorizzazioni per I'utilizzo delle API.

a. Inserire il nome utente e la password del cluster.
b. Selezionare corpo richiesta dall’elenco a discesa tipo se il valore non € gia selezionato.
C. Inserire I'ID client come mnode-client se il valore non fosse gia compilato.
d. Non inserire un valore per il client secret.
e. Selezionare autorizzare per avviare una sessione.
f. Chiudere la finestra.
Chiudere la finestra di dialogo Available Authorisations (autorizzazioni disponibili).
Selezionare GET/Assets.
Selezionare Provalo.

Selezionare Esegui.

N o o k~ »w

Scorrere verso il basso nel corpo della risposta fino alla sezione Calcola e copiare i parent valorie id
per il nodo di calcolo non riuscito.

o

Selezionare DELETE/assets/{asset_id}/compute-nodes/{compute_id}.
9. Selezionare Provalo.
10. Immettere parent i valori e id copiati in una fase precedente.

11. Selezionare Esegui.

Configurare un server proxy

Se il cluster si trova dietro un server proxy, &€ necessario configurare le impostazioni del
proxy in modo da poter accedere a una rete pubblica.

Un server proxy viene utilizzato per i servizi di raccolta di telemetria e le connessioni di reverse tunnel. E
possibile attivare e configurare un server proxy utilizzando I'interfaccia utente APl REST se non € gia stato
configurato un server proxy durante I'installazione o I'aggiornamento. E inoltre possibile modificare le
impostazioni del server proxy esistente o disattivare un server proxy.

Il comando per configurare un server proxy viene aggiornato e restituisce le impostazioni proxy correnti per il

nodo di gestione. Le impostazioni proxy vengono utilizzate da Active 1Q, il servizio di monitoraggio NetApp HCI
implementato dal motore di implementazione NetApp e da altre utility software Element installate nel nodo di
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gestione, incluso il tunnel di supporto inverso per il supporto NetApp.

Di cosa hai bisogno

« E necessario conoscere le informazioni relative all’host e alle credenziali per il server proxy che si sta
configurando.

* Assicurarsi che la versione del cluster in uso utilizzi il software NetApp Element 11.3 o versione
successiva.

* Assicurarsi di aver implementato un nodo di gestione con versione 11.3 o successiva.
* (Nodi di gestione 12,0 e 12,2) prima di configurare un server proxy, hai aggiornato il controllo cloud ibrido
NetApp ai servizi di gestione versione 2,16.

Fasi

1. Accedere all'interfaccia utente dellAPI REST sul nodo di gestione immettendo l'indirizzo IP del nodo di
gestione seguito da /mnode:

https://<ManagementNodeIP>/mnode

2. Selezionare autorizzare o qualsiasi icona a forma di lucchetto e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Selezionare autorizzare per avviare una sessione.
d. Chiudere la finestra.
3. Selezionare PUT /settings.
4. Selezionare Provalo.
9. Per attivare un server proxy, & necessario impostare use_proxy su true. Immettere I'lP o il nome host e le

destinazioni della porta proxy.

Il nome utente del proxy, la password del proxy e la porta SSH sono opzionali e devono essere omessi se

non utilizzati.
{
"proxy ip or hostname": "[IP or name]",
"use proxy": [true/false],
"proxy username": "[username]",
"proxy password": "[password]",
"proxy port": [port value],
"proxy ssh port": [port value: default is 443]

}

6. Selezionare Esegui.

(D Potrebbe essere necessario riavviare il nodo di gestione a seconda dell’ambiente in uso.

Trova ulteriori informazioni
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* "Plug-in NetApp Element per server vCenter"

» "Pagina delle risorse NetApp HCI"

Verificare le versioni dei sistemi operativi e dei servizi del nodo di gestione

E possibile verificare i numeri di versione del sistema operativo del nodo di gestione, del
bundle di servizi di gestione e dei singoli servizi in esecuzione sul nodo di gestione
utilizzando I'API REST nel nodo di gestione.

Di cosa hai bisogno
* Nel cluster € in esecuzione il software NetApp Element 11.3 o versione successiva.

« E stato implementato un nodo di gestione con versione 11.3 o successiva.

Opzioni
* Comandi API
« FASI DELL'INTERFACCIA UTENTE API REST

Comandi API
 Ottenere informazioni sulla versione del sistema operativo del nodo di gestione, del bundle di servizi di

gestione e del servizio API del nodo di gestione (mnode-api) in esecuzione sul nodo di gestione:

curl -X GET "https://<ManagementNodeIP>/mnode/about" -H "accept:
application/json"

 Ottenere informazioni sulla versione dei singoli servizi in esecuzione sul nodo di gestione:

curl -X GET "https://<ManagementNodeIP>/mnode/services?status=running”
-H Taccept: */*" -H "Authorization: Bearer S${TOKEN}"

@ E possibile trovare il bearer $ { TOKEN} utilizzato dal comando API quando si "autorizzare". I
bearer s { TOKEN} € nella risposta curl.
FASI DELLINTERFACCIA UTENTE API REST
1. Accedere all'interfaccia utente API REST per il servizio immettendo l'indirizzo IP del nodo di gestione
seguito da /mnode/:

https://<ManagementNodeIP>/mnode/

2. Effettuare una delle seguenti operazioni:

o Ottenere informazioni sulla versione del sistema operativo del nodo di gestione, del bundle di servizi di
gestione e del servizio API del nodo di gestione (mnode-api) in esecuzione sul nodo di gestione:

i. Selezionare GET /About.
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i. Selezionare Provalo.

i. Selezionare Esegui.
La versione bundle dei servizi di gestione ("mnode bundle version"), la versione OS del nodo
("os_version"'di gestione (' "version")e laversione API del nodo di gestione ) sono
indicate nel corpo di risposta.

o Ottenere informazioni sulla versione dei singoli servizi in esecuzione sul nodo di gestione:

i. Selezionare GET /Services.

i. Selezionare Provalo.

iii. Selezionare lo stato in esecuzione.

iv. Selezionare Esegui.

| servizi in esecuzione sul nodo di gestione sono indicati nel corpo della risposta.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

» "Pagina delle risorse NetApp HCI"

Recupero dei log dai servizi di gestione

E possibile recuperare i log dai servizi in esecuzione sul nodo di gestione utilizzando
I'’API REST. E possibile estrarre i log da tutti i servizi pubblici o specificare servizi specifici
e utilizzare i parametri di query per definire meglio i risultati restituiti.

Di cosa hai bisogno

« La versione del cluster in uso esegue il software NetApp Element 11.3 o versione successiva.

« E stato implementato un nodo di gestione con versione 11.3 o successiva.

Fasi
1. Aprire l'interfaccia utente APl REST sul nodo di gestione.
o A partire dai servizi di gestione 2.21.61:
https://<ManagementNodeIP>/mnode/4/
o Per i servizi di gestione 2.20.69 o precedenti:
https://<ManagementNodeIP>/mnode
2. Selezionare autorizzare o qualsiasi icona a forma di lucchetto e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.

b. Inserire I'ID client come mnode-client se il valore non € gia stato compilato.

c. Selezionare autorizzare per avviare una sessione.
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d. Chiudere la finestra.
3. Selezionare GET /logs.
4. Selezionare Provalo.
5. Specificare i seguenti parametri:
° Lines: Immettere il numero di righe che si desidera restituire al registro. Questo parametro € un

numero intero che per impostazione predefinita € 1000.

Evitare di richiedere I'intera cronologia del contenuto del registro impostando le righe su
0.

° since: Aggiunge un timestamp ISO-8601 per il punto di inizio dei registri di servizio.

Utilizzare un parametro ragionevole since quando si raccolgono registri di piu larghi
intervalli temporali.

° service-name: Immettere un nome di servizio.
Utilizzare il GET /services comando per elencare i servizi sul nodo di gestione.

° stopped: Impostare su true per recuperare i registri dai servizi interrotti.
6. Selezionare Esegui.

7. Dal corpo della risposta, selezionare Download per salvare I'output del log.

Ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Gestire le connessioni di supporto

Avviare una sessione remota di NetApp Support

Se hai bisogno di supporto tecnico per il tuo sistema NetApp HCI, il supporto NetApp puod
connetterti in remoto con il tuo sistema. Per avviare una sessione e ottenere 'accesso
remoto, il supporto NetApp pud aprire una connessione Secure Shell (SSH) inversa al
proprio ambiente.

A proposito di questa attivita

Con il supporto NetApp & possibile aprire una porta TCP per una connessione a tunnel inverso SSH. Questa
connessione consente al supporto NetApp di accedere al nodo di gestione. Se il nodo di gestione si trova
dietro un server proxy, nel file sshd.config sono necessarie le seguenti porte TCP:
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Porta TCP Descrizione Direzione di connessione

443 Chiamate API/HTTPS per Nodo di gestione ai nodi di storage
I'inoltro inverso delle porte
all'interfaccia utente Web
tramite tunnel di supporto
aperto

22 Accesso SSH Nodo di gestione per nodi di storage o da nodi di storage a nodi
di gestione

Per impostazione predefinita, la capacita di accesso remoto € attivata nel nodo di gestione. Per
disattivare la funzionalita di accesso remoto, vedere "Gestire la funzionalita SSH sul nodo di
gestione". Se necessario, € possibile abilitare nuovamente la funzionalita di accesso remoto.

Fasi
* Accedere al nodo di gestione e aprire una sessione terminale.

* Quando richiesto, immettere quanto segue:
rst -r sfsupport.solidfire.com -u element -p <port number>
 Per chiudere il tunnel di supporto remoto, immettere quanto segue:

rst --killall

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Gestire la funzionalita SSH sul nodo di gestione

E possibile disattivare, riattivare o determinare lo stato della funzionalitd SSH sul nodo di
gestione (mNode) utilizzando I'API REST. La capacita SSH fornita da "Accesso alla
sessione del NetApp Support Remote Support Tunnel (RST)" & attivata sul nodo di
gestione per impostazione predefinita.

A partire da Management Services 2.20.69, € possibile attivare e disattivare la funzionalita SSH sul nodo di
gestione utilizzando I'interfaccia utente di NetApp Hybrid Cloud Control.

Di cosa hai bisogno
* NetApp Hybrid Cloud Control Permissions: Hai le autorizzazioni di amministratore.

» Cluster Administrator permissions (autorizzazioni amministratore cluster): Si dispone delle
autorizzazioni di amministratore per il cluster di storage.

» Software Element: Il cluster esegue il software NetApp Element 11.3 o versione successiva.
+ Nodo di gestione: E stato distribuito un nodo di gestione che esegue la versione 11,3 o successiva.
* Aggiornamenti dei servizi di gestione:

o Per utilizzare I'interfaccia utente di controllo cloud ibrido NetApp, hai aggiornato "bundle di servizi di
gestione" alla versione 2.20.69 o successiva del.

183


https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/hybrid-cloud/hci-documentation/
https://mysupport.netapp.com/site/products/all/details/mgmtservices/downloads-tab
https://mysupport.netapp.com/site/products/all/details/mgmtservices/downloads-tab

o Per utilizzare I'interfaccia utente delle APl REST, ¢ stata aggiornata la "bundle di servizi di gestione"
alla versione 2,17.

Opzioni

+ Disattivare o attivare la funzionalita SSH sul nodo di gestione utilizzando I'interfaccia utente di NetApp
Hybrid Cloud Control

E possibile eseguire una delle seguenti operazioni dopo di che"autenticare":

+ Disattivare o attivare la funzionalitd SSH sul nodo di gestione utilizzando le API

» Determinare lo stato della funzionalita SSH sul nodo di gestione utilizzando le API

Disattivare o attivare la funzionalita SSH sul nodo di gestione utilizzando I'interfaccia utente di NetApp Hybrid Cloud
Control

E possibile disattivare o riattivare la funzionalitd SSH sul nodo di gestione. La capacitd SSH che fornisce
"Accesso alla sessione del NetApp Support Remote Support Tunnel (RST)" & disattivata per impostazione
predefinita nei nodi di gestione che eseguono servizi di gestione 2,18 o successivi. La disattivazione di SSH
non interrompe o disconnette le sessioni client SSH esistenti al nodo di gestione. Se si disattiva SSH e si
sceglie di riattivarlo in un secondo momento, € possibile farlo utilizzando I'interfaccia utente di NetApp Hybrid
Cloud Control.

@ Per abilitare o disabilitare I'accesso al supporto utilizzando SSH per un cluster di archiviazione,
€ necessario utilizzare "Pagina delle impostazioni del cluster dell’interfaccia utente Element" .

Fasi
1. Dalla dashboard, selezionare il menu delle opzioni in alto a destra e selezionare Configura.

2. Nella schermata Support Access for Management Node (accesso supporto per nodo di gestione),
attivare lo switch per attivare il nodo di gestione SSH.

3. Una volta completata la risoluzione dei problemi, nella schermata Support Access for Management
Node (accesso supporto per nodo di gestione), impostare lo switch su Disable Management Node SSH
(Disattiva SSH nodo di gestione).

Disattivare o attivare la funzionalita SSH sul nodo di gestione utilizzando le API

E possibile disattivare o riattivare la funzionalitd SSH sul nodo di gestione. La capacitd SSH fornita da
"Accesso alla sessione del NetApp Support Remote Support Tunnel (RST)" & attivata sul nodo di gestione per
impostazione predefinita. La disattivazione di SSH non interrompe o disconnette le sessioni client SSH
esistenti al nodo di gestione. Se si disattiva SSH e si sceglie di riattivarlo in un secondo momento, € possibile
utilizzare la stessa API.

Comando API
Per i servizi di gestione 2.18 o versioni successive:

curl -k -X PUT
"https://<<ManagementNodeIP>/mnode/2/settings/ssh?enabled=<false/true>" -H
"accept: application/json"™ -H "Authorization: Bearer ${TOKEN}"

Per i servizi di gestione 2.17 o precedenti:
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curl -X PUT
"https://<ManagementNodeIP>/mnode/settings/ssh?enabled=<false/true>" -H
"accept: application/json" -H "Authorization: Bearer ${TOKEN}"

@ E possibile trovare il bearer $ { TOKEN} utilizzato dal comando API quando si "autorizzare". I
bearer s { TOKEN} € nella risposta curl.

FASI DELL'INTERFACCIA UTENTE API REST

1. Accedere all'interfaccia utente API REST per il servizio API del nodo di gestione immettendo 'indirizzo IP
del nodo di gestione seguito da /mnode/:

https://<ManagementNodeIP>/mnode/

2. Selezionare autorizzare e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Selezionare autorizzare per avviare una sessione.
d. Chiudere la finestra.
3. Dall'interfaccia utente dellAPI REST, selezionare PUT /settings/ssh.
a. Selezionare Provalo.

b. Impostare il parametro Enabled su false per disattivare SSH o t rue per riattivare la funzionalita
SSH precedentemente disattivata.

c. Selezionare Esegui.
Determinare lo stato della funzionalita SSH sul nodo di gestione utilizzando le API

E possibile determinare se la funzionalitd SSH & attivata sul nodo di gestione utilizzando un’API di servizio del
nodo di gestione. SSH ¢ attivato per impostazione predefinita sul nodo di gestione.

Comando API
Per i servizi di gestione 2.18 o versioni successive:

curl -k -X PUT
"https://<<ManagementNodeIP>/mnode/2/settings/ssh?enabled=<false/true>" -H
"accept: application/json"™ -H "Authorization: Bearer ${TOKEN}"

Per i servizi di gestione 2.17 o precedenti:

curl -X PUT
"https://<ManagementNodeIP>/mnode/settings/ssh?enabled=<false/true>" -H
"accept: application/json" -H "Authorization: Bearer ${TOKEN}"
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@ E possibile trovare il bearer $ { TOKEN} utilizzato dal comando API quando si "autorizzare". I
bearer s { TOKEN} € nella risposta curl.

FASI DELL'INTERFACCIA UTENTE API REST

1. Accedere all'interfaccia utente APl REST per il servizio API del nodo di gestione immettendo l'indirizzo IP
del nodo di gestione seguito da /mnode/:

https://<ManagementNodeIP>/mnode/

2. Selezionare autorizzare e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Selezionare autorizzare per avviare una sessione.
d. Chiudere la finestra.
3. Dall'interfaccia utente del’API REST, selezionare GET /settings/ssh.
a. Selezionare Provalo.

b. Selezionare Esegui.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Spegnere e riaccendere il sistema NetApp HCI

Accensione e spegnhimento del sistema NetApp HCI

E possibile spegnere o accendere il sistema NetApp HCI se si verifica un’interruzione
pianificata, se & necessario eseguire la manutenzione dell’hardware o se € necessario
espandere il sistema. Utilizzare le seguenti operazioni per spegnere o accendere |l
sistema NetApp HCI secondo necessita.

Potrebbe essere necessario spegnere il sistema NetApp HCI in diverse circostanze, ad esempio:

* Interruzioni pianificate
+ Sostituzioni delle ventole dello chassis
* Aggiornamenti del firmware

» Espansione dello storage o delle risorse di calcolo
Di seguito viene riportata una panoramica delle attivita da completare per spegnere un sistema NetApp HCI:

» Spegnere tutte le macchine virtuali, ad eccezione del server VMware vCenter (vVCSA).
» Spegnere tutti i server ESXi ad eccezione di quello che ospita vCSA.

» Spegnere vCSA.
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* Spegnere il sistema storage NetApp HCI.
Di seguito viene riportata una panoramica delle attivita da completare per accendere un sistema NetApp HCI:

» Accendere tutti i nodi di storage fisici.
» Accendere tutti i nodi di calcolo fisici.
* Accendere VCSA.

 Verificare il sistema e accendere altre macchine virtuali.

Trova ulteriori informazioni

» "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"

Spegnere le risorse di calcolo per un sistema NetApp HCI

Per spegnere le risorse di calcolo NetApp HCI, € necessario spegnere i singoli host
VMware ESXi e I'appliance server VMware vCenter in un determinato ordine.

Fasi

1. Accedere all'istanza di vCenter che controlla il sistema NetApp HCI e determinare la macchina ESXi che
ospita I'appliance virtuale vCenter Server (vVCSA).

2. Dopo aver determinato I'host ESXi che esegue VCSA, spegnere tutte le altre macchine virtuali diverse da
vCSA come segue:

a. Selezionare una macchina virtuale.

b. Fare clic con il pulsante destro del mouse e selezionare alimentazione > Arresta il sistema
operativo guest.

3. Spegnere tutti gli host ESXi che non sono I'’host ESXi che esegue vVCSA.
4. Spegnere vCSA.

In questo modo, la sessione vCenter si interrompe perché vCSA si disconnette durante il processo di
spegnimento. Tutte le macchine virtuali devono ora essere spese con un solo host ESXi acceso.

5. Accedere all’host ESXi in esecuzione.
6. Verificare che tutte le macchine virtuali sull’host siano spente.
7. Arrestare I'host ESXi.

In questo modo, tutte le sessioni ISCSI aperte al cluster di storage NetApp HCI vengono disconnesse.

Trova ulteriori informazioni

« "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"

Spegnere le risorse di storage per un sistema NetApp HCI

Quando si disattivano le risorse di storage per NetApp HCI, & necessario utilizzare il
Shutdown metodo AP| Element per arrestare correttamente i nodi di storage.
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Fasi
Dopo aver spento le risorse di calcolo, utilizzare un browser Web per chiudere tutti i nodi del cluster di storage
NetApp HCI.
1. Accedere al cluster di storage e verificare di essere connessi allMVIP corretto.
2. (Facoltativo) verificare che tutte le operazioni di i/o degli host siano state interrotte:
a. Interrompere l'i/o dal lato host utilizzando i comandi appropriati per uno o piu hypervisor in uso.

b. Nell'interfaccia utente del cluster, selezionare Reporting > Overview. Non dovrebbe essere presente
alcuna attivita nel grafico "Cluster Input/Output" (Input/Output cluster).

c. Una volta interrotte tutte le operazioni di i/o, attendere 20 minuti prima di spegnere il cluster.
3. Verificare che il numero di sessioni iSCSI sia pari a zero.

4. Accedere a Cluster > Nodes > Active (cluster > nodi > attivo) e registrare gli ID dei nodi per tutti i nodi
attivi nel cluster.

5. Per spegnere il cluster di archiviazione NetApp HCI, aprire un browser Web e utilizzare il seguente URL
per richiamare la procedura di spegnimento e arresto, in cui {MVIP} € l'indirizzo IP di gestione del sistema
di archiviazione NetApp HCI e I' 'nodes=[] array include gli ID dei nodi registrati nel passaggio 4. Ad
esempio:

https://{MVIP}/json-rpc/1.0?method=Shutdown&nodes=[1,2,3,4] &option=halt

@ E possibile eseguire il comando in una finestra in incognito per evitare di eseguirlo
nuovamente in una fase successiva dall’'URL salvato.

6. Inserire il nome utente e la password del’amministratore del cluster.

7. Verificare che la chiamata API sia stata restituita correttamente verificando che tutti i nodi del cluster di
storage siano inclusi nella successful sezione del risultato dell’API.

Tutti i nodi di storage NetApp HCI sono stati spenti correttamente.

8. Chiudere il browser o la scheda per evitare di selezionare il pulsante "Indietro" e ripetere la chiamata API.

Quando si riavvia il cluster, &€ necessario seguire alcuni passaggi per verificare che tutti i nodi
siano in linea:

1. Verificare che tutti i guasti di gravita critica e volumesOf f1ine del cluster siano stati risolti.
@ 2. Attendere da 10 a 15 minuti per consentire al cluster di stabilizzarsi.

3. Avviare la creazione degli host per accedere ai dati.

Se si desidera dedicare piu tempo all’accensione dei nodi e alla verifica dell'integrita dei nodi
dopo la manutenzione, contattare il supporto tecnico per ricevere assistenza con il ritardo della
sincronizzazione dei dati per evitare una sincronizzazione bin non necessaria.

Trova ulteriori informazioni

« "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"
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Accendere le risorse di storage per un sistema NetApp HCI

E possibile accendere NetApp HCI una volta completata I'interruzione pianificata.

Fasi

1. Accendere tutti i nodi di storage utilizzando il pulsante di accensione fisico o BMC.

2. Se si utilizza BMC, accedere a ciascun nodo e selezionare Remote Control > Power Control > Power on
Server.

3. Quando tutti i nodi di storage sono online, accedere al sistema di storage NetApp HCI e verificare che tutti i
nodi siano operativi.

Trova ulteriori informazioni

» "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"

Accendere le risorse di calcolo per un sistema NetApp HCI

E possibile accendere le risorse di calcolo per un sistema NetApp HCI una volta
completata l'interruzione pianificata.

Fasi

1. Accendere i nodi di calcolo seguendo le stesse procedure eseguite per 'accensione dei nodi di storage.
2. Quando tutti i nodi di calcolo sono operativi, accedere all’lhost ESXi che esegue vCSA.

3. Accedere all’host di calcolo e verificare che siano presenti tutti gli archivi dati NetApp HCI. Per un sistema
NetApp HCI tipico, & necessario visualizzare tutti gli archivi dati locali ESXi e almeno i seguenti archivi dati
condivisi:

NetApp-HCI-Datastore-[01,02]

1. Supponendo che tutto lo storage sia accessibile, accendere vCSA e tutte le altre macchine virtuali richieste
come segue:

a. Selezionare le macchine virtuali nel navigatore, selezionare tutte le macchine virtuali che si desidera
accendere, quindi selezionare il pulsante accensione.

2. Dopo aver acceso le macchine virtuali, attendere circa 5 minuti, quindi utilizzare un browser Web per
accedere all’indirizzo IP o allFQDN dell’applicazione vCSA.

Se non si attende abbastanza a lungo, viene visualizzato un messaggio che indica che il server Web del
client vSphere ¢ in fase di inizializzazione.

3. Dopo linizializzazione del client vSphere, accedere e verificare che tutti gli host ESXi e le macchine virtuali
siano online.

Trova ulteriori informazioni

» "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"
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Monitorate il vostro sistema NetApp HCI con il
controllo del cloud ibrido NetApp

Monitorate le risorse di storage e di calcolo sulla dashboard
di controllo del cloud ibrido

Con la dashboard di controllo del cloud ibrido di NetApp, puoi visualizzare tutte le risorse
di storage e di calcolo in un colpo d’occhio. Inoltre, & possibile monitorare la capacita
dello storage, le performance dello storage e I'utilizzo del calcolo.

Quando avvii una nuova sessione di NetApp Hybrid Cloud Control per la prima volta, potrebbe
verificarsi un ritardo nel caricamento della vista di NetApp Hybrid Cloud Control Dashboard

@ quando il nodo di gestione gestisce molti cluster. Il tempo di caricamento varia in base al
numero di cluster gestiti attivamente dal nodo di gestione. Per i lanci successivi, si
verificheranno tempi di caricamento piu rapidi.

Solo i nodi di calcolo gestiti e i cluster con almeno un nodo gestito nell’hardware serie H vengono visualizzati
sul dashboard di controllo del cloud ibrido.

» Accedere al dashboard di NetApp HCC
* Monitorare le risorse di storage

» Monitorare le risorse di calcolo

* Monitorare la capacita dello storage

* Monitorare le performance dello storage

* Monitorare I'utilizzo del calcolo

Accedere al dashboard di NetApp HCC

1. Aprire I'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:
https://<ManagementNodeIP>]

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

3. Visualizza la dashboard di controllo del cloud ibrido.
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A seconda dell’installazione, potrebbero essere visualizzati alcuni o tutti questi riquadri. Ad
esempio, per le installazioni solo storage, la dashboard di controllo del cloud ibrido mostra solo il
riquadro Storage, il riquadro Storage Capacity e il riquadro Storage Performance.

Monitorare le risorse di storage

Compute
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Computs Cluster
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@ Connected

Utilizzare il riquadro Storage per visualizzare l'intero ambiente di storage. E possibile monitorare il numero di

cluster di storage, nodi di storage e volumi totali.

Per visualizzare i dettagli, nel riquadro Storage (archiviazione), selezionare Show Details (Mostra dettagli).
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Storage @ Connected

1 2 16

Storage Cluster  Total Storage Modes  Total Volumes

#~ Hide Details
Cluster Name Nodes Volumes Connection Status
hei-tt-test8-cluster 4 16 & Connected
Updated 2021-10-04 at 4:52 PM Configure Storage Clusters =
@ Il numero dei nodi di storage totali non include i nodi di controllo dei cluster di storage a due
nodi. | nodi di controllo sono inclusi nel numero dei nodi nella sezione dei dettagli del cluster.

Per visualizzare i dati piu recenti del cluster di storage, utilizzare la pagina Storage Clusters, in
cui il polling viene eseguito con maggiore frequenza rispetto alla dashboard.
Monitorare le risorse di calcolo

Utilizza il riquadro Compute per visualizzare il tuo ambiente di calcolo NetApp H-Series. E possibile
monitorare il numero di cluster di calcolo e i nodi di calcolo totali.

Per visualizzare i dettagli, nei riquadri calcolo, selezionare Mostra dettagli.

Le istanze di vCenter vengono visualizzate nel riquadro di calcolo solo quando almeno un nodo
@ di calcolo NetApp HCI € associato a tale istanza. Per elencare le istanze vCenter collegate in
controllo cloud ibrido NetApp, & possibile utilizzare "API".

@ Per gestire un nodo di calcolo in NetApp Hybrid Cloud Control, &€ necessario "Aggiungere il nodo
di calcolo a un cluster host vCenter".
Monitorare la capacita dello storage

Il monitoraggio della capacita di storage del tuo ambiente € fondamentale. Il riquadro Storage Capacity
(capacita storage) consente di determinare i vantaggi in termini di efficienza della capacita dello storage con o
senza funzionalita di compressione, deduplica e thin provisioning abilitate.

E possibile visualizzare lo spazio fisico di storage totale disponibile nel cluster nella scheda RAW e le
informazioni sullo storage fornito nella scheda EFFETTIVO.
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Per visualizzare lo stato del cluster, consultare anche la dashboard di SolidFire Active 1Q.
Vedere "Monitorate performance, capacita e stato dei cluster in NetApp SolidFire Active 1Q".

Fasi
1. Selezionare la scheda RAW per visualizzare lo spazio di storage fisico totale utilizzato e disponibile nel
cluster.

Esaminare le linee verticali per determinare se la capacita utilizzata ¢ inferiore al totale o inferiore alle
soglie di avviso, errore o critico. Passare il mouse sulle linee per visualizzare i dettagli.

E possibile impostare la soglia di avviso, che per impostazione predefinita & inferiore del 3%
alla soglia di errore. Le soglie di errore e critico sono preimpostate e non configurabili in

@ base alla progettazione. La soglia di errore indica che nel cluster rimane meno di un nodo di
capacita. Per la procedura di impostazione della soglia, vedere "Impostazione della soglia
cluster full".

Per informazioni dettagliate sulle API degli elementi delle soglie del cluster correlate, vedere

""GetClusterFullThreshold™ nella Element APl Guide. Per visualizzare i dettagli sulla
capacita di blocco e metadati, vedere "Comprensione dei livelli di completezza del cluster”
nella Element User Guide.

2. Selezionare la scheda EFFETTIVO per visualizzare le informazioni sullo storage totale fornito agli host
connessi e le valutazioni di efficienza.

a. Facoltativamente, selezionare Includi thin provisioning per visualizzare i tassi di efficienza del thin
provisioning nel grafico a barre capacita effettiva.

b. Grafico a barre capacita effettiva: Esaminare le linee verticali per determinare se la capacita
utilizzata € inferiore al totale o inferiore alle soglie di avviso, errore o critico. Analogamente alla scheda
Raw, & possibile passare il mouse sulle linee verticali per visualizzare i dettagli.

c. Efficienze: Guarda queste valutazioni per determinare i tuoi guadagni in termini di efficienza della
capacita dello storage con le funzionalita di compressione, deduplica e thin provisioning abilitate. Ad
esempio, se la compressione viene visualizzata come "1.3x", significa che I'efficienza dello storage con
compressione abilitata & 1.3 volte piu efficiente che senza di essa.
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Efficienze totali pari a (fattore di efficienza maxUsedSpace *) / 2, dove EfficiencyFactor =
(thinProvisioningFactor * deDuplicationFactor * compressionFactor). Quando il thin
provisioning non € selezionato, non viene incluso nel Total Efficiency.

d. Se la capacita di storage effettiva si avvicina a una soglia di errore o critica, considerare I'eliminazione
dei dati nel sistema. In alternativa, & possibile espandere il sistema.

Vedere "Panoramica dell’espansione”.

3. Per ulteriori analisi e contesto storico, vedere "Dettagli di NetApp SolidFire Active 1Q" .

Monitorare le performance dello storage

E possibile osservare la quantita di IOPS o di throughput che & possibile ottenere da un cluster senza superare
le utili performance di tale risorsa utilizzando il riquadro Storage Performance (prestazioni dello storage). Le
performance dello storage sono il punto in cui si ottiene il massimo utilizzo prima che la latenza diventi un
problema.

Il pannello delle performance dello storage ti aiuta a identificare se le performance stanno raggiungendo il
punto in cui le performance potrebbero degradarsi se i carichi di lavoro aumentano.

Le informazioni di questo riquadro vengono aggiornate ogni 10 secondi e vengono visualizzate in media tutti i
punti del grafico.

Per informazioni dettagliate sul metodo API elemento associato, vedere il "GetClusterStats" metodo nella
Element API Reference Guide.

Fasi

1. Visualizzare il riquadro Storage Performance (prestazioni storage). Per i dettagli, passare il mouse sui
punti del grafico.

a. Scheda IOPS: Visualizza le operazioni correnti al secondo. Cerca tendenze in termini di dati o picchi.
Ad esempio, se si nota che il numero massimo di IOPS & pari a 160.000 e 100.000 di IOPS gratuiti o
disponibili, si potrebbe prendere in considerazione I'aggiunta di piu carichi di lavoro a questo cluster.
D’altra parte, se si vede che sono disponibili solo 140K, si potrebbe prendere in considerazione
I'offload dei carichi di lavoro o I'espansione del sistema.

Storage Performance

Ramning Aveniges
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= e

b. Scheda throughput: Monitorare gli schemi o i picchi di throughput. Inoltre, & possibile monitorare i
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valori di throughput costantemente elevati, che potrebbero indicare che si stanno avvicinando alle
massime prestazioni utili della risorsa.

Storage Performance

Fretapes

Throughput Ltikzation
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c. Scheda Utilization (utilizzo): Consente di monitorare I'utilizzo degli IOPS in relazione al totale degli
IOPS disponibili sommato a livello di cluster.

Storage Performance

Funning Avarages

10RS Throughput Utilization

6% 439.9kp/s KOBED
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2. Per ulteriori analisi, esaminare le performance dello storage utilizzando il plug-in NetApp Element per
vCenter Server.

"Le performance mostrate nel plug-in NetApp Element per vCenter Server".

Monitorare lI'utilizzo del calcolo

Oltre al monitoraggio degli IOPS e del throughput delle risorse di storage, € possibile visualizzare I'utilizzo
della CPU e della memoria delle risorse di calcolo. Gli IOPS totali che un nodo pud fornire si basano sulle
caratteristiche fisiche del nodo, ad esempio il numero di CPU, la velocita della CPU e la quantita di RAM.

Fasi
1. Visualizzare il riquadro Compute Utilization (utilizzo calcolo). Utilizzando le schede CPU e memoria,
cercare modelli o picchi di utilizzo. Inoltre, € necessario verificare un utilizzo costantemente elevato, a
indicare che si sta avvicinando all’'utilizzo massimo per i cluster di calcolo.

&

%
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@ Questo pannello mostra i dati solo per i cluster di calcolo gestiti da questa installazione.

Compute Utilization

Irng Avarages

55
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a. Scheda CPU: Visualizza la media corrente dell’utilizzo della CPU nel cluster di calcolo.

b. Scheda Memory (memoria): Consente di visualizzare I'utilizzo medio corrente della memoria nel
cluster di calcolo.

2. Per ulteriori informazioni sul calcolo, vedere "NetApp SolidFire Active 1Q per i dati storici".
Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"
+ "Pagina delle risorse NetApp HCI"

* "Documentazione NetApp SolidFire Active IQ"

Visualizzare I'inventario nella pagina nodi

E possibile visualizzare le risorse di storage e di calcolo nel sistema e determinare gli
indirizzi IP, i nomi e le versioni software.

E possibile visualizzare le informazioni di storage per i sistemi a pitl nodi e qualsiasi nodo di controllo NetApp

HCI associato a cluster a due o tre nodi. | nodi di controllo gestiscono il quorum all'interno del cluster e non
vengono utilizzati per lo storage. | nodi di controllo sono applicabili solo a NetApp HCI e non agli ambienti di
storage all-flash.

Per ulteriori informazioni sui nodi testimone, vedere "Definizioni dei nodi".

Per i nodi SDS aziendali SolidFire, & possibile monitorare 'inventario nella scheda Storage.

Fasi

1. Aprire l'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:

https://<ManagementNodeIP>

196


https://activeiq.solidfire.com
https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/hybrid-cloud/hci-documentation/
https://docs.netapp.com/us-en/solidfire-active-iq/index.html

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

Viene visualizzata la dashboard NetApp Hybrid Cloud Control.

3. Nella barra di navigazione a sinistra, selezionare Nodes (nodi).

Nodes
[ ] Only Netipp HCI Nodes sre dizplayed on thiz page
Cluster1 j 1011 © Twd-node Y~ Hiv #

Hostname Mode Model Element Version Managemaent [P Addreas

~WiAN 1184

stgl2 H&105-0 -WLAN 1182

1-2of2 results 1

Witness Nodes @

Hestname Management IP Address Storage ({SCSI) IP Address

Quando avvii una nuova sessione di NetApp Hybrid Cloud Control per la prima volta,
potrebbe verificarsi un ritardo nel caricamento della pagina dei nodi di NetApp Hybrid Cloud

@ Control quando il nodo di gestione gestisce molti cluster. Il tempo di caricamento varia in
base al numero di cluster gestiti attivamente dal nodo di gestione. Per i lanci successivi, si
verificheranno tempi di caricamento piu rapidi.

4. Nella scheda Storage della pagina Nodes (nodi), esaminare le seguenti informazioni:

a. Cluster a due nodi: Nella scheda Storage viene visualizzata un’etichetta a due nodi e vengono elencati
i nodi di controllo associati.

b. Cluster a tre nodi: Vengono elencati i nodi di storage e i nodi di controllo associati. | cluster a tre nodi
dispongono di un nodo di controllo implementato in standby per mantenere un’elevata disponibilita in
caso di guasto del nodo.

c. Cluster con quattro o piu nodi: Vengono visualizzate le informazioni relative ai cluster con quattro o piu
nodi. | nodi di controllo non sono applicabili. Se si € iniziato con due o tre nodi di storage e sono stati
aggiunti altri nodi, i nodi di controllo continuano a essere visualizzati. In caso contrario, la tabella dei
nodi di controllo non viene visualizzata.

d. Versione del bundle firmware: A partire dalla versione 2.14 dei servizi di gestione, se si utilizzano
cluster con Element 12.0 o versione successiva, € possibile visualizzare la versione del bundle
firmware per questi cluster. Se i nodi di un cluster hanno versioni firmware diverse, nella colonna
firmware Bundle Version viene visualizzato multiple.

5. Per visualizzare le informazioni sull'inventario di elaborazione, selezionare Compute.

6. E possibile modificare le informazioni presenti in queste pagine in diversi modi:
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a. Per filtrare I'elenco degli elementi nei risultati, selezionare I'icona Filter (filtro) e selezionare i filtri. E
anche possibile inserire il testo per il filtro.

b. Per visualizzare o nascondere le colonne, selezionare I'icona Mostra/Nascondi colonne.
c. Per scaricare la tabella, selezionare I'icona Download.

d. Per aggiungere o modificare le credenziali BMC memorizzate per un nodo di elaborazione con errori di
connessione BMC, selezionare Modifica impostazioni di connessione nel testo del messaggio di
errore nella colonna Stato connessione BMC. Solo se il tentativo di connessione non riesce per un
nodo di calcolo, in questa colonna viene visualizzato un messaggio di errore per quel nodo.

Per visualizzare il numero di risorse di storage e calcolo, consulta la dashboard di NetApp
Hybrid Cloud Control (HCC). Vedere "Monitorate le risorse di storage e di calcolo con HCC
Dashboard".

@ Per gestire un nodo di calcolo in NetApp Hybrid Cloud Control, & necessario "Aggiungere il nodo
di calcolo a un cluster host vCenter".
Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

 "Pagina delle risorse NetApp HCI"

Modificare le informazioni di connessione del Baseboard
Management Controller

E possibile modificare le credenziali di amministratore di Baseboard Management
Controller (BMC) in NetApp Hybrid Cloud Control per ciascuno dei nodi di calcolo.
Potrebbe essere necessario modificare le credenziali prima di aggiornare il firmware
BMC o per risolvere un Hardware ID not available errore 0 Unable to Detect
indicato nel controllo cloud ibrido NetApp.

Di cosa hai bisogno
Autorizzazioni di amministratore del cluster per modificare le credenziali BMC.

@ Se si impostano le credenziali BMC durante un controllo dello stato di salute, puo verificarsi un
ritardo di 15 minuti prima che la modifica venga riflessa nella pagina nodi.

Opzioni
Scegliere una delle seguenti opzioni per modificare le credenziali BMC:

+ Utilizza NetApp Hybrid Cloud Control per modificare le informazioni BMC

+ Utilizzare 'API REST per modificare le informazioni BMC

Utilizza NetApp Hybrid Cloud Control per modificare le informazioni BMC
E possibile modificare le credenziali BMC memorizzate utilizzando il NetApp Hybrid Cloud Control Dashboard.

Fasi
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1. Aprire l'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:
https://<ManagementNodeIP>

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

3. Nella casella blu di navigazione a sinistra, selezionare I'installazione di NetApp HCI.
Viene visualizzata la dashboard NetApp Hybrid Cloud Control.

4. Nella barra di navigazione a sinistra, selezionare Nodes (nodi).
5. Per visualizzare le informazioni sull'inventario di elaborazione, selezionare Compute.
Viene visualizzato un elenco dei nodi di calcolo. La colonna BMC Connection Status mostra il risultato dei

tentativi di connessione BMC per ciascun nodo di calcolo. Se il tentativo di connessione non riesce per un
nodo di calcolo, in questa colonna viene visualizzato un messaggio di errore per quel nodo.

6. Per aggiungere o modificare le credenziali BMC memorizzate per un nodo di elaborazione con errori di
connessione BMC, selezionare Modifica impostazioni di connessione nel testo del messaggio di errore.

7. Nella finestra di dialogo visualizzata, aggiungere il nome utente e la password del’amministratore corretti
per il BMC di questo nodo di calcolo.

8. Selezionare Salva.

9. Ripetere i passaggi da 6 a 8 per qualsiasi nodo di calcolo che dispone di credenziali BMC memorizzate
mancanti o errate.

L'aggiornamento delle informazioni BMC aggiorna I'inventario e garantisce che i servizi dei nodi
di gestione siano a conoscenza di tutti i parametri hardware necessari per completare
I'aggiornamento.

Utilizzare I’API REST per modificare le informazioni BMC
E possibile modificare le credenziali BMC memorizzate utilizzando 'API REST di NetApp Hybrid Cloud Control.
Fasi

1. Individuare il tag hardware del nodo di calcolo e le informazioni BMC:

a. Aprire l'interfaccia utente REST API del servizio di inventario sul nodo di gestione:
https://<ManagementNodeIP>/inventory/1/

b. Selezionare autorizzare e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
i. Immettere I'ID client come mnode-client.
ii. Selezionare autorizzare per avviare una sessione.
iv. Chiudere la finestra di autorizzazione.

c. Dall'interfaccia utente API REST, selezionare GET /Installations.
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Selezionare Provalo.

Selezionare Esegui.

Dalla risposta, copiare I'ID risorsa di installazione (id).
Dall’interfaccia utente APl REST, selezionare GET /Installations/{id}.
Selezionare Provalo.

Incollare I'ID della risorsa di installazione nel campo id.

j- Selezionare Esegui.

Dalla risposta, copiare e salvare I'id risorsa nodo (id), I'indirizzo IP BMC ) (‘bmcAddress e il numero di
serie nodo ) (‘chassisSerialNumber per I'utilizzo in un passaggio successivo.

"nodes": [
{

"bmcDetails": {
"bmcAddress": "10.117.1.111",
"credentialsAvailable": false,
"credentialsValidated": false

b

"chassisSerialNumber": "221111019323",

"chassisSlot": "C",

"hardwareId": null,

"hardwareTag": "00000000-0000-0000-0000-aclfeabdecto",

"id": "8cd9le3c-1ble-1111-b00a-4c9c4900b000",

. Aprire l'interfaccia utente dell’API REST del servizio hardware sul nodo di gestione:

https://<ManagementNodeIP>/hardware/2/

. Selezionare autorizzare e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Inserire I'ID client come mnode-client se il valore non fosse gia compilato.
c. Selezionare autorizzare per avviare una sessione.
d. Chiudere la finestra.
Selezionare PUT /nodes/{hardware_id}.
Selezionare Provalo.
Immettere I'id asset del nodo salvato in precedenza nel hardware id parametro.

Inserire le seguenti informazioni nel payload:

Parametro Descrizione

assetId L'id della risorsa di installazione (1d) salvato nel

passaggio 1(f).



Parametro Descrizione

bmcIp L'indirizzo IP BMC (bmcAddress) salvato nel
passaggio 1(k).

bmcPassword Una password aggiornata per accedere al BMC.

bmcUsername Un nome utente aggiornato per accedere al BMC.

serialNumber Il numero di serie dello chassis dell’hardware.

Payload di esempio:

"assetId": "7bbd4le3c-2e9c-2151-b00a-8a%9b49c0b0fe",

"bmcIp": "10.117.1.111",
"bmcPassword": "mypasswordl",
"bmcUsername": "adminl",

"serialNumber": "221111019323"

8. Selezionare Esegui per aggiornare le credenziali BMC. Un risultato positivo restituisce una risposta simile
a quanto segue:

"credentialid": "33333333-cccc-3333-cccc—-333333333333",

"host name": "hci-host",

"id": "8cd9le3c-1ble-1111-b00a-4c9c4900b000O",
"ip": "1.1.1.1",

"parent": "abcdOly3-ab30-lccc-1llee-11f123zx7d1b",
"type": "BMC"

Trova ulteriori informazioni

* "Problemi noti e soluzioni per gli aggiornamenti dei nodi di calcolo"
* "Plug-in NetApp Element per server vCenter"

 "Pagina delle risorse NetApp HCI"

Monitorare i volumi nel cluster di storage

Il sistema SolidFire esegue il provisioning dello storage utilizzando i volumi. | volumi sono
dispositivi a blocchi a cui si accede in rete dai client iISCSI o Fibre Channel. E possibile
monitorare i dettagli relativi a gruppi di accesso, account, iniziatori, capacita utilizzata,
stato di protezione dei dati Snapshot, numero di sessioni iISCSI e policy di qualita del
servizio (QoS) associate al volume.
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E inoltre possibile visualizzare i dettagli sui volumi attivi ed eliminati.
Con questa visualizzazione, & possibile monitorare prima la colonna capacita utilizzata.

Puoi accedere a queste informazioni solo se disponi dei privilegi amministrativi di NetApp Hybrid Cloud
Control.

Fasi
1. Aprire l'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:

https://<ManagementNodeIP>

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

3. Nella casella blu di navigazione a sinistra, selezionare l'installazione di NetApp HCI.
Viene visualizzata la dashboard di controllo del cloud ibrido.

4. Nella barra di navigazione a sinistra, selezionare il cluster e scegliere Storage > Volumes.

OVERVIEW  ACCESSGROUPS ACCOUNTS  IMITIATORS — QOSPOLICIES

VOLUMES

Overview

D+ Name Account Access Groups Access sed size Snapshots QoS Palicy Min I0PS Max 10PS BurstiOPS  ISCSISessions  Actions

&

NetApp-HCI Read)Virite

21578 o 50 15000 15000

NetApp-HCI-Datastore-02  Nethpp-HCl NetApp-HCl-GesThaeT-. Read/Writs 21578 L] s0 15000 15000

NetApp-HCl-credential Read/Write 1000 200 4000

Read/Write

o
o
o

5. Nella pagina Volumes (volumi), utilizzare le seguenti opzioni:
b m -~ c s

a. Filtrare i risultati selezionando I'icona Filter.

b. Per nascondere o visualizzare le colonne, selezionare I'icona Nascondi/Mostra.
c. Aggiornare i dati selezionando l'icona Refresh (Aggiorna).

d. Scaricare un file CSV selezionando I'icona Download.

6. Monitorare la colonna capacita utilizzata. Se vengono raggiunte le soglie di avviso, errore o critico, il colore
rappresenta lo stato della capacita utilizzata:

a. Avvertenza - giallo
b. Errore - arancione
c. Critico - Rosso

7. Dalla vista Volumes (volumi), selezionare le schede per visualizzare ulteriori dettagli sui volumi:

a. Gruppi di accesso: E possibile visualizzare i gruppi di accesso al volume mappati dagli iniziatori a un
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insieme di volumi per un accesso protetto.
Vedere informazioni su "gruppi di accesso ai volumi".

b. Account: E possibile visualizzare gli account utente, che consentono ai client di connettersi ai volumi
su un nodo. Quando si crea un volume, questo viene assegnato a un account utente specifico.

Vedere informazioni su "Account utente NetApp HCI".

c. Initiator: E possibile visualizzare le WWPN iSCSI Initiator IQN o Fibre Channel per il volume. Ogni IQN
aggiunto a un gruppo di accesso pud accedere a ciascun volume del gruppo senza richiedere
I'autenticazione CHAP. Ogni WWPN aggiunto a un gruppo di accesso abilita 'accesso alla rete Fibre
Channel ai volumi del gruppo di accesso.

Consultare le informazioni relative a "Gruppi di accesso, iniziatori e metodi di autenticazione CHAP"
nella Guida dell’'utente di NetApp Element.

d. QoS Policies (Criteri QoS): E possibile visualizzare il criterio QoS applicato al volume. Una policy di
QoS applica impostazioni standardizzate per IOPS minimi, IOPS massimi e IOPS burst a pit volumi.

Vedere informazioni su "Policy di performance e QoS".

Consultare le informazioni relative a "Policy sulla qualita del servizio" nella Guida dell'utente di NetApp
Element.

Trova ulteriori informazioni

* "Centro di documentazione NetApp SolidFire ed Element"
* "Plug-in NetApp Element per server vCenter"

 "Pagina delle risorse NetApp HCI"

Monitoraggio delle performance, della capacita e dello stato
dei cluster con SolidFire Active 1Q

Utilizzando SolidFire Active |1Q, & possibile monitorare gli eventi, le performance e la
capacita dei cluster. Puoi accedere a SolidFire Active IQ dalla dashboard di controllo del
cloud ibrido di NetApp.

Cosa ti serve

 Per usufruire di questo servizio, € necessario disporre di un account NetApp Support.
« E necessario disporre dell'autorizzazione per utilizzare le API REST del nodo di gestione.
« E stato implementato un nodo di gestione con versione 12.0 o successiva.
 La versione del cluster in uso esegue il software NetApp Element 12.0 o versione successiva.
» Hai accesso a Internet. Il servizio di raccolta Active 1Q non puo essere utilizzato da siti oscuri.
A proposito di questa attivita € possibile ottenere viste storiche costantemente aggiornate delle statistiche a

livello di cluster. E possibile impostare le notifiche per avvisarti di eventi, soglie o metriche specifici su un
cluster, in modo da poterli affrontare rapidamente.
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Come parte del tuo normale contratto di supporto, il supporto NetApp monitora questi dati e ti avvisa in caso di
potenziali problemi di sistema.

Fasi

1. Aprire I'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:
https://<ManagementNodeIP>

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

3. Dalla dashboard, selezionare il menu in alto a destra.

4. Selezionare Visualizza Active 1Q.
"Dashboard di SolidFire Active 1Q"Viene visualizzato.
5. Per ulteriori informazioni su SolidFire Active 1Q, vedere la "Documentazione SolidFire Active 1Q".

E inoltre possibile accedere alla documentazione di SolidFire Active IQ dalla dashboard selezionando
l'icona del menu in alto a destra e selezionando documentazione.

6. Dallinterfaccia SolidFire Active 1Q, verificare che i nodi di calcolo e storage NetApp HCI riportino
correttamente la telemetria a Active 1Q:

a. Se si dispone di piu installazioni NetApp HCI, selezionare Seleziona un cluster e scegliere il cluster
dall’elenco.

b. Nel riquadro di navigazione a sinistra, selezionare Nodes (nodi).

7. Se uno o piu nodi non sono presenti nell’elenco, contattare il supporto NetApp.

Per visualizzare il numero di risorse di storage e calcolo, consulta la dashboard di controllo del
cloud ibrido (HCC). Vedere "Monitorate le risorse di storage e di calcolo con HCC Dashboard".

Trova ulteriori informazioni

* "Documentazione NetApp SolidFire Active 1Q"
* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Raccogliere i registri per la risoluzione dei problemi

In caso di problemi con l'installazione dello storage all-flash NetApp HCI o SolidFire, &
possibile raccogliere i registri da inviare al supporto NetApp per fornire assistenza nella
diagnosi. E possibile utilizzare il controllo del cloud ibrido NetApp o 'API REST per
raccogliere i log sui sistemi NetApp HCI o Element.

Di cosa hai bisogno

* Assicurarsi che la versione del cluster di storage in uso utilizzi il software NetApp Element 11.3 o versione
successiva.
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* Assicurarsi di aver implementato un nodo di gestione con versione 11.3 o successiva.

Opzioni di raccolta dei log
Scegliere una delle seguenti opzioni:

« Utilizza NetApp Hybrid Cloud Control per raccogliere i log

« Utilizzare 'API REST per raccogliere i registri

Utilizza NetApp Hybrid Cloud Control per raccogliere i log
E possibile accedere all’area di raccolta dei log dal NetApp Hybrid Cloud Control Dashboard.

Fasi
1. Aprire l'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:

https://<ManagementNodeIP>

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

3. Dalla dashboard, selezionare il menu in alto a destra.

4. Selezionare Collect Logs (raccolta registri).

Viene visualizzata la pagina Collect Logs. Se in precedenza sono stati raccolti dei log, € possibile
scaricare il pacchetto di log esistente o iniziare una nuova raccolta di log.

5. Selezionare un intervallo di date nel menu a discesa intervallo di date per specificare le date da includere
nei registri.

Se si specifica una data di inizio personalizzata, & possibile selezionare la data in cui iniziare I'intervallo di
date. | registri verranno raccolti da tale data fino all’'ora corrente.

6. Nella sezione Log Collection, selezionare i tipi di file di log che il pacchetto di log deve includere.

Per i log di storage e calcolo, € possibile espandere I'elenco dei nodi di storage o di calcolo e selezionare i
singoli nodi da cui raccogliere i log (o tutti i nodi nell’elenco).

7. Selezionare Collect Logs per avviare la raccolta dei log.

La raccolta dei log viene eseguita in background e la pagina mostra lo stato di avanzamento.

@ A seconda dei registri raccolti, la barra di avanzamento potrebbe rimanere a una
determinata percentuale per alcuni minuti o avanzare molto lentamente in alcuni punti.

8. Selezionare Download Logs per scaricare il pacchetto di log.

Il pacchetto di log € in un formato di file .tgz UNIX compresso.

Utilizzare I’API REST per raccogliere i registri

E possibile utilizzare '’API REST per raccogliere i log NetApp HCI o Element.
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Fasi
1. Individuare I'ID del cluster di storage:

a. Aprire l'interfaccia utente REST API del nodo di gestione sul nodo di gestione:

https://<ManagementNodeIP>/logs/1/

b. Selezionare autorizzare e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
ii. Inserire I'ID client come mnode-client se il valore non fosse gia compilato.
ii. Selezionare autorizzare per avviare una sessione.
2. Raccogliere i log da NetApp HCI o Element:
a. Selezionare POST /bundle.
b. Selezionare Provalo.

c. Modificare i valori dei seguenti parametri nel campo corpo della richiesta in base al tipo di log da
raccogliere e all'intervallo di tempo:

Parametro Tipo Descrizione

modifiedSince Stringa di dati Includere solo i registri modificati
dopo questa data e ora. Ad
esempio, il valore "2020-07-
14T20:19:00.000Z" definisce una
data di inizio del 14 luglio 2020

alle 20:19 UTC.

computeLogs Booleano Impostare questo parametro su
true per includere i log dei nodi
di calcolo.

computeIds Array UUID Se computelLogs €& impostato

Su true, popolare questo
parametro con gli ID asset del
nodo di gestione dei nodi di
elaborazione per limitare la
raccolta di log a quei nodi di
elaborazione specifici. Utilizzare
I' " GET
https://<ManagementNodelP>/
logs/1/bundle/options’endpoint
per visualizzare tutti gli ID dei
nodi possibili che & possibile
utilizzare.

mnodelLogs Booleano Impostare questo parametro su
true per includere i log del nodo
di gestione.
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Parametro Tipo Descrizione

storageCrashDumps Booleano Impostare questo parametro su
true perincludere i registri di
debug crash del nodo di
archiviazione.

storageLogs Booleano Impostare questo parametro su
true per includere i log del nodo
di storage.

storageNodeIds Array UUID Se storageLogs € impostato

Su true, popolare questo
parametro con gli ID del nodo del
cluster di archiviazione per
limitare la raccolta di log a quei
nodi di archiviazione specifici.
Utilizzare I' 'GET
https://<ManagementNodelP>/
logs/1/bundle/options endpoint
per visualizzare tutti gli ID dei
nodi possibili che & possibile
utilizzare.

d. Selezionare Esegui per iniziare la raccolta dei log. La risposta dovrebbe restituire una risposta simile a
quanto segue:

" links": {
"self": "https://10.1.1.5/1ogs/1/bundle"

by
"taskId": "4157881b-z889-45ce-adb4-92b1843c53ee",

"taskLink": "https://10.1.1.5/logs/1/bundle"

3. Verificare lo stato dell’attivita di raccolta dei log:
Selezionare GET /bundle.

a.
b. Selezionare Provalo.

(9]

Selezionare Execute (Esegui) per restituire lo stato dell’attivita di raccolta.
d. Scorrere fino alla parte inferiore del corpo della risposta.
Dovrebbe essere visualizzato un percentComplete attributo che descrive in dettaglio I'avanzamento
della raccolta. Se la raccolta &€ completa, I' "downloadLink attributo contiene il collegamento di
download completo, incluso il nome file del pacchetto di log.
e. Copiare il nome del file alla fine dell' "downloadLink attributo.
4. Scarica il pacchetto di log raccolto:
a. Selezionare GET /bundle/{filename}.

b. Selezionare Provalo.
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C. Incollare il nome del file copiato in precedenza nel £ilename campo di testo del parametro.

d. Selezionare Esegui.

Al termine dell’esecuzione, viene visualizzato un collegamento per il download nell’area del corpo della
risposta.

e. Selezionare Download file (Scarica file) e salvare il file risultante sul computer.

Il pacchetto di log & in un formato di file .tgz UNIX compresso.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"
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Aggiornare il sistema NetApp HCI versione 1.8

Panoramica della sequenza di aggiornamento

E possibile mantenere aggiornato il sistema NetApp HCI dopo I'implementazione
aggiornando in sequenza tutti i componenti software di NetApp HCI.

Questi componenti includono servizi di gestione, HealthTools, NetApp Hybrid Cloud Control, software Element,
nodo di gestione, firmware di calcolo, driver di calcolo, E il plug-in Element per vCenter Server.

A partire dal 2023 novembre, non puoi avviare un aggiornamento dei componenti utilizzando il
controllo cloud ibrido di NetApp o 'API REST perché i certificati delle chiavi di firma (privati e

@ pubblici) sono scaduti il 5 novembre 2023. Per risolvere questo problema, seguire la soluzione
alternativa descritta nell' articolo della Knowledge base "Impossibile avviare gli aggiornamenti di
SolidFire e HCI a causa di un errore di caricamento del pacchetto di aggiornamento” .

Il sequenza di aggiornamento del sistema contenuto descrive le attivita necessarie per completare un
aggiornamento del sistema NetApp HCI. Idealmente, queste procedure vengono eseguite come parte di una
sequenza di aggiornamento pit ampia e non in maniera isolata. Se &€ necessario un aggiornamento o un
aggiornamento basato su componenti, consultare i prerequisiti della procedura per assicurarsi che vengano
risolte ulteriori complessita.

Il Sequenza di aggiornamento di vSpherecontenuto incluso Element Plug-in per vCenter Server descrive
ulteriori passaggi di pre e post-aggiornamento necessari per reinstallare Element Plug-in per vCenter Server.

Di cosa hai bisogno

+ Si sta eseguendo il nodo di gestione 11.3 o versione successiva. Le versioni piu recenti del nodo di
gestione dispongono di un’architettura modulare che fornisce servizi individuali.

Per controllare la versione, accedere al nodo di gestione e visualizzare il numero di versione
dell’elemento nel banner di accesso. Se non si dispone di 11,3, vedere "Aggiorna il nodo di
gestione".

* | servizi di gestione sono stati aggiornati almeno alla versione 2,1.326.

Gli aggiornamenti che utilizzano NetApp Hybrid Cloud Control non sono disponibili nelle versioni
precedenti del service bundle.

* Hai garantito che I'ora di sistema su tutti i nodi sia sincronizzata e che NTP sia configurato correttamente
per il cluster di storage e i nodi. Ogni nodo deve essere configurato con un server dei nomi DNS
nell'interfaccia utente Web per nodo (https://[IP address]:442) senza errori del cluster non risolti
correlati all'inclinazione temporale.

sequenza di upgrade del sistema

Fasi
1. "Servizi di gestione degli aggiornamenti da Hybrid Cloud Control".
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Se si aggiornano i servizi di gestione alla versione 2.16 o successiva e si esegue un nodo di
@ gestione da 11.3 a 11.8, sara necessario aumentare la RAM della VM del nodo di gestione
prima di aggiornare i servizi di gestione.

@ Prima di aggiornare il software Element, € necessario eseguire 'aggiornamento al bundle di
servizi di gestione piu recente.

2. "(Opzionale) Aggiorna alla versione piu recente di HealthTools".

L’aggiornamento di HealthTools € necessario solo se il nodo di gestione e il software
Element in esecuzione sono 11.1 o precedenti. HealthTools non &€ necessario per eseguire
gli aggiornamenti degli elementi utilizzando NetApp Hybrid Cloud Control.

3. "Eseguire i controlli dello stato dello storage Element prima di aggiornare lo storage".
4. "Aggiorna il software Element e il firmware dello storage".

5. "(Opzionale) aggiornare solo il firmware dello storage Element".

@ E possibile eseguire questa operazione quando un nuovo aggiornamento del firmware dello
storage diventa disponibile al di fuori di una release principale.

6. "(Facoltativo) Aggiorna il nodo di gestione".

L’aggiornamento del sistema operativo del nodo di gestione non & piu necessario per
aggiornare il software Element sul cluster di storage. Se il nodo di gestione & la versione
11.3 o superiore, € sufficiente aggiornare i servizi di gestione alla versione piu recente per

@ eseguire gli aggiornamenti degli elementi utilizzando NetApp Hybrid Cloud Control. Se si
desidera aggiornare il sistema operativo del nodo di gestione per altri motivi, ad esempio la
risoluzione dei problemi di protezione, seguire la procedura di aggiornamento del nodo di
gestione per lo scenario in uso.

7. "Aggiorna il plug-in Element per vCenter Server".
8. "Eseguire i controlli dello stato dei nodi di calcolo prima di aggiornare il firmware di calcolo".
9. "Aggiornare i driver dei nodi di calcolo”.

10. "Aggiorna il firmware del tuo nodo di calcolo utilizzando NetApp Hybrid Cloud Control" o "Automatizza gl
aggiornamenti del firmware di calcolo con Ansible".

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"
+ "Pagina delle risorse NetApp HCI"

» "Aggiorna un sistema storage all-flash NetApp SolidFire"

Procedure di aggiornamento del sistema

Servizi di gestione degli aggiornamenti

E possibile aggiornare i servizi di gestione alla versione piu recente del bundle dopo aver
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installato il nodo di gestione 11.3 o successivo.

A partire dalla release del nodo di gestione Element 11.3, la progettazione del nodo di gestione & stata
modificata in base a una nuova architettura modulare che fornisce servizi individuali. Questi servizi modulari
offrono funzionalita di gestione centrale ed estesa per i sistemi storage all-flash NetApp HCI e SolidFire. |
servizi di gestione includono servizi di telemetria, registrazione e aggiornamento del sistema, il servizio
QoSSIOC per Element Plug-in per vCenter Server, NetApp Hybrid Cloud Control e molto altro ancora.

A proposito di questa attivita

* Prima di aggiornare il software Element, &€ necessario eseguire I'aggiornamento al bundle di servizi di
gestione piu recente.

Per le ultime note di rilascio sui servizi di gestione che descrivono i principali servizi, le nuove
funzionalita, le correzioni di bug e le soluzioni per ciascun pacchetto di servizi, vedere "note di
rilascio dei servizi di gestione".

Di cosa hai bisogno

A partire dai servizi di gestione 2.20.69, & necessario accettare e salvare il Contratto di licenza con 'utente
finale (EULA) prima di utilizzare I'interfaccia utente o I'API di NetApp Hybrid Cloud Control per aggiornare i
servizi di gestione:

1. Aprire l'indirizzo IP del nodo di gestione in un browser Web:
https://<ManagementNodeIP>

2. Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.

3. Selezionare Upgrade (Aggiorna) nella parte superiore destra dell'interfaccia.

4. Viene visualizzato il EULA. Scorrere verso il basso, selezionare Accetto per aggiornamenti correnti e
futuri e selezionare Salva.

Opzioni di aggiornamento

Puoi aggiornare i servizi di gestione utilizzando l'interfaccia utente di NetApp Hybrid Cloud Control o I'API
REST del nodo di gestione:

+ Servizi di gestione degli aggiornamenti con Hybrid Cloud Control (Metodo consigliato)

+ Aggiornare i servizi di gestione utilizzando I’API del nodo di gestione

Servizi di gestione degli aggiornamenti con Hybrid Cloud Control

Puoi aggiornare i tuoi servizi di gestione NetApp utilizzando NetApp Hybrid Cloud Control.

| bundle di servizi di gestione offrono funzionalita e correzioni avanzate per I'installazione al di fuori delle
release principali.

Di cosa hai bisogno
+ Si sta eseguendo il nodo di gestione 11.3 o versione successiva.

» Se si aggiornano i servizi di gestione alla versione 2.16 o successiva e si esegue un nodo di gestione da
11.3 a 11.8, sara necessario aumentare la RAM della VM del nodo di gestione prima di aggiornare i servizi
di gestione:
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a. Spegnere la VM del nodo di gestione.
b. Modificare la RAM della VM del nodo di gestione da 12 GB a 24 GB.
c. Accendere la VM del nodo di gestione.
» La versione del cluster in uso esegue il software NetApp Element 11.3 o versione successiva.

* | servizi di gestione sono stati aggiornati almeno alla versione 2,1.326. Gli aggiornamenti di NetApp Hybrid
Cloud Control non sono disponibili nei pacchetti di servizi precedenti.

@ Per un elenco dei servizi disponibili per ciascuna versione del pacchetto di servizi, vedere "Note
sulla versione di Management Services" .

Fasi
1. Aprire l'indirizzo IP del nodo di gestione in un browser Web:

https://<ManagementNodeIP>

2. Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.

3. Selezionare Upgrade (Aggiorna) nella parte superiore destra dell'interfaccia.

4. Nella pagina Upgrades (aggiornamenti), selezionare la scheda Management Services (servizi di
gestione).

La scheda Management Services (servizi di gestione) mostra le versioni correnti e disponibili del software
dei servizi di gestione.

@ Se l'installazione non riesce ad accedere a Internet, viene visualizzata solo la versione
software corrente.

5. Se l'installazione € in grado di accedere a Internet e se € disponibile un aggiornamento dei servizi di
gestione, selezionare Begin Upgrade (inizia aggiornamento®).

6. Se linstallazione non riesce ad accedere a Internet, procedere come segue:

a. Seguire le istruzioni riportate nella pagina per scaricare e salvare un pacchetto di aggiornamento dei
servizi di gestione sul computer.

b. Selezionare Sfoglia per individuare il pacchetto salvato e caricarlo.
Dopo aver caricato il pacchetto, 'aggiornamento viene avviato automaticamente.

Una volta avviato I'aggiornamento, lo stato dell’aggiornamento viene visualizzato in questa pagina.
Durante I'aggiornamento, potresti perdere la connessione con NetApp Hybrid Cloud Control e devi
effettuare nuovamente I'accesso per visualizzare i risultati dell’aggiornamento.

Aggiornare i servizi di gestione utilizzando I’API del nodo di gestione

Gli utenti dovrebbero idealmente eseguire aggiornamenti dei servizi di gestione da NetApp Hybrid Cloud
Control. Tuttavia, & possibile caricare, estrarre e distribuire manualmente un aggiornamento del bundle di
servizi per i servizi di gestione nel nodo di gestione utilizzando '’API REST. E possibile eseguire ciascun
comando dall’interfaccia utente API REST per il nodo di gestione.

Di cosa hai bisogno
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« E stato implementato un nodo di gestione software NetApp Element 11.3 o successivo.

» Se si aggiornano i servizi di gestione alla versione 2.16 o successiva e si esegue un nodo di gestione da
11.3 a 11.8, sara necessario aumentare la RAM della VM del nodo di gestione prima di aggiornare i servizi
di gestione:

a. Spegnere la VM del nodo di gestione.
b. Modificare la RAM della VM del nodo di gestione da 12 GB a 24 GB.
c. Accendere la VM del nodo di gestione.
 La versione del cluster in uso esegue il software NetApp Element 11.3 o versione successiva.

* | servizi di gestione sono stati aggiornati almeno alla versione 2,1.326. Gli aggiornamenti di NetApp Hybrid
Cloud Control non sono disponibili nei pacchetti di servizi precedenti.

@ Per un elenco dei servizi disponibili per ciascuna versione del pacchetto di servizi, vedere
"Note sulla versione di Management Services" .

Fasi
1. Aprire l'interfaccia utente del’API REST sul nodo di gestione: https://<ManagementNodeIP>/mnode
2. Selezionare autorizzare e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Inserire I'ID client come mnode-client se il valore non fosse gia compilato.
c. Selezionare autorizzare per avviare una sessione.
d. Chiudere la finestra.

3. Carica ed estrai il service bundle nel nodo di gestione utilizzando il seguente comando: PUT
/services/upload

4. Implementare i servizi di gestione sul nodo di gestione: PUT /services/deploy

5. Monitorare lo stato del’aggiornamento: GET /services/update/status

Un aggiornamento riuscito restituisce un risultato simile al seguente esempio:

{

"current version": "2.10.29",
"details": "Updated to version 2.17.52",
"status": "success"

}

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Effettua ’aggiornamento alla versione piu recente di HealthTools

Prima di iniziare I'aggiornamento dello spazio di archiviazione degli elementi, €
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necessario aggiornare la suite HealthTools. L'aggiornamento di HealthTools & necessario
solo se il nodo di gestione e il software Element in esecuzione sono 11.1 o precedenti.
HealthTools non & necessario per eseguire gli aggiornamenti degli elementi utilizzando
NetApp Hybrid Cloud Control.

Di cosa hai bisogno

« Si sta eseguendo il nodo di gestione 11.0, 11.1 o versione successiva.

* | servizi di gestione sono stati aggiornati almeno alla versione 2,1.326.

Gli aggiornamenti di NetApp Hybrid Cloud Control non sono disponibili nelle versioni precedenti dei service
bundle.

« E stata scaricata la versione piu recente di "HealthTools" e copiata il file di installazione nel nodo di
gestione.

E possibile controllare la versione installata localmente di HealthTools eseguendo il
sfupdate-healthtools -v comando

* Per utilizzare HealthTools con i siti oscuri, &€ necessario eseguire i seguenti passaggi aggiuntivi:

o Scaricare un "File JSON" dal sito di supporto NetApp su un computer che non ¢ il nodo di gestione e
rinominarlo in metadata. json.

o Far funzionare il nodo di gestione al sito buio.

A proposito di questa attivita

| comandi della suite HealthTools richiedono privilegi di escalation per I'esecuzione. Prefazione dei comandi
sudo o escalation dell’'utente a root Privileges.

@ La versione di HealthTools utilizzata potrebbe essere piu aggiornata rispetto all'input e alla
risposta di esempio riportati di seguito.

Fasi

1. Eseguire sfupdate-healthtools <path to install file> il comando per installare il nuovo
software HealthTools.
Esempio di input:

sfupdate-healthtools /tmp/solidfire-healthtools-2020.03.01.09.tgz

Esempio di risposta:
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Checking key signature for file /tmp/solidfirehealthtools-
2020.03.01.09/components.tgz

installing command sfupdate-healthtools

Restarting on version 2020.03.01.09

sfupdate-healthtools /sf/bin/sfupdate-healthtools -r 2020.03.01.09
installing command sfupgradecheck

installing command sfinstall

installing command sfresetupgrade

2. Eseguire sfupdate-healthtools -v il comando per verificare che la versione installata sia stata
aggiornata.

Esempio di risposta:

Currently installed version of HealthTools:
2020.03.01.09

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Eseguire i controlli dello stato dello storage Element prima di aggiornare lo storage

Prima di aggiornare lo storage Element, & necessario eseguire controlli di integrita per
assicurarsi che tutti i nodi di storage nel cluster siano pronti per 'upgrade dello storage
Element successivo.

Di cosa hai bisogno

« Servizi di gestione: E stato eseguito 'aggiornamento al bundle di servizi di gestione piti recente (2.10.27
0 versione successiva).

(D Prima di aggiornare il software Element, & necessario eseguire 'aggiornamento al bundle di
servizi di gestione piu recente.

* Nodo di gestione: Si sta eseguendo il nodo di gestione 11.3 o successivo.

« Software Element: La versione del cluster in uso esegue il software NetApp Element 11.3 o versione
successiva.

» Contratto di licenza con I'utente finale (EULA): A partire dai servizi di gestione 2.20.69, € necessario
accettare e salvare 'EULA prima di utilizzare l'interfaccia utente o I'’API di NetApp Hybrid Cloud Control per
eseguire i controlli dello stato dello storage Element:

a. Aprire l'indirizzo IP del nodo di gestione in un browser Web:
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https://<ManagementNodeIP>

b. Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di
storage.

c. Selezionare Upgrade (Aggiorna) nella parte superiore destra dell’interfaccia.
d. Viene visualizzato il EULA. Scorrere verso il basso, selezionare Accetto per aggiornamenti correnti
e futuri e selezionare Salva.

Opzioni di controllo dello stato di salute

E possibile eseguire controlli di integrita utilizzando I'interfaccia utente di NetApp Hybrid Cloud Control (HCC),
'API HCC o la suite HealthTools:

« Utilizza NetApp Hybrid Cloud Control per eseguire i controlli dello stato dello storage Element prima di
aggiornare lo storage (Metodo preferito)

+ Utilizzare 'API per eseguire i controlli dello stato dello storage Element prima di aggiornare lo storage

« Utilizzare HealthTools per eseguire i controlli dello stato dello storage Element prima di aggiornare lo
storage

Per ulteriori informazioni sui controlli dello stato dello storage eseguiti dal servizio, consultare:

+ Controlli dello stato dello storage eseguiti dal servizio

Utilizza NetApp Hybrid Cloud Control per eseguire i controlli dello stato dello storage Element prima di
aggiornare lo storage

Utilizzando NetApp Hybrid Cloud Control (HCC), € possibile verificare che un cluster di storage sia pronto per
I'aggiornamento.

Fasi
1. Aprire l'indirizzo IP del nodo di gestione in un browser Web:

https://<ManagementNodeIP>

Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.
Selezionare Upgrade (Aggiorna) nella parte superiore destra dell’interfaccia.

Nella pagina Upgrades, selezionare la scheda Storage.

o~ © DN

Selezionare il controllo dello stato di salute Edel cluster che si desidera controllare per la disponibilita
dell’aggiornamento.

6. Nella pagina Storage Health Check, selezionare Run Health Check.
7. In caso di problemi, procedere come segue:

a. Consultare I'articolo della Knowledge base specifico elencato per ciascun problema o eseguire la
riparazione specificata.

b. Se viene specificato un KB, completare la procedura descritta nel relativo articolo della Knowledge
base.
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c. Una volta risolti i problemi del cluster, selezionare Riesegui controllo stato di salute.

Una volta completato il controllo dello stato di salute senza errori, il cluster di storage & pronto per
'aggiornamento. Per continuare, vedere I'aggiornamento del nodo di storage"istruzioni".

Utilizzare I’API per eseguire i controlli dello stato dello storage Element prima di aggiornare lo storage

E possibile utilizzare REST API per verificare che un cluster di storage sia pronto per I'aggiornamento. I
controllo dello stato di salute verifica che non vi siano ostacoli al’aggiornamento, ad esempio nodi in sospeso,
problemi di spazio su disco e guasti del cluster.

Fasi
1. Individuare I'ID del cluster di storage:

a. Aprire l'interfaccia utente REST API del nodo di gestione sul nodo di gestione:
https://<ManagementNodeIP>/mnode

b. Selezionare autorizzare e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
ii. Inserire I'ID client come mnode-client se il valore non fosse gia compilato.
ii. Selezionare autorizzare per avviare una sessione.
iv. Chiudere la finestra di autorizzazione.
c. Dall'interfaccia utente del’API REST, selezionare GET /assets.
d. Selezionare Provalo.
e. Selezionare Esegui.

f. Dalla risposta, copiare la "id" dalla "storage™" sezione del cluster che si intende verificare per la
disponibilita del’aggiornamento.

@ Non utilizzare il "parent™ valore in questa sezione perché si tratta dell’'lD del nodo di
gestione e non dell’'ID del cluster di storage.

"config": {1},
"credentialid": "12bbb2b2-flbe-123b-1234-12c3d4bcl23e",

"host name": "SF DEMO",
"id": "l2cc3a45-e6e7-8d91-a2bb-0bdb3456b789",
"ip": "10.123.12.12",

"parent": "dl123ec42-456e-8912-ad3e-4bd56f4a789%a",
"sshcredentialid": null,
"ssl certificate": null

2. Eseguire i controlli di integrita sul cluster di storage:

a. Aprire l'interfaccia utente dellAPI REST dello storage sul nodo di gestione:
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https://<ManagementNodeIP>/storage/1/

b. Selezionare autorizzare e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
ii. Inserire I'ID client come mnode-client se il valore non fosse gia compilato.
ii. Selezionare autorizzare per avviare una sessione.
iv. Chiudere la finestra di autorizzazione.
c. Selezionare POST /Health-checks.
d. Selezionare Provalo.

e. Nel campo Parameter (parametro), inserire I'ID del cluster di storage ottenuto nella fase 1.

"config": {1},
"storageId": "123a45b6-1a2b-12a3-1234-1a2b34c567d8"

f. Selezionare Esegui per eseguire un controllo dello stato di salute sul cluster di storage specificato.

La risposta deve indicare initializing:

" links": {
"collection": "https://10.117.149.231/storage/1/health-checks",
"log": "https://10.117.149.231/storage/1/health-checks/358f073f-
896e-4751-ab7b-ccbb5f61f9fc/log",
"self": "https://10.117.149.231/storage/1/health-checks/358f073f-
896e-4751-ab7b-ccbb5f61f9fc"
b
"config": {1},
"dateCompleted": null,
"dateCreated": "2020-02-21T22:11:15.476937+00:00",
"healthCheckId": "358f073f-896e-4751-ab7b-ccbb5f61f9fc",
"state": "initializing",
"status": null,
"storageId": "c6dl124b2-396a-4417-8a47-df10d647f4ab",
"taskId": "73f4df64-bdab5-42c1-9074-b4e7843dbb77"

a. Copiare il healthCheckID che fa parte della risposta.

3. Verificare i risultati dei controlli di stato:
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a. Selezionare GET /Health-checks/{healthCheckld}.

b. Selezionare Provalo.

c. Inserire I'ID del controllo di salute nel campo dei parametri.
d. Selezionare Esegui.

e. Scorrere fino alla parte inferiore del corpo della risposta.

Se tutti i controlli di integrita hanno esito positivo, il reso & simile al seguente esempio:

"message": "All checks completed successfully.",
"percent": 100,
"timestamp": "2020-03-06T00:03:16.3216212"

4. Se il message ritorno indica che si sono verificati problemi relativi allo stato del cluster, procedere come
indicato di seguito:

a. Selezionare GET /Health-checks/{healthCheckld}/log
b. Selezionare Provalo.
. Inserire I'ID del controllo di salute nel campo dei parametri.

c
d. Selezionare Esegui.

e. Esaminare eventuali errori specifici e ottenere i relativi collegamenti agli articoli della Knowledge base.
f

. Consultare I'articolo della Knowledge base specifico elencato per ciascun problema o eseguire la
riparazione specificata.

g. Se viene specificato un KB, completare la procedura descritta nel relativo articolo della Knowledge
base.

h. Dopo aver risolto i problemi del cluster, eseguire di nuovo GET /Health-checks/{healthCheckld}/log.

Utilizzare HealthTools per eseguire i controlli dello stato dello storage Element prima di aggiornare lo
storage

Puoi verificare che il cluster di storage sia pronto per 'upgrade utilizzando il sfupgradecheck comando.
Questo comando verifica informazioni quali nodi in sospeso, spazio su disco e guasti del cluster.

Se il nodo di gestione si trova in un sito oscuro, il controllo della disponibilita dell’aggiornamento richiede il
metadata. json file scaricato durante "Aggiornamenti di HealthTools" per essere eseguito correttamente.

A proposito di questa attivita

Questa procedura descrive come risolvere i controlli di aggiornamento che producono uno dei seguenti
risultati:

* Esecuzione del sfupgradecheck comando riuscita. Il cluster & pronto per 'aggiornamento.

* | controlli all'interno sfupgradecheck dello strumento non vengono eseguiti correttamente e viene
visualizzato un messaggio di errore. Il cluster non & pronto per 'aggiornamento e sono necessari ulteriori
passaggi.

« Il controllo dell’aggiornamento non riesce e viene visualizzato un messaggio di errore che indica che
HealthTools non & aggiornato.

« Il controllo dellupgrade non riesce perché il nodo di gestione si trova in un sito oscuro.
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Fasi

1. Eseguire il sfupgradecheck comando:

sfupgradecheck -u <cluster-user-name> MVIP

Per le password che contengono caratteri speciali, aggiungere una barra rovesciata (\)
(D prima di ogni carattere speciale. Ad esempio, mypass!@1 deve essere inserito come
mypass\ !'\@.

Esempio di comando di input con output di esempio in cui non vengono visualizzati errori e si € pronti per
'aggiornamento:

sfupgradecheck -u admin 10.117.78.244
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check pending nodes:

Test Description: Verify no pending nodes in cluster

More information:
https://kb.netapp.com/support/s/article/kallA00000081t0QAQ/pendingnodes
check cluster faults:

Test Description: Report any cluster faults

check root disk space:

Test Description: Verify node root directory has at least 12 GBs of
available disk space

Passed node IDs: 1, 2, 3

More information:
https://kb.netapp.com/support/s/article/kallA00000081tTQAQ/
SolidFire-Disk-space-error

check mnode connectivity:

Test Description: Verify storage nodes can communicate with management
node

Passed node IDs: 1, 2, 3

More information:
https://kb.netapp.com/support/s/article/kallA00000081tYQAQ/mNodeconnecti
vity

check files:

Test Description: Verify options file exists

Passed node IDs: 1, 2, 3

check cores:

Test Description: Verify no core or dump files exists

Passed node IDs: 1, 2, 3

check upload speed:

Test Description: Measure the upload speed between the storage node and
the

management node

Node ID: 1 Upload speed: 90063.90 KBs/sec

Node ID: 3 Upload speed: 106511.44 KBs/sec

Node ID: 2 Upload speed: 85038.75 KBs/sec

2. In caso di errori, sono necessarie ulteriori azioni. Per ulteriori informazioni, consultare le seguenti
sottosezioni.

Il cluster non é pronto per I’aggiornamento

Se viene visualizzato un messaggio di errore relativo a uno dei controlli di integrita, attenersi alla seguente
procedura:

1. Esaminare il sfupgradecheck messaggio di errore.

Esempio di risposta:
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The following tests failed:

check root disk space:

Test Description: Verify node root directory has at least 12 GBs of
available disk space

Severity: ERROR

Failed node IDs: 2

Remedy: Remove unneeded files from root drive

More information:
https://kb.netapp.com/support/s/article/kallA00000081tTQAQ/SolidFire-
Disk-space-error

check pending nodes:

Test Description: Verify no pending nodes in cluster

More information:
https://kb.netapp.com/support/s/article/kallA00000081t0QAQ/pendingnodes
check cluster faults:

Test Description: Report any cluster faults

check root disk space:

Test Description: Verify node root directory has at least 12 GBs of
available disk space

Passed node IDs: 1, 3

More information:
https://kb.netapp.com/support/s/article/kallA00000081tTQAQ/SolidFire-
Disk-space-error

check mnode connectivity:

Test Description: Verify storage nodes can communicate with management
node

Passed node IDs: 1, 2, 3

More information:
https://kb.netapp.com/support/s/article/kallA00000081tYQAQ/mNodeconnectivi
ty

check files:

Test Description: Verify options file exists

Passed node IDs: 1, 2, 3

check cores:

Test Description: Verify no core or dump files exists

Passed node IDs: 1, 2, 3

check upload speed:

Test Description: Measure the upload speed between the storage node and
the management node

Node ID: 1 Upload speed: 86518.82 KBs/sec

Node ID: 3 Upload speed: 84112.79 KBs/sec

Node ID: 2 Upload speed: 93498.94 KBs/sec

In questo esempio, il nodo 1 ha poco spazio su disco. Per ulteriori informazioni, consultare I' "knowledge
base"articolo (KB) riportato nel messaggio di errore.
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HealthTools non é aggiornato

Se viene visualizzato un messaggio di errore che indica che HealthTools non ¢ la versione piu recente, seguire
queste istruzioni:

1. Esaminare il messaggio di errore e notare che il controllo dell’aggiornamento non riesce.
Esempio di risposta:
sfupgradecheck failed: HealthTools is out of date:
installed version: 2018.02.01.200
latest version: 2020.03.01.009.
The latest version of the HealthTools can be downloaded from:

https://mysupport.netapp.com/NOW/cgi-bin/software/
Or rerun with the -n option

2. Seguire le istruzioni descritte nella risposta.

Il nodo di gestione si trova in un sito oscuro

1. Leggere il messaggio e notare che il controllo dell’aggiornamento non riesce:

Esempio di risposta:

sfupgradecheck failed: Unable to verify latest available version of
healthtools.

2. Scaricare un "File JSON" dal sito di supporto NetApp su un computer che non ¢ il nodo di gestione e
rinominarlo in metadata. json.

3. Eseguire il seguente comando:

sfupgradecheck -1 --metadata=<path-to-metadata-json>

4. Per ulteriori informazioni, vedere informazioni aggiuntive "Aggiornamenti di HealthTools"per i siti oscuri.

5. Verificare che la suite HealthTools sia aggiornata eseguendo il seguente comando:

sfupgradecheck -u <cluster-user-name> -p <cluster-password> MVIP

Controlli dello stato dello storage eseguiti dal servizio

I controlli dello stato dello storage effettuano i seguenti controlli per cluster.
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Selezionare Nome Nodol/cluster Descrizione

check_async_results Cluster Verifica che il numero di risultati
asincroni nel database sia inferiore
a un numero di soglia.

check_cluster_faults Cluster Verifica che non vi siano errori del
cluster che bloccano
I'aggiornamento (come definito
nell’origine dell’elemento).

check_upload_speed Nodo Misura la velocita di caricamento
tra il nodo di storage e il nodo di
gestione.

connection_speed_check Nodo Verifica che i nodi dispongano di

connettivita al nodo di gestione che
fornisce pacchetti di aggiornamento
e stima la velocita di connessione.

check_core Nodo Verifica la presenza di un crash
dump del kernel e dei file core sul
nodo. Il controllo non riesce per
eventuali crash in un periodo di
tempo recente (soglia 7 giorni).

check_root_disk_space Nodo Verifica che il file system root
disponga di spazio libero sufficiente
per eseguire un aggiornamento.

check_var_log disk space Nodo Verifica che /var/log lo spazio
libero soddisfi una certa soglia
percentuale libera. In caso
contrario, il controllo ruota e elimina
i registri meno recenti per scendere
sotto la soglia. Il controllo non
riesce se non riesce a creare
spazio libero sufficiente.

check_pending_nodes Cluster Verifica che non vi siano nodi in
sospeso nel cluster.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Aggiornare il software Element

Per aggiornare il software NetApp Element, € possibile utilizzare l'interfaccia utente per il
controllo del cloud ibrido, 'API REST o la suite di tool HealthTools. Alcune operazioni
vengono soppresse durante I'aggiornamento di un software Element, ad esempio
I'aggiunta e la rimozione di nodi, 'aggiunta e la rimozione di dischi e i comandi associati a
iniziatori, gruppi di accesso ai volumi e reti virtuali.
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Di cosa hai bisogno

* Privilegi di amministratore: Si dispone delle autorizzazioni di amministratore del cluster di storage per
eseguire I'aggiornamento.

* Percorso di aggiornamento valido: Sono state controllate le informazioni sul percorso di aggiornamento
per la versione dell’elemento a cui si sta eseguendo 'aggiornamento e si € verificato che il percorso di
aggiornamento & valido. "KB di NetApp: Matrice di aggiornamento per cluster storage che eseguono
software NetApp Element (& richiesto I'accesso)"

« System Time Sync: Hai garantito che I'ora di sistema su tutti i nodi sia sincronizzata e che NTP sia
configurato correttamente per il cluster di storage e i nodi. Ogni nodo deve essere configurato con un
server dei nomi DNS nell’interfaccia utente Web per nodo (https://[IP address]:442) senza errori
del cluster non risolti correlati all'inclinazione temporale.

» Porte di sistema: Se si utilizza NetApp Hybrid Cloud Control per gli aggiornamenti, si & assicurati che le
porte necessarie siano aperte. Per ulteriori informazioni, vedere "Porte di rete" .

* Nodo di gestione: Per l'interfaccia utente e I'API di NetApp Hybrid Cloud Control, il nodo di gestione nel
tuo ambiente esegue la versione 11.3.

 Servizi di gestione: Hai aggiornato il tuo bundle di servizi di gestione alla versione piu recente.

Prima di aggiornare il software Element alla versione 12, devi eseguire I'aggiornamento al piu
@ recente bundle di servizi di gestione. Se si sta aggiornando il software Element alla versione
12,2, per procedere sono necessari i servizi di gestione 2.14.60 o successivi.

» Cluster Health: Hai verificato che il cluster & pronto per I'aggiornamento. Vedere "Eseguire i controlli dello
stato dello storage Element prima di aggiornare lo storage".

« BMC aggiornato per nodi H610S: E stata aggiornata la versione BMC per i nodi H610S. Consultare la
"note di rilascio e istruzioni per 'aggiornamento”.

» Contratto di licenza con I'utente finale (EULA): A partire dai servizi di gestione 2.20.69, € necessario
accettare e salvare 'EULA prima di utilizzare l'interfaccia utente o I'’API di NetApp Hybrid Cloud Control per
aggiornare il software Element:

a. Aprire l'indirizzo IP del nodo di gestione in un browser Web:
https://<ManagementNodeIP>

b. Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di
storage.

c. Selezionare Upgrade (Aggiorna) nella parte superiore destra dell’interfaccia.
d. Viene visualizzato il EULA. Scorrere verso il basso, selezionare Accetto per aggiornamenti correnti
e futuri e selezionare Salva.
Opzioni di upgrade
Scegliere una delle seguenti opzioni di aggiornamento del software Element:
« Utilizza 'interfaccia utente di NetApp Hybrid Cloud Control per aggiornare lo storage Element
« Utilizza I'API di controllo del cloud ibrido di NetApp per aggiornare lo storage degli elementi
» Aggiorna il software Element nei siti connessi utilizzando HealthTools

+ Aggiorna il software Element nei siti oscuri utilizzando HealthTools
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Se si sta aggiornando un nodo della serie H610S all’elemento 12,2 e il nodo esegue una

@ versione di Element precedente a 11,8, sara necessario eseguire ulteriori passaggi di
aggiornamento (2 (fase 2),fase 2) per ciascun nodo di archiviazione. Se si esegue Element 11.8
0 versioni successive, non sono necessarie ulteriori fasi di aggiornamento (fase 2).

Utilizza I'interfaccia utente di NetApp Hybrid Cloud Control per aggiornare lo storage Element

Utilizzando l'interfaccia utente di NetApp Hybrid Cloud Control, &€ possibile aggiornare un cluster di storage.

Per i potenziali problemi durante I'aggiornamento dei cluster di storage utilizzando il controllo

@ cloud ibrido NetApp e le relative soluzioni alternative, consultare la "Articolo della Knowledge
base".
Il processo di aggiornamento richiede circa 30 minuti per nodo per le piattaforme non H610S.
Fasi

1. Aprire l'indirizzo IP del nodo di gestione in un browser Web:

https://<ManagementNodeIP>

2. Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.
3. Selezionare Upgrade (Aggiorna) nella parte superiore destra dell'interfaccia.

4. Nella pagina Upgrades, selezionare Storage.

La scheda Storage elenca i cluster di storage che fanno parte dellinstallazione. Se un cluster non &
accessibile da NetApp Hybrid Cloud Control, non verra visualizzato nella pagina Upgrade.

5. Scegliere una delle seguenti opzioni ed eseguire la serie di passaggi applicabili al cluster:
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Opzione

Tutti i cluster che eseguono Element 11.8 e versioni
successive

Fasi

a. Selezionare Sfoglia per caricare il pacchetto di

aggiornamento scaricato.

b. Attendere il completamento del caricamento.
Una barra di avanzamento mostra lo stato del
caricamento.

Se ci si allontana dalla finestra
del browser, il caricamento del
file viene perso.

Una volta caricato e validato il file, viene
visualizzato un messaggio sullo schermo. La

convalida potrebbe richiedere alcuni minuti. Se

in questa fase ci si allontana dalla finestra del
browser, il caricamento del file viene preserva

c. Selezionare Avvia aggiornamento.

Lo stato dell’aggiornamento
viene modificato durante
I'aggiornamento per riflettere lo
stato del processo. Cambia
anche in risposta alle azioni
intraprese, come la sospensione
dell’aggiornamento o se
I'aggiornamento restituisce un

errore. Vedere Lo stato
dell’aggiornamento cambia.

Mentre I'aggiornamento € in
corso, € possibile uscire dalla
pagina e tornare ad essa in un
secondo momento per continuare
a monitorare i progressi. La
@ pagina non aggiorna
dinamicamente lo stato e la
versione corrente se la riga del
cluster viene compressa. La riga
del cluster deve essere espansa
per aggiornare la tabella oppure
€ possibile aggiornare la pagina.

Una volta completato 'aggiornamento, &
possibile scaricare i registri.

to.
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Opzione

Si sta eseguendo I'aggiornamento di un cluster

Fasi

a. Selezionare la freccia verso il basso accanto al

H610S con una versione di Element precedente alla cluster che si sta aggiornando e scegliere una

11.8.

Lo stato dell’aggiornamento cambia

delle versioni di aggiornamento disponibili.

b. Selezionare Avvia aggiornamento. Al termine
dell’aggiornamento, l'interfaccia utente richiede
di eseguire la fase 2 del processo.

c. Completare i passaggi aggiuntivi richiesti (fase
2) in e confermare nell' "Articolo della
Knowledge base"interfaccia utente che la fase 2
e stata completata.

Una volta completato 'aggiornamento, & possibile
scaricare i registri. Per informazioni sulle varie
modifiche dello stato dell’aggiornamento, vedere Lo
stato dell’aggiornamento cambia.

Di seguito sono riportati i diversi stati visualizzati nella colonna Upgrade Status (Stato aggiornamento)
dellinterfaccia utente prima, durante e dopo il processo di aggiornamento:

Stato di aggiornamento

Aggiornato

Versioni disponibili

In corso

Aggiornamento in pausa

In pausa
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Descrizione

Il cluster & stato aggiornato alla versione piu recente
di Element disponibile.

Le versioni piu recenti del firmware per elementi e/o
storage sono disponibili per I'aggiornamento.

L’aggiornamento € in corso. Una barra di
avanzamento mostra lo stato dell’aggiornamento. |
messaggi a schermo mostrano anche gli errori a
livello di nodo e visualizzano I'ID di ogni nodo nel
cluster durante I'aggiornamento. E possibile
monitorare lo stato di ciascun nodo utilizzando
l'interfaccia utente Element o il plug-in NetApp
Element per l'interfaccia utente del server vCenter.

E possibile scegliere di sospendere I'aggiornamento.
A seconda dello stato del processo di aggiornamento,
I'operazione di pausa pu0 avere esito positivo o
negativo. Viene visualizzato un prompt dell’interfaccia
utente che richiede di confermare I'operazione di
pausa. Per garantire che il cluster si trovi in una
posizione sicura prima di mettere in pausa un
aggiornamento, I'operazione di aggiornamento puo
richiedere fino a due ore. Per riprendere
'aggiornamento, selezionare Riprendi.

L’aggiornamento & stato sospeso. Selezionare
Riprendi per riprendere il processo.


https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/H_Series/NetApp_H610S_storage_node_power_off_and_on_procedure
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/H_Series/NetApp_H610S_storage_node_power_off_and_on_procedure

Stato di aggiornamento

Errore

Completo di follow-up

Descrizione

Si & verificato un errore durante I'aggiornamento. E
possibile scaricare il registro degli errori e inviarlo al
supporto NetApp. Dopo aver risolto I'errore, tornare
alla pagina e selezionare Riprendi. Quando si
riprende I'aggiornamento, la barra di avanzamento si
sposta indietro per alcuni minuti mentre il sistema
esegue il controllo dello stato di salute e verifica lo
stato corrente dell’aggiornamento.

Solo per I'aggiornamento dei nodi H610S dalla
versione Element precedente alla 11.8. Al termine
della fase 1 del processo di aggiornamento, questo
stato richiede di eseguire la fase 2 dell’aggiornamento
(vedere la "Articolo della Knowledge base"). Dopo
aver completato la fase 2 e aver riconosciuto di averlo
completato, lo stato diventa aggiornato.

Utilizza I’API di controllo del cloud ibrido di NetApp per aggiornare lo storage degli elementi

E possibile utilizzare le API per aggiornare i nodi di storage in un cluster alla versione pitl recente del software
Element. E possibile utilizzare uno strumento di automazione a scelta per eseguire le API. Il flusso di lavoro
API qui documentato utilizza I'interfaccia utente REST API disponibile sul nodo di gestione come esempio.

Fasi

1. Scaricare il pacchetto di aggiornamento dello storage su un dispositivo accessibile al nodo di gestione;
andare al software NetApp HCI "pagina download" e scaricare 'immagine piu recente del nodo storage.

2. Caricare il pacchetto di aggiornamento dello storage nel nodo di gestione:

a. Aprire l'interfaccia utente REST API del nodo di gestione sul nodo di gestione:

https://<ManagementNodeIP>/package-repository/1/

b. Selezionare autorizzare e completare le seguenti operazioni:

i. Inserire il nome utente e la password del cluster.

i. Immettere I'ID client come mnode-client.

ii. Selezionare autorizzare per avviare una sessione.

iv. Chiudere la finestra di autorizzazione.

c. Dall'interfaccia utente APl REST, selezionare POST /packages.

d. Selezionare Provalo.

e. Selezionare Sfoglia e selezionare il pacchetto di aggiornamento.

f. Selezionare Esegui per avviare il caricamento.

g. Dalla risposta, copiare e salvare I'ID pacchetto ("id") per utilizzarlo in un passaggio successivo.

3. Verificare lo stato del caricamento.

a. Dallinterfaccia utente API REST, selezionare GET /packages/{id}/status.

b. Selezionare Provalo.
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C.
d.

Inserire I'ID del pacchetto copiato nel passaggio precedente in id.

Selezionare Esegui per avviare la richiesta di stato.

La risposta indica state come SUCCESS completata.

4. Individuare I'ID del cluster di storage:

a. Aprire l'interfaccia utente REST API del nodo di gestione sul nodo di gestione:

-~ ©®© o o

@

https://<ManagementNodeIP>/inventory/1/

Selezionare autorizzare e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
i. Immettere I'ID client come mnode-client.
ii. Selezionare autorizzare per avviare una sessione.
iv. Chiudere la finestra di autorizzazione.
Dall’interfaccia utente API REST, selezionare GET /Installations.
Selezionare Provalo.
Selezionare Esegui.
Dalla risposta, copiare I'ID risorsa di installazione ("id").

Dall’interfaccia utente APl REST, selezionare GET /Installations/{id}.

h. Selezionare Provalo.

Incollare I'ID della risorsa di installazione nel campo id.
Selezionare Esegui.

Dalla risposta, copiare e salvare I'ID (*"id" del cluster di archiviazione ) del cluster che si intende
aggiornare per l'utilizzo in un passaggio successivo.

5. Eseguire I'aggiornamento dello storage:
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a.

b.

C.
d.

e.

Aprire l'interfaccia utente del’API REST dello storage sul nodo di gestione:

https://<ManagementNodeIP>/storage/1/

Selezionare autorizzare e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
i. Immettere I'ID client come mnode-client.
ii. Selezionare autorizzare per avviare una sessione.
iv. Chiudere la finestra di autorizzazione.
Selezionare POST /upgrade.
Selezionare Provalo.

Inserire I'ID del pacchetto di aggiornamento nel campo dei parametri.



f. Inserire I'ID del cluster di storage nel campo dei parametri.

Il payload dovrebbe essere simile al seguente esempio:

"config": {1},
"packageId": "884fl4a4-5a2a-11e9-9088-6c0b84e211c4d",
"storageId": "884f14a4-5a2a-11e9-9088-6c0b84e211c4"

g. Selezionare Esegui per avviare I'aggiornamento.

La risposta deve indicare lo stato initializing:

" links": {
"collection": "https://localhost:442/storage/upgrades",
"self": "https://localhost:442/storage/upgrades/3fa85f64-1111-4562-

b3fc-2c963f66abcl™,
"log": https://localhost:442/storage/upgrades/3fa85f64-1111-4562-
b3fc-2c963f66abcl/log
b
"storageId": "114f14a4-1ala-11e9-9088-6c0b84e200b4",
"upgradeId": "334fl4a4-1ala-11e9-1055"-6c0b84e2001b4",
"packageId": "774f14a4-1ala-11e9-8888-6c0b84e200b4",
"config": {1},
"state": "initializing",
"status": {
"availableActions": [
"string"
I
"message": "string",
"nodeDetails": [
{
"message": "string",
"step": "NodePreStart",
"nodeID": O,
"numAttempt": O
}
I
"percent": O,
"step": "ClusterPreStart",
"timestamp": "2020-04-21T22:10:57.057z2",
"failedHealthChecks": [
{

231



a

"checkID": O,

"name": "string",
"displayName": "string",
"passed": true,

"kb": "string",
"description": "string",
"remedy": "string",
"severity": "string",
"data": {1},

"nodeID": O

]
by
"taskId": "123fl4a4-1ala-11e9-7777-6c0b84el123b2",
"dateCompleted": "2020-04-21T22:10:57.0572",
"dateCreated": "2020-04-21T22:10:57.0572"

. Copiare I'ID di aggiornamento ("upgradeId") che fa parte della risposta.

6. Verificare 'avanzamento e i risultati dell’aggiornamento:
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. Selezionare GET /upgrades/{upgradeld}.

. Selezionare Provalo.

. Inserire I'ID dell’aggiornamento del passaggio precedente in upgradeld.
. Selezionare Esegui.

. In caso di problemi o requisiti speciali durante I'aggiornamento, eseguire una delle seguenti operazioni:



Opzione

E necessario correggere i problemi di integrita del

cluster a causa del failedHealthChecks
messaggio nel corpo della risposta.

E necessario sospendere I'aggiornamento perché
la finestra di manutenzione si sta chiudendo o per

un altro motivo.

Fasi

Vi.

Vil.

V.

Consultare I'articolo della Knowledge base
specifico elencato per ciascun problema o
eseguire la riparazione specificata.

. Se viene specificato un KB, completare la

procedura descritta nel relativo articolo della
Knowledge base.

Una volta risolti i problemi del cluster,
eseguire nuovamente I'autenticazione, se
necessario, e selezionare PUT
lupgrades/{upgradeld}.

Selezionare Provalo.

Inserire I'ID dell’aggiornamento del passaggio
precedente in upgradeld.

Immettere "action":"resume" nel corpo
della richiesta.

"action": "resume"

Selezionare Esegui.

Se necessario, eseguire nuovamente
I'autenticazione e selezionare PUT
lupgrades/{upgradeld}.

. Selezionare Provalo.

i. Inserire I'ID dell’aggiornamento del passaggio

precedente in upgradeld.

Immettere "action": "pause" nel corpo
della richiesta.

"action": "pause"

Selezionare Esegui.
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Opzione

Se si aggiorna un cluster H610S che esegue una
versione di Element precedente alla 11,8, lo stato
viene visualizzato finishedNeedsAck nel corpo
della risposta. E necessario eseguire ulteriori
passaggi di aggiornamento (fase 2) per ciascun
nodo di storage H610S.

Fasi

Vi.

Vedere [Upgrading H610S storage nodes to
Element 12.2 or later (phase 2)] e completare
il processo per ogni nodo.

. Se necessario, eseguire nuovamente

I’autenticazione e selezionare PUT
lupgrades/{upgradeld}.

i. Selezionare Provalo.

Inserire I'ID dell’aggiornamento del passaggio
precedente in upgradeld.

Immettere "action":"acknowledge" nel
corpo della richiesta.

"action": "acknowledge"

Selezionare Esegui.

f. Eseguire 'API GET /upgrades/{upgradeld} piu volte, in base alle necessita, fino al completamento del

processo.

Durante I'aggiornamento, status indica running se non si verificano errori. Quando ogni nodo viene
aggiornato, il step valore cambia in NodeFinished.

L’aggiornamento é stato completato correttamente quando il percent valore € 100 e I' state indica

finished.

Cosa succede se un aggiornamento non riesce utilizzando NetApp Hybrid Cloud Control

In caso di guasto di un disco o di un nodo durante un aggiornamento, I'interfaccia utente dell’elemento
visualizza gli errori del cluster. Il processo di aggiornamento non passa al nodo successivo e attende la
risoluzione dei guasti del cluster. La barra di avanzamento nell’interfaccia utente mostra che I'aggiornamento &
in attesa della risoluzione degli errori del cluster. In questa fase, la selezione di Pausa nell'interfaccia utente
non funzionera, perché I'aggiornamento attende che il cluster sia integro. Sara necessario contattare il
supporto NetApp per fornire assistenza durante I'indagine sul guasto.

NetApp Hybrid Cloud Control dispone di un periodo di attesa di tre ore preimpostato, durante il quale puo

verificarsi uno dei seguenti scenari:

* Gli errori del cluster vengono risolti entro tre ore e I'aggiornamento riprende. In questo scenario non €

necessario eseguire alcuna azione.

* |l problema persiste dopo tre ore e lo stato dell’aggiornamento visualizza Error (errore) con un banner
rosso. Una volta risolto il problema, & possibile riprendere 'aggiornamento selezionando Riprendi.

* |l supporto NetApp ha stabilito che I'aggiornamento deve essere temporaneamente interrotto per
intraprendere un’azione correttiva prima della finestra di tre ore. Il supporto utilizzera I'’API per interrompere

'aggiornamento.
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L'interruzione dell’'aggiornamento del cluster durante I'aggiornamento di un nodo potrebbe
causare la rimozione dei dischi dal nodo. Se i dischi vengono rimossi in modo non corretto,

@ I'aggiunta dei dischi durante un aggiornamento richiedera l'intervento manuale del supporto
NetApp. Il nodo potrebbe richiedere piu tempo per eseguire gli aggiornamenti del firmware o le
attivita di sincronizzazione post-aggiornamento. Se I'aggiornamento sembra bloccato, contattare
il supporto NetApp per assistenza.

Aggiorna il software Element nei siti connessi utilizzando HealthTools

Fasi

1. Scaricare il pacchetto di aggiornamento dello storage; andare al software NetApp HCI "pagina download" e
scaricare I'immagine piu recente del nodo storage su un dispositivo che non € il nodo di gestione.

@ Per aggiornare il software di storage Element & necessaria I'ultima versione di HealthTools.

2. Copiare il file ISO nel nodo di gestione in una posizione accessibile come /tmp.

Quando si carica il file ISO, assicurarsi che il nome del file non venga modificato, altrimenti i passaggi
successivi non avranno esito positivo.

3. Opzionale: Scaricare I'ISO dal nodo di gestione ai nodi del cluster prima dell’aggiornamento.
Questo passaggio riduce i tempi di aggiornamento pre-organizzando I'ISO sui nodi di storage ed
eseguendo ulteriori controlli interni per garantire che il cluster sia in buono stato da aggiornare.

L'esecuzione di questa operazione non consente di impostare il cluster in modalita di "upgrade" o di
limitare le operazioni del cluster.

sfinstall <MVIP> -u <cluster username> <path-toinstall-file-ISO> --stage

Omettere la password dalla riga di comando per consentire di sfinstall richiedere le

@ informazioni. Per le password che contengono caratteri speciali, aggiungere una barra
rovesciata (\) prima di ogni carattere speciale. Ad esempio, mypass!@1 deve essere
inserito come mypass\ ! \Q@.

Esempio vedere il seguente esempio di input:

sfinstall 10.117.0.244 -u admin /tmp/solidfire-rtfisodium-11.0.0.345.1is0
—-—-stage

L'output per 'esempio mostra che sfinstall tenta di verificare se & disponibile una versione piu recente
disfinstall:
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sfinstall 10.117.0.244 -u admin
/tmp/solidfire-rtfisodium-11.0.0.345.is0 2018-10-01 16:52:15:
Newer version of sfinstall available.

This version: 2018.09.01.130, latest version: 2018.06.05.901.
The latest version of the HealthTools can be downloaded from:
https:// mysupport.netapp.com/NOW/cgi-bin/software/

or rerun with --skip-version-check

Vedere il seguente estratto di esempio da un’operazione pre-fase di successo:

@ Al termine della gestione temporanea, il messaggio viene visualizzato Storage Node
Upgrade Staging Successful dopo I'evento di aggiornamento.

flabv0004 ~ # sfinstall -u admin

10.117.0.87 solidfire-rtfi-sodium-patch3-11.3.0.14171.is0 --stage
2019-04-03 13:19:58: sfinstall Release Version: 2019.01.01.49 Management
Node Platform:

Ember Revision: 26b042c3elb5a Build date: 2019-03-12 18:45

2019-04-03 13:19:58: Checking connectivity to MVIP 10.117.0.87
2019-04-03 13:19:58: Checking connectivity to node 10.117.0.86
2019-04-03 13:19:58: Checking connectivity to node 10.117.0.87

2019-04-03 13:19:58: Successfully connected to cluster and all nodes
2019-04-03 13:20:00: Do you want to continue? ['Yes', 'No']: Yes

2019-04-03 13:20:55: Staging install pack on cluster nodes

2019-04-03 13:20:55: newVersion: 11.3.0.14171

2019-04-03 13:21:01: nodeToStage: nlabp2814, nlabp2815, nlabp28l6,
nlabp2813

2019-04-03 13:21:02: Staging Node nlabp2815 mip=[10.117.0.87] nodelID=[2]
(1 of 4 nodes)

2019-04-03 13:21:02: Node Upgrade serving image at
http://10.117.0.204/rtfi/solidfire-rtfisodium-
patch3-11.3.0.14171/filesystem.squashfs

2019-04-03 13:25:40: Staging finished. Repeat the upgrade command
without the --stage option to start the upgrade.

Gli ISO in piu fasi verranno eliminati automaticamente al termine dell’aggiornamento. Tuttavia, se
'aggiornamento non & stato avviato e deve essere ripianificato, gli ISO possono essere disconfigurati
manualmente utilizzando il comando:

sfinstall <MVIP> -u <cluster username> --destage



Una volta avviato I'aggiornamento, I'opzione di de-stage non & piu disponibile.

. Avviare I'aggiornamento con il sfinstall comando e il percorso del file ISO:
sfinstall <MVIP> -u <cluster username> <path-toinstall-file-ISO0O>
Esempio

Vedere il seguente esempio di comando di input:

sfinstall 10.117.0.244 -u admin /tmp/solidfire-rtfi-sodium-
11.0.0.345.1is0

L'output per 'esempio mostra che sfinstall tenta di verificare se € disponibile una versione piu recente
di sfinstall

sfinstall 10.117.0.244 -u admin /tmp/solidfire-rtfi-sodium-
11.0.0.345.1is0

2018-10-01 16:52:15: Newer version of sfinstall available.

This version: 2018.09.01.130, latest version: 2018.06.05.901.

The latest version of the HealthTools can be downloaded from:
https://mysupport.netapp.com/NOW/cgi-bin/software/ or rerun with —--skip
-version-check

Vedere il seguente estratto di esempio da un aggiornamento riuscito. Gli eventi di aggiornamento possono
essere utilizzati per monitorare 'avanzamento dell’aggiornamento.

# sfinstall 10.117.0.161 -u admin solidfire-rtfi-sodium-11.0.0.761.1iso0
2018-10-11 18:28

Checking connectivity to MVIP 10.117.0.161

Checking connectivity to node 10.117.0.23

Checking connectivity to node 10.117.0.24

Successfully connected to cluster and all nodes

FHAS A S S S
You are about to start a new upgrade

10.117.0.161

10.3.0.161

solidfire-rtfi-sodium-11.0.0.761.1is0

Nodes:

10.117.0.23 nlabpl023 SF3010 10.3.0.161

10.117.0.24 nlabpl025 SF3010 10.3.0.161

10.117.0.26 nlabpl027 SF3010 10.3.0.161

10.117.0.28 nlabpl028 SF3010 10.3.0.161

FHAFH A F AR A A
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Do you want to continue? ['Yes', 'No']: yes

Watching for new network faults. Existing fault IDs are set([]).
Checking for legacy network interface names that need renaming
Upgrading from 10.3.0.161 to 11.0.0.761 upgrade method=rtfi
Waiting 300 seconds for cluster faults to clear

Waiting for caches to fall below threshold

Installing mip=[10.117.0.23] nodeID=[1] (1 of 4 nodes)

Starting to move primaries.

Loading volume list

Moving primary slice=[7] away from mip[10.117.0.23] nodeID[1l] ssid[1l1]
to new ssid[15]

Moving primary slice=[12] away from mip[10.117.0.23] nodeID[1l] ssid[11]
to new ssid[15]

Installing mip=[10.117.114.24] nodeID=[2] (2 of 4 nodes)

Starting to move primaries.

Loading volume list

Moving primary slice=[5] away from mip[10.117.114.24] nodeID[2] ssid[7]
to new ssid[11]

Install of solidfire-rtfi-sodium-11.0.0.761 complete.
Removing old software

No staged builds present on nodeID=[1]

No staged builds present on nodeID=[2]

Starting light cluster block service check

Se si sta aggiornando un nodo della serie H610S all’elemento 12,2 e il nodo esegue una

@ versione di Element precedente a 11,8, sara necessario eseguire ulteriori passaggi di
aggiornamento (2 (fase 2),fase 2) per ciascun nodo di archiviazione. Se si esegue Element 11.8
0 versioni successive, non sono necessarie ulteriori fasi di aggiornamento (fase 2).

Aggiorna il software Element nei siti oscuri utilizzando HealthTools

E possibile utilizzare la suite di strumenti HealthTools per aggiornare il software NetApp Element in un sito
oscuro.

Di cosa hai bisogno
1. Vedere il software NetApp HCI "pagina download" .

2. Selezionare la versione software corretta e scaricare 'immagine piu recente del nodo di storage su un
computer che non € il nodo di gestione.

@ Per aggiornare il software di storage Element & necessaria l'ultima versione di HealthTools.
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3. Scaricare il "File JSON" file dal sito di supporto NetApp su un computer che non € il nodo di gestione e
rinominarlo in metadata. json.

4. Copiare il file ISO nel nodo di gestione in una posizione accessibile come /tmp.

E possibile eseguire questa operazione utilizzando, ad esempio, SCP. Quando si carica il
file ISO, assicurarsi che il nome del file non venga modificato, altrimenti i passaggi
successivi non avranno esito positivo.

Fasi

1. Eseguire il sfupdate-healthtools comando:
sfupdate-healthtools <path-to-healthtools-package>
2. Controllare la versione installata:
sfupdate-healthtools -v
3. Verificare la versione piu recente rispetto al file JSON di metadati:
sfupdate-healthtools -1 --metadata=<path-to-metadata-json>
4. Assicurarsi che il cluster sia pronto:

sudo sfupgradecheck -u <cluster username> -p <cluster password> MVIP
--metadata=<path-to-metadata-json>

5. Eseguire il sfinstall comando con il percorso del file ISO e del file JSON dei metadati:

sfinstall -u <cluster username> <MVIP> <path-toinstall-file-ISO>
--metadata=<path-to-metadata-json-file>

Vedere il seguente esempio di comando di input:

sfinstall -u admin 10.117.78.244 /tmp/solidfire-rtfi-11.3.0.345.1iso0
--metadata=/tmp/metadata.json

Opzionale & possibile aggiungere il --stage flag al sfinstall comando per pre-avviare
'aggiornamento in anticipo.
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Se si sta aggiornando un nodo della serie H610S all’elemento 12,2 e il nodo esegue una

@ versione di Element precedente a 11,8, sara necessario eseguire ulteriori passaggi di
aggiornamento (2 (fase 2),fase 2) per ciascun nodo di archiviazione. Se si esegue Element 11.8
0 versioni successive, non sono necessarie ulteriori fasi di aggiornamento (fase 2).

Cosa succede se un aggiornamento non riesce con HealthTools

Se I'aggiornamento del software non riesce, € possibile sospendere I'aggiornamento.

E necessario mettere in pausa un aggiornamento solo con Ctrl-C. ci® consente al sistema di
ripulirsi.

Quando sfinstall attende la cancellazione dei guasti del quadro strumenti e se un guasto causa la
permanenza dei guasti, sfinstall non passa al nodo successivo.

Fasi

1. Si dovrebbe smettere sfinstall con Ctrl+C.
2. Contattare il supporto NetApp per assistenza nell'indagine sul guasto.
3. Riprendere I'aggiornamento con lo stesso sfinstall comando.

4. Quando un aggiornamento viene messo in pausa utilizzando Ctrl+C, se I'aggiornamento sta aggiornando
un nodo, scegliere una delle seguenti opzioni:

o Wait: Consente al nodo in fase di aggiornamento di terminare prima di reimpostare le costanti del
cluster.

o Continua: Continua I'aggiornamento, annullando la pausa.

o Abort: Ripristinare le costanti del cluster e interrompere immediatamente I'aggiornamento.

L'interruzione dell’aggiornamento del cluster durante I'aggiornamento di un nodo
potrebbe causare la rimozione dei dischi dal nodo. Se i dischi vengono rimossi in modo
@ non corretto, 'aggiunta dei dischi durante un aggiornamento richiedera I'intervento
manuale del supporto NetApp. Il nodo potrebbe richiedere piu tempo per eseguire gli
aggiornamenti del firmware o le attivita di sincronizzazione post-aggiornamento. Se
I'aggiornamento sembra bloccato, contattare il supporto NetApp per assistenza.

Aggiornamento di H610S nodi storage a Element 12,2 (fase 2)

Se si aggiorna un nodo della serie H610S all’elemento 12,2 e il nodo esegue una versione di Element
precedente alla 11,8, il processo di aggiornamento richiede due fasi.

La fase 1, che viene eseguita per prima, segue gli stessi passaggi del processo di aggiornamento standard a
Element 12,2. Installa Element Software e tutti e 5 gli aggiornamenti del firmware in modo variabile nel cluster,
un nodo alla volta. A causa del payload del firmware, il processo richiede circa 1.5 - 2 ore per nodo H610S,
incluso un singolo ciclo di avvio a freddo al termine dell’aggiornamento per ciascun nodo.

La fase 2 prevede il completamento dei passaggi per I'esecuzione di un arresto completo del nodo e di uno

scollegamento dell’alimentazione per ogni nodo H610S descritto in a required "KB". Si stima che questa fase
richiede circa un’ora per nodo H610S.
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Una volta completata la fase 1, quattro dei cinque aggiornamenti del firmware vengono attivati
durante 'avvio a freddo su ciascun nodo H610S; tuttavia, il firmware CPLD (Complex
Programmable Logic Device) richiede uno scollegamento completo dell’alimentazione e una

@ riconnessione per l'installazione completa. L'aggiornamento del firmware CPLD protegge da
guasti NVDIMM e dall'utilizzo dei metadati durante riavvii o cicli di alimentazione futuri. Il
ripristino dell'alimentazione richiede circa un’ora per nodo H610S. Richiede lo spegnimento del
nodo, la rimozione dei cavi di alimentazione o la disconnessione dell’alimentazione tramite una
Smart PDU, I'attesa di circa 3 minuti e il ricollegamento dell’alimentazione.

Di cosa hai bisogno

» Hai completato la fase 1 del processo di aggiornamento di H610S e hai aggiornato i nodi di storage
utilizzando una delle procedure standard di upgrade dello storage Element.

@ La fase 2 richiede personale on-site.

Fasi

1. (Fase 2) completare il processo di ripristino dell’alimentazione richiesto per ciascun nodo H610S nel
cluster:

@ Se il cluster dispone anche di nodi non H610S, questi nodi non H610S sono esenti dalla fase 2
e non devono essere spenti o scollegati.

1. Contattare il supporto NetApp per assistenza e per pianificare questo aggiornamento.

2. Seguire la procedura di aggiornamento della fase 2 in questa sezione "KB", necessaria per completare un
aggiornamento per ogni nodo H610S.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Aggiornare il firmware dello storage

A partire da Element 12,0 e dalla versione 2,14 dei servizi di gestione, puoi eseguire
aggiornamenti solo firmware sui nodi di storage H-Series utilizzando l'interfaccia utente di
controllo cloud ibrido NetApp e 'API REST. Questa procedura non aggiorna il software
Element e consente di aggiornare il firmware dello storage al di fuori di una release
elemento principale.

Di cosa hai bisogno

* Privilegi di amministratore: Si dispone delle autorizzazioni di amministratore del cluster di storage per
eseguire I'aggiornamento.

« System Time Sync: Hai garantito che I'ora di sistema su tutti i nodi sia sincronizzata e che NTP sia
configurato correttamente per il cluster di storage e i nodi. Ogni nodo deve essere configurato con un
server dei nomi DNS nell'interfaccia utente Web per nodo (https://[IP address]:442) senza errori
del cluster non risolti correlati all'inclinazione temporale.

» Porte di sistema: Se si utilizza NetApp Hybrid Cloud Control per gli aggiornamenti, si & assicurati che le
porte necessarie siano aperte. Per ulteriori informazioni, vedere "Porte di rete" .
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* Nodo di gestione: Per l'interfaccia utente e I'’API di NetApp Hybrid Cloud Control, il nodo di gestione nel
tuo ambiente esegue la versione 11.3.

 Servizi di gestione: Hai aggiornato il tuo bundle di servizi di gestione alla versione piu recente.

Per i nodi di storage H610S che eseguono il software Element versione 12.0, applicare D-patch

@ SUST-909 prima di eseguire I'aggiornamento al bundle firmware di storage 2.27. Contattare il
supporto NetApp per ottenere la D-patch prima di eseguire I'aggiornamento. Vedere "Note di
rilascio del bundle del firmware di archiviazione 2,27".

Prima di aggiornare il firmware sui nodi di storage, &€ necessario eseguire I'aggiornamento al
@ bundle di servizi di gestione piu recente. Se si sta aggiornando il software Element alla versione
12,2, per procedere sono necessari i servizi di gestione 2.14.60 o successivi.

« Cluster Health: Sono stati eseguiti controlli di integrita. Vedere "Eseguire i controlli dello stato dello
storage Element prima di aggiornare lo storage".

« BMC aggiornato per nodi H610S: E stata aggiornata la versione BMC per i nodi H610S. Vedere "note di
rilascio e istruzioni per 'aggiornamento”.

@ Per una matrice completa del firmware e del firmware del driver per I'hardware in uso, vedere
"Versioni firmware supportate per i nodi di storage NetApp HCI".

» Contratto di licenza con l'utente finale (EULA): A partire dai servizi di gestione 2.20.69, € necessario
accettare e salvare 'EULA prima di utilizzare I'interfaccia utente o 'API di NetApp Hybrid Cloud Control per
aggiornare il firmware dello storage:

a. Aprire l'indirizzo IP del nodo di gestione in un browser Web:
https://<ManagementNodeIP>

b. Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di
storage.

c. Selezionare Upgrade (Aggiorna) nella parte superiore destra dell'interfaccia.
d. Viene visualizzato il EULA. Scorrere verso il basso, selezionare Accetto per aggiornamenti correnti
e futuri e selezionare Salva.
Opzioni di upgrade
Scegliere una delle seguenti opzioni di aggiornamento del firmware dello storage:
« Utilizza l'interfaccia utente di NetApp Hybrid Cloud Control per aggiornare il firmware dello storage

« Utilizza I'API di controllo del cloud ibrido di NetApp per aggiornare il firmware dello storage

Utilizza I'interfaccia utente di NetApp Hybrid Cloud Control per aggiornare il firmware dello storage

E possibile utilizzare I'interfaccia utente di NetApp Hybrid Cloud Control per aggiornare il firmware dei nodi di
storage nel cluster.

Di cosa hai bisogno

« Se il nodo di gestione non € connesso a Internet, si dispone di "scaricato il pacchetto firmware dello
storage".
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Per i potenziali problemi durante I'aggiornamento dei cluster di storage utilizzando il controllo

@ cloud ibrido NetApp e le relative soluzioni alternative, consultare la "Articolo della Knowledge
base".
Il processo di upgrade richiede circa 30 minuti per nodo.
Fasi

1. Aprire l'indirizzo IP del nodo di gestione in un browser Web:

https://<ManagementNodeIP>

2. Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.
3. Selezionare Upgrade (Aggiorna) nella parte superiore destra dell'interfaccia.

4. Nella pagina Upgrades, selezionare Storage.

La scheda Storage elenca i cluster di storage che fanno parte dell’installazione. Se un
cluster non € accessibile da NetApp Hybrid Cloud Control, non verra visualizzato nella
pagina Upgrade. Se si utilizzano cluster con Element 12.0 o versioni successive, viene
visualizzata la versione corrente del bundle firmware per questi cluster. Se i nodi di un
singolo cluster dispongono di versioni firmware diverse o durante il processo di
aggiornamento, nella colonna versione corrente del bundle del firmware verra
visualizzato multiplo. E possibile selezionare multipli per accedere alla pagina nodi e

@ confrontare le versioni del firmware. Se tutti i cluster eseguono versioni di Element
precedenti alla 12.0, non verranno visualizzate informazioni relative ai numeri di versione del
bundle del firmware. Queste informazioni sono disponibili anche nella pagina nodi. Vedere
"Visualizza l'inventario”.

Se il cluster & aggiornato e/o non sono disponibili pacchetti di aggiornamento, le schede
Element e firmware only non vengono visualizzate. Queste schede non vengono
visualizzate anche quando €& in corso un aggiornamento. Se viene visualizzata la scheda
Element, ma non la scheda firmware only, non sono disponibili pacchetti firmware.

5. Selezionare la freccia verso il basso accanto al cluster che si sta aggiornando.
6. Selezionare Sfoglia per caricare il pacchetto di aggiornamento scaricato.

7. Attendere il completamento del caricamento. Una barra di avanzamento mostra lo stato del caricamento.
@ Se ci si allontana dalla finestra del browser, il caricamento del file viene perso.

Una volta caricato e validato il file, viene visualizzato un messaggio sullo schermo. La convalida potrebbe
richiedere alcuni minuti. Se in questa fase ci si allontana dalla finestra del browser, il caricamento del file
viene preservato.

8. Selezionare solo firmware e scegliere una delle versioni di aggiornamento disponibili.

9. Selezionare Avvia aggiornamento.
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Lo stato dell’aggiornamento viene modificato durante I'aggiornamento per riflettere lo stato
del processo. Cambia anche in risposta alle azioni intraprese, come la sospensione
dell’aggiornamento o se I'aggiornamento restituisce un errore. Vedere Lo stato

dell’aggiornamento cambia.

Mentre I'aggiornamento € in corso, € possibile uscire dalla pagina e tornare ad essa in un
secondo momento per continuare a monitorare i progressi. La pagina non aggiorna

@ dinamicamente lo stato e la versione corrente se la riga del cluster viene compressa. La riga
del cluster deve essere espansa per aggiornare la tabella oppure & possibile aggiornare la

pagina.

Una volta completato 'aggiornamento, & possibile scaricare i registri.

Lo stato dell’aggiornamento cambia

Di seguito sono riportati i diversi stati visualizzati nella colonna Upgrade Status (Stato aggiornamento)
dellinterfaccia utente prima, durante e dopo il processo di aggiornamento:

Stato di aggiornamento

Aggiornato

Impossibile rilevare

Versioni disponibili

In corso

Aggiornamento in pausa

In pausa
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Descrizione

Il cluster & stato aggiornato alla versione piu recente
disponibile di Element o il firmware & stato aggiornato
alla versione piu recente.

Questo stato viene visualizzato quando 'API del
servizio di storage restituisce uno stato di
aggiornamento non presente nell’elenco degli stati di
aggiornamento possibili.

Le versioni piu recenti del firmware per elementi e/o
storage sono disponibili per I'aggiornamento.

L’aggiornamento & in corso. Una barra di
avanzamento mostra lo stato dell’aggiornamento. |
messaggi a schermo mostrano anche gli errori a
livello di nodo e visualizzano I'ID di ogni nodo nel
cluster durante I'aggiornamento. E possibile
monitorare lo stato di ciascun nodo utilizzando
l'interfaccia utente Element o il plug-in NetApp
Element per I'interfaccia utente del server vCenter.

E possibile scegliere di sospendere I'aggiornamento.
A seconda dello stato del processo di aggiornamento,
I'operazione di pausa puo avere esito positivo o
negativo. Viene visualizzato un prompt dell’interfaccia
utente che richiede di confermare I'operazione di
pausa. Per garantire che il cluster si trovi in una
posizione sicura prima di mettere in pausa un
aggiornamento, I'operazione di aggiornamento puo
richiedere fino a due ore. Per riprendere
I'aggiornamento, selezionare Riprendi.

L’aggiornamento € stato sospeso. Selezionare
Riprendi per riprendere il processo.



Stato di aggiornamento Descrizione

Errore Si & verificato un errore durante I'aggiornamento. E
possibile scaricare il registro degli errori e inviarlo al
supporto NetApp. Dopo aver risolto I'errore, tornare
alla pagina e selezionare Riprendi. Quando si
riprende I'aggiornamento, la barra di avanzamento si
sposta indietro per alcuni minuti mentre il sistema
esegue il controllo dello stato di salute e verifica lo
stato corrente dell’aggiornamento.

Cosa succede se un aggiornamento non riesce utilizzando NetApp Hybrid Cloud Control

In caso di guasto di un disco o di un nodo durante un aggiornamento, I'interfaccia utente dell’elemento
visualizza gli errori del cluster. Il processo di aggiornamento non passa al nodo successivo e attende la
risoluzione dei guasti del cluster. La barra di avanzamento nell’interfaccia utente mostra che I'aggiornamento &
in attesa della risoluzione degli errori del cluster. In questa fase, la selezione di Pausa nell'interfaccia utente
non funzionera, perché I'aggiornamento attende che il cluster sia integro. Sara necessario contattare il
supporto NetApp per fornire assistenza durante I'indagine sul guasto.

NetApp Hybrid Cloud Control dispone di un periodo di attesa di tre ore preimpostato, durante il quale puo
verificarsi uno dei seguenti scenari:

* Gli errori del cluster vengono risolti entro tre ore e I'aggiornamento riprende. In questo scenario non €
necessario eseguire alcuna azione.

* |l problema persiste dopo tre ore e lo stato dell’aggiornamento visualizza Error (errore) con un banner
rosso. Una volta risolto il problema, & possibile riprendere I'aggiornamento selezionando Riprendi.

* |l supporto NetApp ha stabilito che I'aggiornamento deve essere temporaneamente interrotto per
intraprendere un’azione correttiva prima della finestra di tre ore. Il supporto utilizzera I'’API per interrompere
'aggiornamento.

L'interruzione dell’aggiornamento del cluster durante I'aggiornamento di un nodo potrebbe
causare la rimozione dei dischi dal nodo. Se i dischi vengono rimossi in modo non corretto,

@ 'aggiunta dei dischi durante un aggiornamento richiedera l'intervento manuale del supporto
NetApp. Il nodo potrebbe richiedere piu tempo per eseguire gli aggiornamenti del firmware o le
attivita di sincronizzazione post-aggiornamento. Se I'aggiornamento sembra bloccato, contattare
il supporto NetApp per assistenza.

Utilizza I’API di controllo del cloud ibrido di NetApp per aggiornare il firmware dello storage

E possibile utilizzare le API per aggiornare i nodi di storage in un cluster alla versione pitl recente del software
Element. E possibile utilizzare uno strumento di automazione a scelta per eseguire le API. |l flusso di lavoro
API qui documentato utilizza l'interfaccia utente REST API disponibile sul nodo di gestione come esempio.

Fasi

1. Scaricare il pacchetto di aggiornamento del firmware di storage piu recente su un dispositivo accessibile al
nodo di gestione; accedere al "Pagina bundle firmware storage software Element" e scaricare I'immagine
del firmware di storage piu recente.

2. Caricare il pacchetto di aggiornamento del firmware dello storage nel nodo di gestione:

a. Aprire l'interfaccia utente REST API del nodo di gestione sul nodo di gestione:
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https://mysupport.netapp.com/site/products/all/details/element-software/downloads-tab/download/62654/Storage_Firmware_Bundle

https://<ManagementNodeIP>/package-repository/1/

b. Selezionare autorizzare e completare le seguenti operazioni:

i. Inserire il nome utente e la password del cluster.

i. Immettere I'ID client come mnode-client.

iii. Selezionare autorizzare per avviare una sessione.

iv. Chiudere la finestra di autorizzazione.
c. Dall'interfaccia utente APl REST, selezionare POST /packages.
d. Selezionare Provalo.
e. Selezionare Sfoglia e selezionare il pacchetto di aggiornamento.
f. Selezionare Esegui per avviare il caricamento.

g. Dalla risposta, copiare e salvare I'|D pacchetto ("id") per utilizzarlo in un passaggio successivo.

3. Verificare lo stato del caricamento.

a. Dall'interfaccia utente APl REST, selezionare GET /packages/{id}/status.
b. Selezionare Provalo.
c. Inserire I'ID del pacchetto firmware copiato nella fase precedente in id.

d. Selezionare Esegui per avviare la richiesta di stato.

La risposta indica state come SUCCESS completata.

4. Individuare I'ID della risorsa di installazione:
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a. Aprire l'interfaccia utente REST API del nodo di gestione sul nodo di gestione:

https://<ManagementNodeIP>/inventory/1/

b. Selezionare autorizzare e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
i. Immettere I'ID client come mnode-client.
iii. Selezionare autorizzare per avviare una sessione.
iv. Chiudere la finestra di autorizzazione.
c. Dall'interfaccia utente APl REST, selezionare GET /Installations.
d. Selezionare Provalo.
e. Selezionare Esegui.

f. Dalla risposta, copiare I'ID risorsa di installazione (id).



"id": "abcdOle2-xx00-4ccf-llee-11£f111xx9a0b",
"management": {
"errors": [],
"inventory": {
"authoritativeClusterMvip": "10.111.111.111",
"bundleVersion": "2.14.19",
"managementIp": "10.111.111.111",
"version": "1.4.12"

g. Dall'interfaccia utente API REST, selezionare GET /Installations/{id}.
h. Selezionare Provalo.

i. Incollare I'ID della risorsa di installazione nel campo id.

j- Selezionare Esegui.

k. Dalla risposta, copiare e salvare I'ID (*"id" del cluster di archiviazione ) del cluster che si intende
aggiornare per I'utilizzo in un passaggio successivo.

"storage": {
"errors": [],
"inventory": {

"clusters": [

{
"clusterUuid": "albdllll-4fle-46zz-ab6f-0allllbl111x",

"id": "albdllll-4fle-46zz-ab6f-alalalllb012",

5. Eseguire I'aggiornamento del firmware dello storage:

a. Aprire l'interfaccia utente dellAPI REST dello storage sul nodo di gestione:

https://<ManagementNodeIP>/storage/1/

b. Selezionare autorizzare e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
i. Immettere I'ID client come mnode-client.
ii. Selezionare autorizzare per avviare una sessione.
iv. Chiudere la finestra.
c. Selezionare POST /upgrade.
d. Selezionare Provalo.
e. Inserire I'ID del pacchetto di aggiornamento nel campo dei parametri.
f. Inserire I'ID del cluster di storage nel campo dei parametri.

g. Selezionare Esegui per avviare I'aggiornamento.
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La risposta deve indicare initializing:

" links": {
"collection": "https://localhost:442/storage/upgrades",
"self": "https://localhost:442/storage/upgrades/3fa85f64-1111-4562-

b3fc-2c963f66abcl”,
"log": https://localhost:442/storage/upgrades/3fa85f64-1111-4562-
b3fc-2c963f66abcl/log
by
"storageId": "114fl14a4-1ala-11e9-9088-6c0b84e200b4",
"upgradeId": "334f14a4-1ala-11e9-1055-6c0b84e2001b4",
"packageId": "774fl4a4-1ala-11e9-8888-6c0b84e200b4",
"config": {1},
"state": "initializing",
"status": {
"availableActions": |
"string"
I
"message": "string",
"nodeDetails™: [
{
"message": "string",
"step": "NodePreStart",
"nodeID": O,
"numAttempt": O
}
I
"percent": O,
"step": "ClusterPreStart",
"timestamp": "2020-04-21T22:10:57.0572",
"failedHealthChecks": [
{
"checkID": O,
"name": "string",
"displayName": "string",
"passed": true,
"kb": "string",
"description": "string",
"remedy": "string",
"severity": "string",
"data": {1},
"nodeID": O

by
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"taskId":
"dateCompleted":
"dateCreated":

"123f14a4-1ala-11e9-7777-6c0b84el23b2",
"2020-04-21T22:10:57.0572",
"2020-04-21T22:10:57.0572"

a. Copiare I'ID di aggiornamento ("upgradeId") che fa parte della risposta.

6. Verificare 'avanzamento e i risultati dell’'aggiornamento:

a
b

o o

0]

. Selezionare GET /upgrades/{upgradeld}.

. Selezionare Provalo.

. Inserire I'ID dell’aggiornamento del passaggio precedente in upgradeld.

. Selezionare Esegui.

. In caso di problemi o requisiti speciali durante I'aggiornamento, eseguire una delle seguenti operazioni:

Opzione

E necessario correggere i problemi di integrita del

cluster a causa del failedHealthChecks
messaggio nel corpo della risposta.

Vi.

Vii.

Fasi

Consultare l'articolo della Knowledge base
specifico elencato per ciascun problema o
eseguire la riparazione specificata.

. Se viene specificato un KB, completare la

procedura descritta nel relativo articolo della
Knowledge base.

Una volta risolti i problemi del cluster,
eseguire nuovamente I'autenticazione, se
necessario, e selezionare PUT
lupgrades/{upgradeld}.

Selezionare Provalo.

Inserire I'ID dell’aggiornamento del passaggio
precedente in upgradeld.

Immettere "action":"resume" nel corpo
della richiesta.

"resume"

"action":

Selezionare Esegui.
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Opzione

E necessario sospendere I'aggiornamento perché
la finestra di manutenzione si sta chiudendo o per
un altro motivo.

Fasi

Se necessario, eseguire nuovamente
I'autenticazione e selezionare PUT
lupgrades/{upgradeld}.

. Selezionare Provalo.

i. Inserire I'ID dell’aggiornamento del passaggio

precedente in upgradeld.

Immettere "action":"pause" nel corpo
p
della richiesta.

"action": "pause"

Selezionare Esegui.

f. Eseguire 'API GET /upgrades/{upgradeld} piu volte, in base alle necessita, fino al completamento del

processo.

Durante I'aggiornamento, status indica running se non si verificano errori. Quando ogni nodo viene
aggiornato, il step valore cambia in NodeFinished.

L'aggiornamento & stato completato correttamente quando il percent valore € 100 e I' state indica
finished.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Aggiornare un nodo di gestione

E possibile aggiornare il nodo di gestione alla versione 12,2 del nodo di gestione dalla
versione 11,0 o successiva.

®

L’aggiornamento del sistema operativo del nodo di gestione non & piu necessario per aggiornare
il software Element sul cluster di storage. Se il nodo di gestione € la versione 11.3 o superiore, &
sufficiente aggiornare i servizi di gestione alla versione piu recente per eseguire gl
aggiornamenti degli elementi utilizzando NetApp Hybrid Cloud Control. Se si desidera
aggiornare il sistema operativo del nodo di gestione per altri motivi, ad esempio la risoluzione
dei problemi di protezione, seguire la procedura di aggiornamento del nodo di gestione per lo

scenario in uso.

Di cosa hai bisogno

* Il plug-in vCenter 4.4 o versione successiva richiede un nodo di gestione 11.3 o versione successiva,
creato con architettura modulare e che fornisce singoli servizi.
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Opzioni di upgrade
Scegliere una delle seguenti opzioni di aggiornamento del nodo di gestione:

+ Se stai eseguendo l'upgrade dal nodo di gestione 12,0: 2 dalla versione 12,0

» Se stai eseguendo l'upgrade dal nodo di gestione 11,3, 11,5, 11,7 0 11,8: 2 dalla versione 11,3 alla 11,8
+ Se stai eseguendo l'upgrade dal nodo di gestione 11,00 11,1: 2 da 11,1 0 11,0

» Se si sta eseguendo I'aggiornamento da un nodo di gestione versione 10.x: Migrazione dal nodo di

gestione versione 10.x a 11.x.

Scegli questa opzione se hai aggiornato in modo sequenziale (1) la versione dei servizi di gestione e (2) la
versione dello storage Element e vuoi mantenere * il nodo di gestione esistente:

Se non si aggiornano in sequenza i servizi di gestione seguiti dallo storage degli elementi, non &
possibile riconfigurare la riautenticazione utilizzando questa procedura. Seguire invece la
procedura di aggiornamento appropriata.

« Se si mantiene il nodo di gestione esistente: Riconfigurare I'autenticazione utilizzando I'API REST del nodo
di gestione

Aggiornare un nodo di gestione alla versione 12,2 dalla versione 12,0

Puoi eseguire un upgrade in-place del nodo di gestione dalla versione 12,0 alla versione 12,2 senza eseguire |l
provisioning di una nuova macchina virtuale per nodi di gestione.

@ Il nodo di gestione di Element 12.2 & un aggiornamento opzionale. Non € richiesto per le
implementazioni esistenti.

Di cosa hai bisogno

* |l nodo di gestione che si intende aggiornare € la versione 12.0 e utilizza la rete IPv4. La versione 12,2 del
nodo di gestione non supporta IPv6.

Per verificare la versione del nodo di gestione, accedere al nodo di gestione e visualizzare |l
numero di versione dell’elemento nel banner di accesso.

* Hai aggiornato il tuo bundle di servizi di gestione alla versione piu recente utilizzando NetApp Hybrid Cloud
Control (HCC). E possibile accedere a HCC dal seguente indirizzo IP: <code><a
href="https://&It;ManagementNodelP&gt" class="bare">https://&lt;ManagementNodelP&gt</a>;</code>

» Se si sta aggiornando il nodo di gestione alla versione 12,2, per procedere sono necessari i servizi di
gestione 2.14.60 o successivi.

« E stato configurato un adattatore di rete aggiuntivo (se necessario) utilizzando le istruzioni per
"Configurazione di una scheda di rete storage aggiuntiva".

| volumi persistenti potrebbero richiedere un adattatore di rete aggiuntivo se ethO non € in
grado di essere instradato a SVIP. Configurare un nuovo adattatore di rete sulla rete di
storage iSCSI per consentire la configurazione di volumi persistenti.

* | nodi di storage eseguono Element 11.3 o versione successiva.

Fasi
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. Configurare il nodo di gestione VM RAM:

a. Spegnere la VM del nodo di gestione.
b. Modificare la RAM della VM del nodo di gestione da 12 GB a 24 GB.
c. Accendere la VM del nodo di gestione.

Accedere alla macchina virtuale del nodo di gestione utilizzando I'accesso a SSH o alla console.

3. Scaricare "Nodo di gestione ISO" for NetApp HCI dal sito di supporto NetApp sulla macchina virtuale del

252

nodo di gestione.

@ I nome dell'lSO & simile a. solidfire-fdva-<Element release>-patchX-
XX . X.X.XXXX.1s0

Verificare I'integrita del download eseguendo md5sum sul file scaricato e confrontare I'output con quello
disponibile sul sito del supporto NetApp per il software NetApp HCI o Element, come nell’esempio
seguente:

sudo md5sum -b <path to iso>/solidfire-fdva-<Element release>-patchX-
XX.X.X.XXXX.iso

Montare 'immagine ISO del nodo di gestione e copiare il contenuto nel file system utilizzando i seguenti

comandi:

sudo mkdir -p /upgrade

sudo mount <solidfire-fdva-<Element release>-patchX-XX.X.X.XXXX.iso>
/mnt

sudo cp -r /mnt/* /upgrade
Passare alla home directory e smontare il file ISO da /mnt:

sudo umount /mnt

. Eliminare I'lSO per risparmiare spazio sul nodo di gestione:

sudo rm <path to iso>/solidfire-fdva-<Element release>-patchX-
XX.X.X.XXXX.iso0

(Solo per configurazioni senza volumi persistenti) copiare il contenuto della cartella contenitore per il
backup:


https://mysupport.netapp.com/site/products/all/details/netapp-hci/downloads-tab

9.

10.

1.

sudo cp -r /var/lib/docker/volumes /sf/etc/mnode

Sul nodo di gestione che si sta aggiornando, eseguire il comando seguente per aggiornare la versione del
sistema operativo del nodo di gestione. Lo script conserva tutti i file di configurazione necessari dopo
I'aggiornamento, ad esempio le impostazioni di Active 1Q Collector e proxy.
sudo /sf/rtfi/bin/sfrtfi inplace
file:///upgrade/casper/filesystem.squashfs sf upgrade=1
Al termine del processo di aggiornamento, il nodo di gestione viene riavviato con un nuovo sistema
operativo.
(Solo per le configurazioni senza volumi persistenti) riportare il contenuto della cartella contenitore nella
posizione originale:
sudo su
mv /sf/etc/mnode/volumes/* /var/lib/docker/volumes/
Sul nodo di gestione, eseguire redeploy-mnode lo script per conservare le impostazioni di
configurazione dei servizi di gestione precedenti:
Lo script conserva la precedente configurazione dei servizi di gestione, inclusa la
configurazione dal servizio di raccolta Active 1Q, dai controller (vCenter) o dal proxy, a
seconda delle impostazioni.
sudo /sf/packages/mnode/redeploy-mnode -mu <mnode user>
Se la funzionalita SSH era stata precedentemente disattivata nel nodo di gestione, sara
@ necessario "Disattivare nuovamente SSH"sul nodo di gestione recuperato. La capacita SSH
fornita da "Accesso alla sessione del NetApp Support Remote Support Tunnel (RST)" é attivata

sul nodo di gestione per impostazione predefinita.

Eseguire 'upgrade di un nodo di gestione alla versione 12,2 dalla versione 11,3 alla 11,8

Puoi eseguire un upgrade in-place del nodo di gestione dalla versione 11,3, 11,5, 11,7 o 11,8 alla versione 12,2
senza esegquire il provisioning di una nuova macchina virtuale con nodo di gestione.

@ Il nodo di gestione di Element 12.2 & un aggiornamento opzionale. Non & richiesto per le

implementazioni esistenti.

Di cosa hai bisogno

« Il nodo di gestione che si intende aggiornare € la versione 11.3, 11.5, 11.7 o0 11.8 e utilizza la rete IPv4. La

versione 12,2 del nodo di gestione non supporta IPv6.
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Per verificare la versione del nodo di gestione, accedere al nodo di gestione e visualizzare il
numero di versione dell’elemento nel banner di accesso.

« Hai aggiornato il tuo bundle di servizi di gestione alla versione piu recente utilizzando NetApp Hybrid Cloud
Control (HCC). E possibile accedere a HCC dal seguente indirizzo IP: <code><a
href="https://&lt;ManagementNodelP&gt" class="bare">https://&It;ManagementNodelP&gt</a>;</code>

» Se si sta aggiornando il nodo di gestione alla versione 12,2, per procedere sono necessari i servizi di
gestione 2.14.60 o successivi.

« E stato configurato un adattatore di rete aggiuntivo (se necessario) utilizzando le istruzioni per
"Configurazione di una scheda di rete storage aggiuntiva".

| volumi persistenti potrebbero richiedere un adattatore di rete aggiuntivo se ethO non € in
grado di essere instradato a SVIP. Configurare un nuovo adattatore di rete sulla rete di
storage iSCSI per consentire la configurazione di volumi persistenti.

* | nodi di storage eseguono Element 11.3 o versione successiva.

Fasi
1. Configurare il nodo di gestione VM RAM:

a. Spegnere la VM del nodo di gestione.
b. Modificare la RAM della VM del nodo di gestione da 12 GB a 24 GB.
c. Accendere la VM del nodo di gestione.
2. Accedere alla macchina virtuale del nodo di gestione utilizzando I'accesso a SSH o alla console.

3. Scaricare "Nodo di gestione ISO" for NetApp HCI dal sito di supporto NetApp sulla macchina virtuale del
nodo di gestione.

@ I nome dell'lSO € simile a. solidfire-fdva-<Element release>-patchX-
XX . X.X.XXXX.1s0

4. Verificare I'integrita del download eseguendo md5sum sul file scaricato e confrontare 'output con quello
disponibile sul sito del supporto NetApp per il software NetApp HCI o Element, come nell’esempio
seguente:

sudo md5sum -b <path to iso>/solidfire-fdva-<Element release>-patchX-
XX.X.X.XXXX.iso

5. Montare I'immagine ISO del nodo di gestione e copiare il contenuto nel file system utilizzando i seguenti
comandi:

sudo mkdir -p /upgrade
sudo mount <solidfire-fdva-<Element release>-patchX-XX.X.X.XXXX.iso>

/mnt
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sudo cp -r /mnt/* /upgrade

6. Passare alla home directory e smontare il file ISO da /mnt:

sudo umount /mnt

7. Eliminare I'lSO per risparmiare spazio sul nodo di gestione:

sudo rm <path to iso>/solidfire-fdva-<Element release>-patchX-
XX.X.X.XXXX.is0

8. Nel nodo di gestione 11.3, 11.5, 11.7 o0 11.8, eseguire il seguente comando per aggiornare la versione del

sistema operativo del nodo di gestione. Lo script conserva tutti i file di configurazione necessari dopo
'aggiornamento, ad esempio le impostazioni di Active 1Q Collector e proxy.

sudo /sf/rtfi/bin/sfrtfi inplace
file:///upgrade/casper/filesystem.squashfs sf upgrade=1

Al termine del processo di aggiornamento, il nodo di gestione viene riavviato con un nuovo sistema
operativo.

9. Sul nodo di gestione, eseguire redeploy-mnode lo script per conservare le impostazioni di
configurazione dei servizi di gestione precedenti:

Lo script conserva la precedente configurazione dei servizi di gestione, inclusa la
configurazione dal servizio di raccolta Active I1Q, dai controller (vCenter) o dal proxy, a
seconda delle impostazioni.

sudo /sf/packages/mnode/redeploy-mnode -mu <mnode user>

Se la funzionalita SSH era stata precedentemente disattivata nel nodo di gestione, sara

@ necessario "Disattivare nuovamente SSH"sul nodo di gestione recuperato. La capacita SSH
fornita da "Accesso alla sessione del NetApp Support Remote Support Tunnel (RST)" & attivata
sul nodo di gestione per impostazione predefinita.

Eseguire 'upgrade di un nodo di gestione alla versione 12,2 da 11,1 0 11,0

Puoi eseguire un upgrade in-place del nodo di gestione da 11,0 o 11,1 alla versione 12,2 senza eseguire il
provisioning di una nuova macchina virtuale con nodo di gestione.

Di cosa hai bisogno

* | nodi di storage eseguono Element 11.3 o versione successiva.
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@ Utilizza gli strumenti HealthTools piu recenti per aggiornare il software Element.

* Il nodo di gestione che si intende aggiornare € la versione 11.0 o 11.1 e utilizza la rete IPv4. La versione
12,2 del nodo di gestione non supporta IPv6.

Per verificare la versione del nodo di gestione, accedere al nodo di gestione e visualizzare il
numero di versione dell’elemento nel banner di accesso. Per il nodo di gestione 11.0, la
memoria delle macchine virtuali deve essere aumentata manualmente fino a 12 GB.

« E stato configurato un adattatore di rete aggiuntivo (se necessario) seguendo le istruzioni per la
configurazione di una scheda di rete storage (eth1) nella guida utente del nodo di gestione del prodotto.

| volumi persistenti potrebbero richiedere un adattatore di rete aggiuntivo se ethO non & in
grado di essere instradato a SVIP. Configurare un nuovo adattatore di rete sulla rete di
storage iSCSI per consentire la configurazione di volumi persistenti.

Fasi
1. Configurare il nodo di gestione VM RAM:

a. Spegnere la VM del nodo di gestione.
b. Modificare la RAM della VM del nodo di gestione da 12 GB a 24 GB.
c. Accendere la VM del nodo di gestione.
2. Accedere alla macchina virtuale del nodo di gestione utilizzando 'accesso a SSH o alla console.

3. Scaricare "Nodo di gestione 1ISO" for NetApp HCI dal sito di supporto NetApp sulla macchina virtuale del
nodo di gestione.

<:) I nome dell'lSO ¢ simile a. solidfire-fdva-<Element release>-patchX-
XX.X.X.XXXX.iso

4. Verificare I'integrita del download eseguendo md5sum sul file scaricato e confrontare I'output con quello
disponibile sul sito del supporto NetApp per il software NetApp HCI o Element, come nell’esempio
seguente:

sudo md5sum -b <path to iso>/solidfire-fdva-<Element release>-patchX-
XX.X.X.XXXX.iso

5. Montare I'immagine ISO del nodo di gestione e copiare il contenuto nel file system utilizzando i seguenti
comandi:

sudo mkdir -p /upgrade

sudo mount solidfire-fdva-<Element release>-patchX-XX.X.X.XXXX.iso /mnt
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sudo cp -r /mnt/* /upgrade

. Passare alla home directory e smontare il file ISO da /mnt:

sudo umount /mnt

. Eliminare I'lSO per risparmiare spazio sul nodo di gestione:

sudo rm <path to iso>/solidfire-fdva-<Element release>-patchX-
XX . X.X.XXXX.1is0

. Eseguire uno dei seguenti script con opzioni per aggiornare la versione del sistema operativo del nodo di
gestione. Eseguire solo lo script appropriato per la versione in uso. Ogni script conserva tutti i file di
configurazione necessari dopo I'aggiornamento, ad esempio le impostazioni di Active IQ Collector e proxy.

a. Su un nodo di gestione 11.1 (11.1.0.73), eseguire il seguente comando:

sudo /sf/rtfi/bin/sfrtfi inplace
file:///upgrade/casper/filesystem.squashfs sf upgrade=1
sf keep paths="/sf/packages/solidfire-sioc-4.2.3.2288
/sf/packages/solidfire-nma-1.4.10/conf /sf/packages/sioc
/sf/packages/nma"

b. Su un nodo di gestione 11.1 (11.1.0.72), eseguire il seguente comando:

sudo /sf/rtfi/bin/sfrtfi inplace
file:///upgrade/casper/filesystem.squashfs sf upgrade=1
sf keep paths="/sf/packages/solidfire-sioc-4.2.1.2281
/sf/packages/solidfire-nma-1.4.10/conf /sf/packages/sioc
/sf/packages/nma"

¢. Su un nodo di gestione 11.0 (11.0.0.781), eseguire il seguente comando:

sudo /sf/rtfi/bin/sfrtfi inplace
file:///upgrade/casper/filesystem.squashfs sf upgrade=1
sf keep paths="/sf/packages/solidfire-sioc-4.2.0.2253
/sf/packages/solidfire-nma-1.4.8/conf /sf/packages/sioc
/sf/packages/nma"

Al termine del processo di aggiornamento, il nodo di gestione viene riavviato con un nuovo sistema
operativo.
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9. Sul nodo di gestione 12,2, eseguire upgrade-mnode lo script per mantenere le impostazioni di
configurazione precedenti.

(D Se si esegue la migrazione da un nodo di gestione 11.0 o 11.1, lo script copia il Active IQ
Collector nel nuovo formato di configurazione.

a. Per un singolo cluster di storage gestito da un nodo di gestione esistente 11.0 o 11.1 con volumi
persistenti:

sudo /sf/packages/mnode/upgrade-mnode -mu <mnode user> -pv <true -
persistent volume> -pva <persistent volume account name - storage

volume account>

b. Per un singolo cluster di storage gestito da un nodo di gestione esistente 11.0 o 11.1 senza volumi
persistenti:

sudo /sf/packages/mnode/upgrade-mnode -mu <mnode user>
c. Per piu cluster di storage gestiti da un nodo di gestione esistente 11.0 0 11.1 con volumi persistenti:

sudo /sf/packages/mnode/upgrade-mnode -mu <mnode user> -pv <true -
persistent volume> -pva <persistent volume account name - storage

volume account> -pvm <persistent volumes mvip>

d. Per piu cluster storage gestiti da un nodo di gestione esistente 11,0 o 11,1 senza volumi persistenti
('indicatore € solo quello di fornire uno degli indirizzi MVIP del cluster -pvm):

sudo /sf/packages/mnode/upgrade-mnode -mu <mnode user> -pvm <mvip for
persistent volumes>

10. (Per tutte le installazioni di NetApp HCI con plug-in NetApp Element per vCenter Server) aggiornare il plug-
in vCenter sul nodo di gestione 12,2 seguendo la procedura descritta nell’"Aggiornare il plug-in Element
per vCenter Server"argomento.

11. Individuare I'ID risorsa per l'installazione utilizzando I'API del nodo di gestione:
a. Da un browser, accedere all'interfaccia utente AP REST del nodo di gestione:

i. Accedere al MVIP di archiviazione ed eseguire I'accesso. In questo modo il certificato viene
accettato per il passaggio successivo.

b. Aprire I'interfaccia utente REST API del servizio di inventario sul nodo di gestione:
https://<ManagementNodeIP>/inventory/1/

c. Selezionare autorizzare e completare le seguenti operazioni:
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i. Inserire il nome utente e la password del cluster.

i. Immettere I'ID client come mnode-client.

ii. Selezionare autorizzare per avviare una sessione.
iv. Chiudere la finestra.

d. Dall'interfaccia utente API REST, selezionare GET /Installations.

e. Selezionare Provalo.

f. Selezionare Esegui.

g. Dal corpo della risposta codice 200, copiare id per l'installazione.
Linstallazione dispone di una configurazione delle risorse di base creata durante l'installazione o
I'aggiornamento.

12. Individuare il tag hardware per il nodo di calcolo in vSphere:
a. Selezionare I'host in vSphere Web Client Navigator.
b. Selezionare la scheda Monitor e selezionare hardware Health.

c. Vengono elencati il produttore e il numero di modello del BIOS del nodo. Copiare e salvare il valore per
tag da utilizzare in un passaggio successivo.

13. Aggiungere una risorsa vCenter controller per il monitoraggio HCI e il controllo del cloud ibrido al nodo di
gestione risorse note:

a. Selezionare POST /assets/{asset_id}/controller per aggiungere una sottorisorsa del controller.

b. Selezionare Provalo.

(9]

. Inserire I'ID risorsa base principale copiato negli Appunti nel campo asset_id.
d. Immettere i valori di payload richiesti con le credenziali di tipo vCenter e vCenter.
e. Selezionare Esegui.

14. Aggiungere una risorsa del nodo di calcolo alle risorse note del nodo di gestione:

a. Selezionare POST /assets/{asset_id}/compute-nodes per aggiungere una sottorisorsa del nodo di
calcolo con credenziali per la risorsa del nodo di calcolo.

b. Selezionare Provalo.
c. Inserire I'ID risorsa base principale copiato negli Appunti nel campo asset_id.

d. Nel payload, inserire i valori del payload richiesti come definito nella scheda Model (modello).
Immettere ESXi Host come type e incollare il tag hardware salvato durante un passaggio
precedente per hardware tag.

e. Selezionare Esegui.

Migrazione dal nodo di gestione versione 10.x a 11.x.

Se si dispone di un nodo di gestione alla versione 10.x, non & possibile eseguire 'aggiornamento da 10.x a
11.x. E invece possibile utilizzare questa procedura di migrazione per copiare la configurazione da 10.x a un
nodo di gestione 11.1 appena distribuito. Se il nodo di gestione & attualmente alla versione 11.0 o superiore,
ignorare questa procedura. Per aggiornare il software Element da 10,3 + a 11.x. € necessario il nodo di
gestione 11,0 o0 11,1 e l'ultima versione di HealthTools

Fasi
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. Dallinterfaccia di VMware vSphere, implementare il nodo di gestione 11.1 OVA e accenderlo.

Aprire la console VM del nodo di gestione, che consente di visualizzare l'interfaccia utente del terminale
(TUI.

3. Utilizzare T'interfaccia telefonica utente per creare un nuovo ID amministratore e assegnare una password.

10.

1.

12.
13.
14.
15.
16.
17.
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Nel nodo di gestione TUI, accedere al nodo di gestione con il nuovo ID e la nuova password e verificare
che funzioni.

Dal vCenter o dal nodo di gestione TUI, ottenere I'indirizzo IP del nodo di gestione 11.1 e accedere
allindirizzo IP sulla porta 9443 per aprire I'interfaccia utente del nodo di gestione.

https://<mNode 11.1 IP address>:9443

In vSphere, selezionare Configurazione NetApp Element > Impostazioni mNode. (Nelle versioni
precedenti, il menu di primo livello € Configurazione NetApp SolidFire).

Selezionare azioni > Cancella.

Per confermare, selezionare Si. Il campo mNode Status (Stato mNode) deve riportare non configurato.

Quando si accede alla scheda mNode Settings (Impostazioni mNode) per la prima volta, il
campo mNode Status (Stato mNode) potrebbe essere visualizzato come Not Configured

@ (non configurato*) anziché come UP previsto; potrebbe non essere possibile selezionare
Actions (azioni) > Clear (Cancella). Aggiornare il browser. Il campo mNode Status (Stato
mNode) visualizza UP.

Disconnettersi da vSphere.

In un browser Web, aprire I'utility di registrazione del nodo di gestione e selezionare QoSSIOC Service
Management:

https://<mNode 11.1 IP address>:9443

Impostare la nuova password QoSSIOC.

@ La password predefinita € solidfire. Questa password € necessaria per impostare la
nuova password.

Selezionare la scheda vCenter Plug-in Registration.

Selezionare Aggiorna plug-in.

Inserire i valori richiesti. Al termine, selezionare UPDATE.

Accedere a vSphere e selezionare Configurazione NetApp Element > Impostazioni mNode.
Selezionare azioni > Configura.

Fornire 'indirizzo IP del nodo di gestione, I'ID utente del nodo di gestione (il nome utente € admin), la
password impostata nella scheda QoSSIOC Service Management dell’utilita di registrazione, I'ID utente e
la password vCenter.

In vSphere, la scheda mNode Settings (Impostazioni mNode) dovrebbe visualizzare lo stato di mNode
come UP, che indica che il nodo di gestione 11.1 & registrato in vCenter.



18.

19.

20.

21.

22.

23.

24,

25.

Dall’utilita di registrazione del nodo di gestione (https://<mNode 11.1 IP address>:9443),
riavviare il servizio SIOC da QoSSIOC Service Management.

Attendere un minuto e selezionare la scheda Configurazione NetApp Element > Impostazioni mNode.
Lo stato di mNode dovrebbe essere UP.

Se lo stato € DOWN, verificare le autorizzazioni per /sf/packages/sioc/app.properties. Il file deve
disporre dei permessi di lettura, scrittura ed esecuzione per il proprietario del file. Le autorizzazioni corrette
dovrebbero essere visualizzate come segue:

Una volta avviato il processo SIOC e vCenter visualizza lo stato mNode come UP, controllare i log del sf-
hci-nma servizio sul nodo di gestione. Non dovrebbero essere presenti messaggi di errore.

(Solo per il nodo di gestione 11.1) SSH nel nodo di gestione versione 11.1 con privilegi root e avviare il
servizio NMA con i seguenti comandi:

# systemctl enable /sf/packages/nma/systemd/sf-hci-nma.service

# systemctl start sf-hci-nma2l

Eseguire azioni da vCenter per rimuovere un disco, aggiungere un disco o riavviare i nodi. In questo modo
vengono attivati gli avvisi relativi allo storage, che devono essere riportati in vCenter. Se funziona, gli avvisi
di sistema NMA funzionano come previsto.

Se ONTAP Select & configurato in vCenter, configura gli alert ONTAP Select in NMA copiando il
.ots.properties file dal nodo di gestione precedente nel file 11,1 del nodo di gestione
/sf/packages/nma/conf/.ots.properties, quindi riavvia il servizio NMA usando il seguente
comando:

systemctl restart sf-hci-nma

Verificare che ONTAP Select funzioni visualizzando i registri con il seguente comando:

journalctl -f | grep -i ots

Configurare Active 1Q seguendo questa procedura:
a. SSH nel nodo di gestione versione 11,1 e andare alla /sf/packages/collector directory.

b. Eseguire il seguente comando:

sudo ./manage-collector.py —--set-username netapp --set-password --set
-mvip <MVIP>

261


https://<mNode

c. Inserire la password dell'interfaccia utente del nodo di gestione quando richiesto.

d. Eseguire i seguenti comandi:

./manage-collector.py --get-all

sudo systemctl restart sfcollector

€. Verificare sfcollector iregistri per confermare che funzionano.

26. In vSphere, la scheda Configurazione NetApp Element > Impostazioni mNode dovrebbe visualizzare lo
stato di mNode come UP.

27. Verificare che 'NMA stia segnalando gli avvisi di sistema e gli avvisi ONTAP Select.

28. Se tutto funziona come previsto, chiudere ed eliminare il nodo di gestione 10.x VM.

Riconfigurare I’autenticazione utilizzando I’API REST del nodo di gestione

E possibile mantenere il nodo di gestione esistente se sono stati aggiornati in sequenza (1) servizi di gestione
e (2) storage di elementi. Se si € seguito un ordine di aggiornamento diverso, consultare le procedure per gli
aggiornamenti dei nodi di gestione in-place.

Di cosa hai bisogno
« Hai aggiornato i tuoi servizi di gestione alla versione 2.10.29 o successiva.

* Nel cluster di storage viene eseguito Element 12,0 o versione successiva.
* Il nodo di gestione & 11.3 o successivo.

* | servizi di gestione sono stati aggiornati in sequenza, seguito dall’aggiornamento dello storage Element.
Non €& possibile riconfigurare I'autenticazione utilizzando questa procedura a meno che non siano stati
completati gli aggiornamenti nella sequenza descritta.

Fasi
1. Aprire l'interfaccia utente REST API del nodo di gestione sul nodo di gestione:

https://<ManagementNodeIP>/mnode

2. Selezionare autorizzare e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Inserire I'ID client come mnode-client se il valore non fosse gia compilato.
c. Selezionare autorizzare per avviare una sessione.
Dallinterfaccia utente APl REST, selezionare POST /Services/reconfigure-auth.
Selezionare Provalo.

Per il parametro load_images, selezionare true.

© o k~ w

Selezionare Esegui.

Il corpo della risposta indica che la riconfigurazione & stata eseguita correttamente.
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Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Aggiornare il plug-in Element per vCenter Server

Per gli ambienti vSphere esistenti con un plug-in NetApp Element registrato per vCenter
Server, puoi aggiornare la registrazione del plug-in dopo aver aggiornato per la prima
volta il pacchetto di servizi di gestione che contiene il servizio plug-in.

E possibile aggiornare la registrazione del plug-in su vCenter Server Virtual Appliance (vVCSA) o Windows
utilizzando I'utility di registrazione. E necessario modificare la registrazione per il plug-in vCenter su ogni
vCenter Server in cui € necessario utilizzare il plug-in.

Questa procedura di aggiornamento riguarda i seguenti scenari di aggiornamento:

« Si sta eseguendo I'aggiornamento a Element Plug-in per vCenter Server 4.10,4.9,4.8,4.7,4.6, 4.5 0 4.4.
 Si sta eseguendo I'aggiornamento a un client Web 7.0, 6.7 0 6.5 HTMLS vSphere.

@ Il plug-in non & compatibile con VMware vCenter Server 6.5 per Element Plug-in per
VMware vCenter Server 4.6, 4.7 e 4.8.

+ Si sta eseguendo I'aggiornamento a 6.7 Flash vSphere Web Client.

Il plug-in non & compatibile con la versione 6.7 U2 build 13007421 del client Web vSphere

@ HTMLS5 e con altre build 6.7 U2 rilasciate prima del’aggiornamento 2a (build 13643870). Per
ulteriori informazioni sulle versioni di vSphere supportate, vedere le note sulla versione di
"versione del plug-in".

Di cosa hai bisogno
* Privilegi di amministratore: Si dispone dei privilegi di amministratore vCenter per installare un plug-in.

» Aggiornamenti vSphere: Sono stati eseguiti tutti gli aggiornamenti vCenter necessari prima di aggiornare
il plug-in NetApp Element per vCenter Server. Questa procedura presuppone che gli aggiornamenti di
vCenter siano gia stati completati.

« VCenter Server: VCenter Plug-in versione 4.x € registrato con vCenter Server. Dall’utilita di registrazione
(https://<ManagementNodeIP>:9443), selezionare Stato registrazione, completare i campi
necessari e selezionare verifica stato per verificare che il plug-in vCenter sia gia registrato e il numero di
versione dell’installazione corrente.

« Aggiornamenti dei servizi di gestione: E stata aggiornata la "bundle di servizi di gestione" alla versione
pit recente. Gli aggiornamenti del plug-in vCenter vengono distribuiti attraverso gli aggiornamenti dei
servizi di gestione rilasciati al di fuori delle principali release di prodotti per lo storage all-flash NetApp HCI
e SolidFire.

* Aggiornamenti dei nodi di gestione: Si sta eseguendo un nodo di gestione precedente "aggiornato” alla
versione 11,3 o successiva. VCenter Plug-in 4,4 o successiva richiede un nodo di gestione 11,3 o
successivo con un’architettura modulare che fornisce servizi individuali. Il nodo di gestione deve essere
acceso con il relativo indirizzo IP o DHCP configurato.

» Aggiornamenti dello storage Element: Si dispone di un cluster che esegue il software NetApp Element
11,3 o versione successiva.
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* VSphere Web Client: Si &€ disconnessi da vSphere Web Client prima di iniziare qualsiasi aggiornamento
del plug-in. Il client Web non riconosce gli aggiornamenti effettuati durante questo processo al plug-in se

non si effettua la disconnessione.

Fasi
1. Immettere I'indirizzo IP per il nodo di gestione in un browser, inclusa la porta TCP per la registrazione:
https://<ManagementNodeIP>: 9443 Linterfaccia utente dell’ utilita di registrazione si apre nella
pagina Manage QoSSIOC Service Credentials (Gestisci credenziali servizio QoSSIOC) per il plug-in.

M NetApp Element Plug-in for vCenter Server Management Node

QoSSI0C Service Management vCenter Plug-in Registration

H033I0G Managament Manage QoSSIOC Service Credentials

Manage Credentials

Restart Qo5SI0C Service

Old Password

New Password

Canfirm Password

Contact MetApp Support at http fmysupport.netapp.com

2. Selezionare vCenter Plug-in Registration.
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M NetApp Element Plug-in for vCenter Server Management Node

QoSSI0C Service Management vCenter Plug-in Registration

Manage vCenter Plug-in

vCenter Plug-in - Registration

Register Plug-in

Update Plug-

Register version of the MetApp Element Plug-in for vCenter Server with your vCenter server

The Plug-in will not be deployed until a fresh vCenter kegin after registration.

wCenter Address _enter Server A

vCenter User =enter A
MName Eriara $his (e

wCenter Password Canter A

] customize URL

amize the Zip file WAL

Contact NetApp Support at http.fmysupport.netapp.com

3. In Manage vCenter Plug-in (Gestisci plug-in vCenter), selezionare Update Plug-in (Aggiorna plug-in).
4. Confermare o aggiornare le seguenti informazioni:
a. L'indirizzo IPv4 o 'FQDN del servizio vCenter su cui si desidera registrare il plug-in.

b. Il nome utente vCenter Administrator.

@ Il nome utente e la password immessi devono essere assegnati a un utente con privilegi
di ruolo vCenter Administrator.

c. La password di vCenter Administrator.

d. (Per server interni/siti oscuri) URL personalizzato per il plug-in ZIP.

E possibile selezionare Custom URL (URL personalizzato) per personalizzare 'URL se
si utilizza un server HTTP o HTTPS (sito scuro) o se sono state modificate le

@ impostazioni di rete o il nome del file ZIP. Per ulteriori procedure di configurazione se si
intende personalizzare un URL, vedere la documentazione di Element Plug-in for
vCenter Server sulla modifica delle proprieta di vCenter per un server HTTP interno (sito
SCcuro).

5. Selezionare Aggiorna.

Una volta completata la registrazione, nell’interfaccia utente dell’utility di registrazione viene visualizzato un
banner.

6. Accedere a vSphere Web Client come vCenter Administrator. Se si € gia connessi al client web vSphere, &
necessario prima disconnettersi e quindi effettuare nuovamente I'accesso.
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®

Questa azione crea un nuovo database e completa I'installazione in vSphere Web Client.

7. Nel client web vSphere, cercare le seguenti attivita completate nel monitor delle attivita per assicurarsi che
l'installazione sia stata completata: Download plug-in E Deploy plug-in.

8. Verificare che i punti di estensione Configurazione e gestione di NetApp Element siano visualizzati nella
scheda Collegamenti del client Web vSphere e nel pannello laterale.

vm vSphere Client

&} Home
4% Shortcuts

Hosts and Clusters
[# V¥Ms and Templates
E storage

'_L MNetworking

El Content Libraries
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@3 Auto Deploy
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n NetApp Element Co
n MNetApp Element Ma.

i@ Administration

+ Update Manager

Shortcuts
Inventories
!-lz: !;"_"il"
Hosts and WMs and
Clusters Templates
Linked MNethpp
Domains Element
Configuration
Monitoring

g =

Task Console Event Console

Storage Networking Content Giobal
Libraries Inventory Lists
MetApp
Element
Management
Lo, = a
! E |_3__ O
VM VM Storage Host Profiles Update
Customization Palicies Manager >

Se le icone del plug-in vCenter non sono visibili, consultare "Plug-in Element per vCenter
Server" la documentazione relativa alla risoluzione dei problemi del plug-in.

®

Dopo aver eseguito I'aggiornamento al plug-in NetApp Element per vCenter Server 4,8 o
versione successiva con VMware vCenter Server 6.7U1, se i cluster di storage non sono

elencati o se nelle sezioni cluster e Impostazioni QoSSIOC della configurazione di NetApp
Element viene visualizzato un errore del server, consultare la "Plug-in Element per vCenter
Server" documentazione relativa alla risoluzione di questi errori.

9. Verificare la modifica della versione nella scheda About (informazioni su) nel punto di estensione NetApp
Element Configuration del plug-in.

Dovrebbero essere visualizzati i seguenti dettagli di versione o dettagli di una versione piu recente:

NetApp Element Plug-in Version:
NetApp Element Plug-in Build Number: 12

®

Trova ulteriori informazioni
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Il plug-in vCenter contiene il contenuto della Guida in linea. Per assicurarsi che la guida
contenga i contenuti piu recenti, cancellare la cache del browser dopo aver aggiornato il plug-in.


https://docs.netapp.com/us-en/vcp/vcp_reference_troubleshoot_vcp.html#plug-in-registration-successful-but-icons-do-not-appear-in-web-client
https://docs.netapp.com/us-en/vcp/vcp_reference_troubleshoot_vcp.html#plug-in-registration-successful-but-icons-do-not-appear-in-web-client
https://docs.netapp.com/us-en/vcp/vcp_reference_troubleshoot_vcp.html#error_vcp48_67u1
https://docs.netapp.com/us-en/vcp/vcp_reference_troubleshoot_vcp.html#error_vcp48_67u1

* "Plug-in NetApp Element per server vCenter"

» "Pagina delle risorse NetApp HCI"

Eseguire i controlli dello stato dei nodi di calcolo prima di aggiornare il firmware di
calcolo

Prima di aggiornare il firmware di calcolo, & necessario eseguire i controlli dello stato di
salute per assicurarsi che tutti i nodi di calcolo del cluster siano pronti per
I'aggiornamento. | controlli dello stato dei nodi di calcolo possono essere eseguiti solo su
cluster di calcolo di uno o piu nodi di calcolo NetApp HCI gestiti.

Di cosa hai bisogno

« Servizi di gestione: E stato eseguito 'aggiornamento al bundle di servizi di gestione piu recente (2.11 o
versione successiva).

* Nodo di gestione: Si sta eseguendo il nodo di gestione 11.3 o successivo.
« Software Element: Il cluster di storage esegue il software NetApp Element 11.3 o versione successiva.

» Contratto di licenza con l'utente finale (EULA): A partire dai servizi di gestione 2.20.69, € necessario
accettare e salvare 'EULA prima di utilizzare I'interfaccia utente o 'API di NetApp Hybrid Cloud Control per
esequire i controlli dello stato dei nodi di calcolo:

a. Aprire l'indirizzo IP del nodo di gestione in un browser Web:
https://<ManagementNodeIP>

b. Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di
storage.

c. Selezionare Upgrade (Aggiorna) nella parte superiore destra dell’interfaccia.
d. Viene visualizzato il EULA. Scorrere verso il basso, selezionare Accetto per aggiornamenti correnti
e futuri e selezionare Salva.

Opzioni di controllo dello stato di salute

Puoi eseguire controlli dello stato di salute tramite I'interfaccia utente del controllo cloud ibrido NetApp (HCC) o
'API HCC:

« Utilizzare NetApp Hybrid Cloud Control per eseguire controlli dello stato dei nodi di calcolo prima di
aggiornare il firmware (Metodo preferito)

« Utilizzare I'’API per eseguire i controlli dello stato dei nodi di calcolo prima di aggiornare il firmware
Ulteriori informazioni sui controlli dello stato dei nodi di calcolo eseguiti dal servizio sono disponibili:

 Verifiche dello stato dei nodi di calcolo effettuate dal servizio

Utilizzare NetApp Hybrid Cloud Control per eseguire controlli dello stato dei nodi di calcolo prima di
aggiornare il firmware

Utilizzando il controllo cloud ibrido NetApp (HCC), puoi verificare che un nodo di calcolo sia pronto per un
aggiornamento del firmware.
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https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/hybrid-cloud/hci-documentation/

Se si dispone di piu configurazioni di cluster di storage a due nodi, ciascuna all'interno del
proprio vCenter, i controlli di stato dei nodi di controllo potrebbero non generare report accurati.

@ Pertanto, quando si € pronti per aggiornare gli host ESXi, &€ necessario arrestare solo il nodo di
controllo dell’host ESXi da aggiornare. E necessario assicurarsi di avere sempre un nodo di
controllo in esecuzione nellinstallazione di NetApp HCI spegnendo i nodi di controllo in modo
alternativo.

Fasi

1. Aprire l'indirizzo IP del nodo di gestione in un browser Web:

https://<ManagementNodeIP>/hcc

Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.
Selezionare Upgrade (Aggiorna) nella parte superiore destra dell’interfaccia.

Nella pagina Upgrades, selezionare la scheda Compute firmware (calcolo firmware).

o~ N

Selezionare il controllo dello stato di salute Edel cluster che si desidera controllare per la disponibilita
dell’aggiornamento.

6. Nella pagina Compute Health Check, selezionare Run Health Check.
7. In caso di problemi, la pagina fornisce un report. Effettuare le seguenti operazioni:

a. Consultare I'articolo della Knowledge base specifico elencato per ciascun problema o eseguire la
riparazione specificata.

b. Se viene specificato un KB, completare la procedura descritta nel relativo articolo della Knowledge
base.

c. Una volta risolti i problemi del cluster, selezionare Riesegui controllo stato di salute.

Una volta completato il controllo dello stato di salute senza errori, i nodi di calcolo nel cluster sono pronti per
'aggiornamento. Vedere "Aggiornare il firmware del nodo di calcolo" per procedere.

Utilizzare I’API per eseguire i controlli dello stato dei nodi di calcolo prima di aggiornare il firmware

E possibile utilizzare REST API per verificare che i nodi di calcolo di un cluster siano pronti per
'aggiornamento. Il controllo dello stato di salute verifica che non vi siano ostacoli all’aggiornamento, ad
esempio problemi dell’host ESXi o altri problemi di vSphere. Sara necessario eseguire controlli dello stato dei
nodi di calcolo per ciascun cluster di calcolo dell’ambiente.

Fasi
1. Individuare I'ID del controller e I'ID del cluster:
a. Aprire l'interfaccia utente REST API del servizio di inventario sul nodo di gestione:
https://<ManagementNodeIP>/inventory/1/
b. Selezionare autorizzare e completare le seguenti operazioni:

i. Inserire il nome utente e la password del cluster.
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ii. Inserire I'ID client come mnode-client se il valore non fosse gia compilato.
ii. Selezionare autorizzare per avviare una sessione.

Dallinterfaccia utente APl REST, selezionare GET /Installations.

Selezionare Provalo.

Selezionare Esegui.

Dal corpo della risposta codice 200, copiare il "id" per 'installazione che si intende utilizzare per i
controlli di integrita.

g. Dall'interfaccia utente API REST, selezionare GET /installations/{id}.

Selezionare Provalo.

Inserire I'ID di installazione.

Selezionare Esegui.

Dal corpo della risposta del codice 200, copiare gli ID per ciascuno dei seguenti elementi:

i. L'ID cluster ("clusterID")

i. Un ID controller ("controllerId")

" links": {
"collection":
"https://10.117.187.199/inventory/1/installations™,
"self":
"https://10.117.187.199/inventory/1/installations/xx94£f6£f0-12a6-
412f-8bb5e-4cf2z58329x0"

Yy

"compute": {
"errors": [],
"inventory": {
"clusters": |
{

"clusterId": "domain-1",
"controllerId": "abcl2c3a-aa87-4e33-9f94-xx588c2cdcfo",
"datacenterName": "NetApp-HCI-Datacenter-01",

"installationId": "xx94f6f0-12a6-412f-8bSe-
4cf2z58329x0",
"installationName": "test-nde-mnode",
"inventoryType": "managed",
"name": "NetApp-HCI-Cluster-01",
"summary": {
"nodeCount": 2,
"virtualMachineCount": 2
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2. Eseguire controlli di integrita sui nodi di calcolo nel cluster:

a. Aprire l'interfaccia utente REST API del servizio di calcolo sul nodo di gestione:

https://<ManagementNodeIP>/vcenter/1/

b. Selezionare autorizzare e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
ii. Inserire I'ID client come mnode-client se il valore non fosse gia compilato.
ii. Selezionare autorizzare per avviare una sessione.

c. Selezionare POST /compute/{CONTROLLER_ID}/Health-checks.

d. Selezionare Provalo.

€. Immettere il "controllerId" valore copiato dal passaggio precedente nel campo parametro
Controller_ID.

f. Nel payload, inserire il "clusterId" che & stato copiato dal passo precedente come "cluster"
valore e rimuovere il "nodes" parametro.

"cluster": "domain-1"

g. Selezionare Esegui per eseguire un controllo dello stato di salute sul cluster.

La risposta del codice 200 fornisce un "resourceLink™ URL con I'ID attivita aggiunto che &
necessario per confermare i risultati del controllo di integrita.

"resourcelLink": "https://10.117.150.84/vcenter/1/compute/tasks/[This
is the task ID for health check task results]",

"serviceName": "vcenter-v2-svc",

"taskId": "abl2c345-06£f7-42d7-b87c-7x64x56x321x",

"taskName": "VCenter service health checks"

a. Copiare la parte ID attivita dell' ""resourceLink™ URL per verificare il risultato dell’attivita.

3. Verificare il risultato dei controlli di integrita:
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a. Tornare all'interfaccia utente REST API del servizio di calcolo sul nodo di gestione:

https://<ManagementNodeIP>/vcenter/1/

b. Selezionare GET /compute/tasks/{task_id}.



c. Selezionare Provalo.

d. Immettere la parte ID attivita dell' "resourceLink" "URL dalla risposta POST /compute
/ {CONTROLLER ID}/Health-checks codice 200 nel “task id campo parametro.

e. Selezionare Esegui.

f. Se il status risultato indica che si sono verificati problemi relativi allo stato del nodo di elaborazione,
procedere come segue:

i. Andare all'articolo della Knowledge base specifico (KbLink) elencato per ciascun problema o
eseguire il rimedio specificato.

i. Se viene specificato un KB, completare la procedura descritta nel relativo articolo della Knowledge

base.

ii. Dopo aver risolto i problemi del cluster, eseguire di nuovo POST /compute/{CONTROLLER_ID}

/Health-checks (vedere il passaggio 2).

Se i controlli di integrita vengono completati senza problemi, il codice di risposta 200 indica un risultato

positivo.

Verifiche dello stato dei nodi di calcolo effettuate dal servizio

| controlli dello stato del calcolo, eseguiti con metodi HCC o API, eseguono i seguenti controlli per nodo. A
seconda dell’lambiente in uso, alcuni di questi controlli potrebbero essere ignorati. E necessario eseguire
nuovamente i controlli di integrita dopo aver risolto eventuali problemi rilevati.

Controllare la
descrizione

DRS ¢ abilitato e
completamente
automatizzato?

DPM é disattivato in
vSphere?

Il controllo di ammissione
ha é disattivato in
vSphere?

FT € abilitato per una
macchina virtuale su un
host nel cluster?

Vi sono allarmi critici in
vCenter per il cluster?

Nodol/cluster

Cluster

Cluster

Cluster

Nodo

Cluster

Azione necessaria per
risolvere il problema

Attivare DRS e assicurarsi
che sia completamente
automatizzato.

Disattivare Distributed
Power Management.

Disattivare il controllo di
ammissione ha.

Sospendere Fault
Tolerance su tutte le
macchine virtuali
interessate.

Avviare vSphere e
risolvere e/o riconoscere
eventuali avvisi prima di
procedere.

Articolo della
Knowledge base con
procedura

"Consulta questa KB".
NOTA: Se si dispone di
licenze standard,
impostare I'host ESXi in
modalita di manutenzione
e ignorare questo avviso
di errore del controllo dello
stato di salute.

"Consulta questa KB".

"Consulta questa KB".

"Consulta questa KB".

Nessun KB necessario
per risolvere il problema.
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Controllare la
descrizione

Sono presenti avvisi
informativi generici/globali
in vCenter?

| servizi di gestione sono
aggiornati?

Ci sono errori sul nodo
ESXi corrente in vSphere?

| supporti virtuali sono
montati su una macchina
virtuale su un host nel
cluster?

La versione di BMC ¢ la
versione minima richiesta
con supporto per redfish?

L’host ESXi ¢ attivo e in
esecuzione?

Alcune macchine virtuali
risiedono nello storage
ESXi locale?

BMC é attivo?

Sono disponibili host ESXi
partner?

Sei in grado di connetterti
a BMC tramite il protocollo
IPMI?
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Nodo/cluster

Cluster

Sistema HCI

Nodo

Nodo

Nodo

Nodo

Nodo/VM

Nodo

Nodo

Nodo

Azione necessaria per
risolvere il problema

Avviare vSphere e
risolvere e/o riconoscere
eventuali avvisi prima di
procedere.

E necessario aggiornare i
servizi di gestione prima di
eseguire un
aggiornamento o un
controllo dello stato di
salute prima
dell’aggiornamento.

Avviare vSphere e
risolvere e/o riconoscere
eventuali avvisi prima di
procedere.

Smontare tutti i dischi di
supporti virtuali
(CD/DVD/floppy) dalle
macchine virtuali.

Aggiornare manualmente
il firmware BMC.

Avviare 'host ESXi.

Rimuovere o migrare lo
storage locale collegato
alle macchine virtuali.

Accendere il BMC e
assicurarsi che sia
connesso a una rete
raggiungibile da questo
nodo di gestione.

Rendere disponibili uno o
piu host ESXi nel cluster
(non in modalita di
manutenzione) per la
migrazione delle
macchine virtuali.

Abilitare il protocollo IPMI
su Baseboard
Management Controller
(BMC).

Articolo della
Knowledge base con
procedura

Nessun KB necessario
per risolvere il problema.

Nessun KB necessario

per risolvere il problema.
Per ulteriori informazioni,
vedere "questo articolo” .

Nessun KB necessario
per risolvere il problema.

Nessun KB necessario
per risolvere il problema.

Nessun KB necessario
per risolvere il problema.

Nessun KB necessario
per risolvere il problema.

Nessun KB necessario
per risolvere il problema.

Nessun KB necessario
per risolvere il problema.

Nessun KB necessario
per risolvere il problema.

Nessun KB necessario
per risolvere il problema.



Controllare la
descrizione

L’host ESXi & mappato
correttamente all’host
hardware (BMC)?

Qual ¢ lo stato dei nodi di
controllo nel cluster?
Nessuno dei nodi di
controllo identificati &
attivo e in esecuzione.

Qual & lo stato dei nodi di
controllo nel cluster? Il
nodo testimone ¢ attivo e
in esecuzione su questo
host ESXi e il nodo
testimone alternativo non
€ attivo e in esecuzione.

Nodo/cluster

Nodo

Nodo

Nodo

Azione necessaria per
risolvere il problema

L'’host ESXinon e
mappato correttamente al
Baseboard Management
Controller (BMC).
Correggere la mappatura
tra host ESXi e host
hardware.

Articolo della
Knowledge base con
procedura

Nessun KB necessario

per risolvere il problema.
Per ulteriori informazioni,
vedere "questo articolo" .

Un nodo di controllo non &€ "Consulta questa KB"

in esecuzione su un host
ESXi alternativo.
Accendere il nodo di
controllo su un host ESXi
alternativo ed eseguire
nuovamente il controllo
dello stato di salute. Un
nodo di controllo deve
essere sempre in
esecuzione
nell’installazione HCI.

Un nodo di controllo non & "Consulta questa KB"

in esecuzione su un host
ESXi alternativo.
Accendere il nodo di
controllo su un host ESXi
alternativo. Quando si &
pronti ad aggiornare
questo host ESXi,
arrestare il nodo di
controllo in esecuzione su
questo host ESXi ed
eseguire nuovamente il
controllo dello stato di
salute. Un nodo di
controllo deve essere
sempre in esecuzione
nell’installazione HCI.
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Controllare la Nodo/cluster

descrizione

Qual ¢ lo stato dei nodidi Nodo
controllo nel cluster? Il

nodo testimone ¢ attivo e

in esecuzione su questo

host ESXi e il nodo

alternativo é attivo ma € in
esecuzione sullo stesso

host ESXi.

Qual & lo stato dei nodidi Nodo
controllo nel cluster?

nodo testimone ¢ attivo e

in esecuzione su questo

host ESXi e il nodo

testimone alternativo &

attivo e in esecuzione su

un altro host ESXi.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Aggiornare i driver dei nodi di calcolo

Articolo della
Knowledge base con
procedura

Azione necessaria per
risolvere il problema

Entrambi i nodi di controllo "Consulta questa KB"
SONo in esecuzione su
questo host ESXi.
Spostare un nodo di
controllo su un host ESXi
alternativo. Quando si &
pronti ad aggiornare
questo host ESXi,
arrestare il nodo di
controllo rimanente su
questo host ESXi ed
eseguire nuovamente il
controllo dello stato di
salute. Un nodo di
controllo deve essere
sempre in esecuzione
nell’installazione HCI.

Un nodo di controllo € in
esecuzione localmente su
questo host ESXi. Quando
si & pronti ad aggiornare
questo host ESXi,
arrestare il nodo di
controllo solo su questo
host ESXi ed eseguire
nuovamente il controllo
dello stato di salute. Un
nodo di controllo deve
essere sempre in
esecuzione
nell’installazione HCI.

"Consulta questa KB"

Per qualsiasi nodo di calcolo H-Series, € possibile aggiornare i driver utilizzati sui nodi

utilizzando VMware Update Manager.

Di cosa hai bisogno

Consultare la matrice del firmware e dei driver per 'hardware in uso all’indirizzo "Versioni del firmware e dei

driver ESXi supportate".

A proposito di questa attivita

Eseguire una sola di queste operazioni di aggiornamento alla volta.
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Fasi

1.

a A WO DN

10.

1.

12.

13.

Accedere alla "Download del software NetApp HCI" pagina e selezionare il collegamento per il download
della versione corretta di NetApp HCI.

. Selezionare ESXI_drivers dall’elenco a discesa.
. Accettare il Contratto di licenza con l'utente finale.
. Scarica il pacchetto di driver per il tuo tipo di nodo e la versione di ESXi.

. Estrarre il pacchetto di driver scaricato sul computer locale.

@ Il bundle di driver NetApp include uno o piu file ZIP VMware Offline Bundle; non estrarre
questi file ZIP.

. Dopo aver aggiornato il firmware sui nodi di calcolo, accedere a VMware Update Manager in VMware

vCenter.

. Importare il file bundle offline del driver per i nodi di calcolo in Patch Repository.

o Per VMware ESXi 7.0, tutti i driver necessari per i nodi di calcolo NetApp H610C, H615C, H410C e
HxOOE e i relativi componenti di sistema integrati sono inclusi nellimmagine ISO di installazione
standard di VMware ESXi 7.0. Non sono necessari driver aggiuntivi o aggiornati per i nodi di calcolo
NetApp HCI che eseguono VMware ESXi 7.0 (e aggiornamenti).

o Per VMware ESXi 6.x, attenersi alla seguente procedura per importare il file bundle offline del driver:
i. Selezionare la scheda aggiornamenti.
i. SELEZIONARE UPLOAD FROM FILE (CARICA DAFILE).

ii. Individuare il bundle offline scaricato in precedenza e selezionare IMPORT.

. Creare una nuova baseline host per il nodo di calcolo.

. Scegliere host Extension per Nome e tipo e selezionare tutti i pacchetti di driver importati da includere

nella nuova linea di base.

Nel menu host and Clusters di vCenter, selezionare il cluster con i nodi di calcolo che si desidera
aggiornare e passare alla scheda Update Manager.

Selezionare bonifica e selezionare la baseline dell’host appena creata. Assicurarsi che siano selezionati i
driver inclusi nella linea di base.

Passare alla procedura guidata Opzioni di correzione dell’host e assicurarsi che I'opzione Do Not
Change VM Power state (non modificare lo stato di alimentazione della macchina virtuale) sia selezionata
per mantenere le macchine virtuali in linea durante I'aggiornamento del driver.

Se VMware Distributed Resource Scheduler (DRS) € attivato sul cluster (impostazione
predefinita nelle installazioni NetApp HCI), le macchine virtuali vengono migrate
automaticamente in altri nodi del cluster.

Passare alla pagina Pronto per il completamento della procedura guidata e selezionare fine.

| driver per tutti i nodi di calcolo nel cluster vengono aggiornati un nodo alla volta, mentre le macchine
virtuali rimangono online.

Trova ulteriori informazioni

"Plug-in NetApp Element per server vCenter"
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» "Pagina delle risorse NetApp HCI"

Aggiornare il firmware del nodo di calcolo

Per i nodi di calcolo della serie H, € possibile aggiornare il firmware per i componenti
hardware come BMC, BIOS e NIC. Per aggiornare il firmware del nodo di calcolo, &
possibile utilizzare l'interfaccia utente di NetApp Hybrid Cloud Control, APl REST,
un’unita USB con I'immagine firmware piu recente o I'interfaccia utente BMC.

Dopo I'aggiornamento, il nodo di calcolo si avvia in ESXi e funziona come prima, mantenendo la
configurazione.

Di cosa hai bisogno

« Compute Drivers: Hai aggiornato i driver dei nodi di calcolo. Se i driver dei nodi di calcolo non sono
compatibili con il nuovo firmware, 'aggiornamento non viene avviato. Per informazioni sulla compatibilita di
driver e firmware, consultare "Tool di matrice di interoperabilita (IMT)" la sezione e verificare le informazioni
piu recenti "note di rilascio del firmware del nodo di calcolo"sul firmware e sui driver.

* Privilegi di amministratore: Si dispone delle autorizzazioni di amministratore del cluster e BMC per
eseguire I'aggiornamento.

* Porte di sistema: Se si utilizza NetApp Hybrid Cloud Control per gli aggiornamenti, si € assicurati che le
porte necessarie siano aperte. Per ulteriori informazioni, vedere "Porte di rete" .

* Versioni minime di BMC e BIOS: Il nodo che intendi aggiornare utilizzando NetApp Hybrid Cloud Control
soddisfa i seguenti requisiti minimi:

Modello Versione minima del BMC Versione minima del BIOS

H410C Tutte le versioni supportate (non &€ Tutte le versioni supportate (non &
richiesto alcun aggiornamento) richiesto alcun aggiornamento)

H610C 3.96.07 3B01

H615C 4.68.07 3B08.CO

| nodi di calcolo H615C devono aggiornare il firmware BMC alla versione 4,68 tramite I'
@ "bundle firmware di calcolo 2.27" per consentire il controllo del cloud ibrido NetApp per
eseguire futuri aggiornamenti del firmware.

@ Per una matrice completa del firmware e del firmware del driver per ’hardware in uso,
vedere "Versioni del firmware e dei driver ESXi supportate".

» Ordine di avvio del BIOS: Modificare manualmente I'ordine di avvio nella configurazione del BIOS per
ciascun nodo per assicurarsi che USB CD/DVD venga visualizzato nell’elenco di avvio. Per ulteriori
informazioni, vedere questa "articolo"sezione.

» Credenziali BMC: Aggiornare le credenziali utilizzate da NetApp Hybrid Cloud Control per connettersi al
nodo di calcolo BMC. A tale scopo, € possibile utilizzare il controllo cloud ibrido NetApp "INTERFACCIA
UTENTE"oppure "API". L'aggiornamento delle informazioni BMC prima dell’aggiornamento aggiorna
linventario e garantisce che i servizi dei nodi di gestione siano a conoscenza di tutti i parametri hardware
necessari per completare I'aggiornamento.

» Supporto collegato: Scollegare qualsiasi USB o ISO fisico prima di avviare un aggiornamento del nodo di
calcolo.
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* Console KVM ESXi: Chiudere tutte le sessioni Serial-over-LAN (Sol) aperte e le sessioni KVM attive
nell'interfaccia utente BMC prima di avviare un aggiornamento del nodo di calcolo.

* Requisiti nodo di controllo: Nei cluster di storage a due e tre nodi, uno "Nodo di controllo" deve essere
sempre in esecuzione nellinstallazione di NetApp HCI.

« Verifica dello stato del nodo di calcolo: E stato verificato che il nodo & pronto per I'aggiornamento.
Vedere "Eseguire i controlli dello stato dei nodi di calcolo prima di aggiornare il firmware di calcolo".

» Contratto di licenza con l'utente finale (EULA): A partire dai servizi di gestione 2.20.69, € necessario
accettare e salvare 'EULA prima di utilizzare I'interfaccia utente o 'API di NetApp Hybrid Cloud Control per
aggiornare il firmware del nodo di calcolo:

a. Aprire l'indirizzo IP del nodo di gestione in un browser Web:
https://<ManagementNodeIP>

b. Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di
storage.

c. Selezionare Upgrade (Aggiorna) nella parte superiore destra dell’interfaccia.

d. Viene visualizzato il EULA. Scorrere verso il basso, selezionare Accetto per aggiornamenti correnti
e futuri e selezionare Salva.

A proposito di questa attivita
Negli ambienti di produzione, aggiornare il firmware su un nodo di calcolo alla volta.

L’host ESXi deve essere disattivato dalla modalita di blocco prima di eseguire un controllo dello

@ stato di salute e procedere con I'aggiornamento del firmware. Per ulteriori informazioni, vedere
"Come disattivare la modalita di blocco sull’host ESXi" e. "Comportamento della modalita di
blocco VMware"

Per gli aggiornamenti API o dellinterfaccia utente di NetApp Hybrid Cloud Control, 'host ESXi verra
automaticamente impostato in modalita di manutenzione durante il processo di aggiornamento, se si dispone
della funzione DRS e delle licenze richieste. Il nodo verra riavviato e, una volta completato il processo di
aggiornamento, I’host ESXi verra disattivato dalla modalita di manutenzione. Per le opzioni dell’interfaccia
utente di USB e BMC, € necessario impostare manualmente I'host ESXi in modalita di manutenzione, come
descritto in ciascuna procedura.

Opzioni di upgrade
Scegliere 'opzione appropriata per lo scenario di aggiornamento:

« Utilizza l'interfaccia utente di NetApp Hybrid Cloud Control per aggiornare un nodo di calcolo (Consigliato)
« Utilizza I'’API di controllo del cloud ibrido di NetApp per aggiornare un nodo di calcolo
+ Utilizza un’unita USB con 'immagine del piu recente bundle di firmware di calcolo

« Utilizzo dell'interfaccia utente (Ul) del Baseboard Management Controller (BMC)

Utilizza I'interfaccia utente di NetApp Hybrid Cloud Control per aggiornare un nodo di calcolo

A partire dai servizi di gestione 2.14, & possibile aggiornare un nodo di calcolo utilizzando l'interfaccia utente di
NetApp Hybrid Cloud Control. Dall’elenco dei nodi, selezionare il nodo da aggiornare. La scheda Current
Versions (versioni correnti) mostra le versioni correnti del firmware e la scheda Proposed Versions (versioni
proposte) mostra le eventuali versioni di aggiornamento disponibili.
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Per un aggiornamento corretto, assicurarsi che il controllo dello stato di salute del cluster
vSphere sia stato eseguito correttamente.

@ L'aggiornamento di NIC, BIOS e BMC puo richiedere circa 60 minuti per nodo, a seconda della
velocita di connettivita di rete tra il nodo di gestione e ’host BMC.

L'utilizzo dell’interfaccia utente di NetApp Hybrid Cloud Control per aggiornare il firmware di

@ calcolo sui nodi di calcolo H300E/H500E/H700E non & piu supportato. Per eseguire
I'aggiornamento, si consiglia di utilizzare un Unita USB o il INTERFACCIA UTENTE BMC per
montare il pacchetto del firmware di elaborazione.

Di cosa hai bisogno

» Se il nodo di gestione non € connesso a Internet, & stato scaricato il pacchetto firmware di elaborazione da
"Sito di supporto NetApp".

@ Estrarre il TAR.GZ file in un TAR file, quindi estrarlo TAR nel pacchetto del firmware di
elaborazione.

Fasi

1. Aprire I'indirizzo IP del nodo di gestione in un browser Web:
https://<ManagementNodeIP>
. Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.

. Selezionare Upgrade (Aggiorna) nella parte superiore destra dell’interfaccia.

. Nella pagina Upgrades, selezionare Compute firmware (calcolo firmware).

a A WO DN

. Selezionare il cluster da aggiornare.

Verranno visualizzati i nodi nel cluster elencati insieme alle versioni del firmware correnti e alle versioni piu
recenti, se disponibili per 'aggiornamento.

6. Selezionare Sfoglia per caricare il pacchetto del firmware di elaborazione scaricato da "Sito di supporto
NetApp" .

7. Attendere il completamento del caricamento. Una barra di avanzamento mostra lo stato del caricamento.
Il caricamento del file avviene in background se ci si allontana dalla finestra del browser.

Una volta caricato e validato il file, viene visualizzato un messaggio sullo schermo. La convalida potrebbe
richiedere alcuni minuti.

8. Selezionare il bundle del firmware di calcolo.

9. Selezionare Avvia aggiornamento.

Dopo aver selezionato Begin Upgrade (Avvia aggiornamento), nella finestra vengono visualizzati i controlli
di integrita non riusciti, se presenti.
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L'aggiornamento non pud essere messo in pausa dopo l'inizio. Il firmware verra aggiornato

O

in sequenza nel seguente ordine: NIC, BIOS e BMC. Non accedere all'interfaccia utente
BMC durante 'aggiornamento. L'accesso al BMC termina la sessione Sol (Serial-over-LAN)

di Hybrid Cloud Control che monitora il processo di aggiornamento.

10. Se i controlli di integrita a livello di cluster o nodo vengono superati con avvisi, ma senza errori critici, viene
visualizzato Ready to be upgrade (Pronto per I'aggiornamento). Selezionare Aggiorna nodo.

®

Mentre I'aggiornamento & in corso, € possibile uscire dalla pagina e tornare ad essa in un
secondo momento per continuare a monitorare i progressi. Durante I'aggiornamento,

l'interfaccia utente visualizza diversi messaggi sullo stato dell’aggiornamento.

O

errore nell’aggiornamento.

Durante I'aggiornamento del firmware su H610C nodi di calcolo, non aprire la console
Serial-over-LAN (Sol) tramite I'interfaccia utente Web di BMC. Questo potrebbe causare un

Al termine dell’aggiornamento, I'interfaccia utente visualizza un messaggio. Una volta completato
'aggiornamento, € possibile scaricare i registri. Per informazioni sulle varie modifiche dello stato
dell’aggiornamento, vedere Lo stato dell’aggiornamento cambia.

Se si verifica un errore durante I'aggiornamento, NetApp Hybrid Cloud Control riavviera il nodo,
ne disconnettera la modalita di manutenzione e visualizzera lo stato di errore con un link al

registro degli errori. E possibile scaricare il log degli errori, che contiene istruzioni specifiche o
collegamenti agli articoli della Knowledge base, per diagnosticare e correggere qualsiasi

problema. Per informazioni aggiuntive sui problemi di aggiornamento del firmware del nodo di
calcolo utilizzando NetApp Hybrid Cloud Control, consulta questo "KB" articolo.

Lo stato dell’aggiornamento cambia

Di seguito sono riportati i diversi stati visualizzati dall’interfaccia utente prima, durante e dopo il processo di

aggiornamento:

Stato di aggiornamento

Il nodo non ha superato uno o piu controlli di integrita.
Espandere per visualizzare i dettagli.

Errore

Impossibile rilevare

Pronto per 'aggiornamento.

Descrizione

Uno o piu controlli di integrita non sono riusciti.

Si & verificato un errore durante 'aggiornamento. E
possibile scaricare il registro degli errori e inviarlo al
supporto NetApp.

Questo stato viene visualizzato se NetApp Hybrid
Cloud Control non € in grado di eseguire query sul
nodo di calcolo quando la risorsa del nodo di calcolo
non dispone del tag hardware.

Tutti i controlli di integrita sono stati superati e il nodo
€ pronto per essere aggiornato.
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Stato di aggiornamento Descrizione

Si & verificato un errore durante I'aggiornamento. L’aggiornamento non riesce con questa notifica
quando si verifica un errore critico. Scaricare i registri
selezionando il collegamento Download Logs per
risolvere I'errore. Dopo aver risolto I'errore, riprovare
ad eseguire I'aggiornamento.

Aggiornamento del nodo in corso. L’aggiornamento € in corso. Una barra di
avanzamento mostra lo stato dell’aggiornamento.

Utilizza I’API di controllo del cloud ibrido di NetApp per aggiornare un nodo di calcolo

E possibile utilizzare le API per aggiornare ciascun nodo di calcolo di un cluster alla versione piu recente del
firmware. E possibile utilizzare uno strumento di automazione a scelta per eseguire le API. Il flusso di lavoro
API qui documentato utilizza l'interfaccia utente REST API disponibile sul nodo di gestione come esempio.

L'utilizzo dell'interfaccia utente di NetApp Hybrid Cloud Control per aggiornare il firmware di

@ calcolo sui nodi di calcolo H300E/H500E/H700E non é piu supportato. Per eseguire
I'aggiornamento, si consiglia di utilizzare un Unita USB o il INTERFACCIA UTENTE BMC per
montare il pacchetto del firmware di elaborazione.

Di cosa hai bisogno

Le risorse dei nodi di calcolo, incluse le risorse vCenter e hardware, devono essere note alle risorse dei nodi di
gestione. E possibile utilizzare le API del servizio di inventario per verificare le risorse
(https://<ManagementNodeIP>/inventory/1/).

Fasi

1. Vai al software NetApp HCI "pagina download" e scarica il bundle del firmware di calcolo piu recente in un
dispositivo accessibile al nodo di gestione.

Per gli aggiornamenti di siti oscuri, & possibile ridurre il tempo di caricamento se il pacchetto
di aggiornamento e il nodo di gestione sono entrambi locali.

2. Caricare il bundle del firmware di calcolo nel nodo di gestione:

a. Aprire l'interfaccia utente REST API del nodo di gestione sul nodo di gestione:
https://<ManagementNodeIP>/package-repository/1/

b. Selezionare autorizzare e completare le seguenti operazioni:

i. Inserire il nome utente e la password del cluster.

i. Immettere I'ID client come mnode-client.

ii. Selezionare autorizzare per avviare una sessione.

iv. Chiudere la finestra di autorizzazione.
c. Dall'interfaccia utente APl REST, selezionare POST /packages.
d. Selezionare Provalo.

e. Selezionare Browse (Sfoglia) e selezionare il bundle del firmware di calcolo.
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f.

g. Dalla risposta, copiare e salvare I'ID bundle del firmware di elaborazione ("id") per utilizzarlo in un

Selezionare Esegui per avviare il caricamento.

passaggio successivo.

3. Verificare lo stato del caricamento.

a.

Dall’interfaccia utente APl REST, selezionare GET /packages/{id}/status.

. Selezionare Provalo.

Inserire I'ID bundle del firmware di calcolo copiato nella fase precedente in id.

Selezionare Esegui per avviare la richiesta di stato.
La risposta indica state come SUCCESS completata.

Dalla risposta, copiare e salvare il nome del bundle del firmware di elaborazione ("name") e la
versione ("version™") per I'utilizzo in un passaggio successivo.

4. Individuare I'ID del controller di calcolo e I'lD hardware del nodo da aggiornare:

a.

-~ ©®© Qo o

J0 @

Aprire l'interfaccia utente REST API del servizio di inventario sul nodo di gestione:

https://<ManagementNodeIP>/inventory/1/

Selezionare autorizzare e completare le seguenti operazioni:

i. Inserire il nome utente e la password del cluster.

i. Immettere I'ID client come mnode-client.

ii. Selezionare autorizzare per avviare una sessione.

iv. Chiudere la finestra di autorizzazione.
Dallinterfaccia utente APl REST, selezionare GET /Installations.
Selezionare Provalo.
Selezionare Esegui.
Dalla risposta, copiare I'ID risorsa di installazione ("id").
Dallinterfaccia utente APl REST, selezionare GET /Installations/{id}.
Selezionare Provalo.
Incollare I'lID della risorsa di installazione nel campo id.
Selezionare Esegui.

Dalla risposta, copiare e salvare I'ID del controller del cluster (""controllerld" e I'ID hardware
(""hardwareld" del nodo per I'utilizzo in un passaggio successivo:
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"compute": {
"errors": [],
"inventory": {
"clusters": |
{
"clusterId": "Test-1B",
"controllerId": "alb23456-cld2-11lel-1234-al2bcdefl23a",

"nodes": [
{
"bmcDetails": {
"bmcAddress": "10.111.0.111",
"credentialsAvailable": true,

"credentialsValidated": true

by

"chassisSerialNumber": "111930011231",

"chassisSlot": "D",

"hardwareId": "123a4567-01bl-1243-al2b-11labllab0al5",
"hardwareTag": "00000000-0000-0000-0000-ablc2de34£f5g",
"id": "elllldl0-lala-12d7-1a23-ablcde23456f",

"model": "H410C",

5. Eseguire I'aggiornamento del firmware del nodo di calcolo:
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a. Aprire l'interfaccia utente del’API REST del servizio hardware sul nodo di gestione:

https://<ManagementNodeIP>/hardware/2/

b. Selezionare autorizzare e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
i. Immettere I'ID client come mnode-client.
ii. Selezionare autorizzare per avviare una sessione.
iv. Chiudere la finestra di autorizzazione.
c. Selezionare POST /nodi/{hardware_id}/upgrade.
d. Selezionare Provalo.

e. Immettere I'ID risorsa host hardware (""hardwareld" salvato da un passaggio precedente) nel campo
parametro.

f. Eseguire le seguenti operazioni con i valori del payload:

i. Mantenere i valori "force": false e "maintenanceMode": true" in modo che i controlli
dello stato vengano eseguiti sul nodo e I'host ESXi sia impostato sulla modalita di manutenzione.

i. Immettere I'ID del controller del cluster (""controllerld" salvato da una fase precedente).



iii. Immettere la versione del pacchetto del nome del bundle del firmware di calcolo salvata da un

passaggio precedente.

"config": {
"force": false,
"maintenanceMode": true

b
"controllerId":
"packageName" :

"packageVersion": "12.2.109"

g. Selezionare Esegui per avviare I'aggiornamento.

"alb23456-cld2-11el-1234-al2bcdefl23a",
"compute-firmware-12.2.109",

L’aggiornamento non pud essere messo in pausa dopo l'inizio. Il firmware verra
aggiornato in sequenza nel seguente ordine: NIC, BIOS e BMC. Non accedere

O

all'interfaccia utente BMC durante I'aggiornamento. L'accesso al BMC termina la

sessione Sol (Serial-over-LAN) di Hybrid Cloud Control che monitora il processo di

aggiornamento.

h. Copiare I'ID dell’attivita di aggiornamento che fa parte dell'(""resourceLink™ URL del collegamento

risorse ) nella risposta.

6. Verificare 'avanzamento e i risultati dell’aggiornamento:

a. Selezionare GET /task/{task_id}/logs.

b. Selezionare Provalo.

c. Inserire I'ID attivita del passaggio precedente in task_ld.

d. Selezionare Esegui.

e. In caso di problemi o requisiti speciali durante 'aggiornamento, eseguire una delle seguenti operazioni:

Opzione

E necessario correggere i problemi di integrita del
cluster a causa del failedHealthChecks
messaggio nel corpo della risposta.

Fasi

Consultare l'articolo della Knowledge base
specifico elencato per ciascun problema o
eseguire la riparazione specificata.

. Se viene specificato un KB, completare la

procedura descritta nel relativo articolo della
Knowledge base.

Una volta risolti i problemi del cluster,
eseguire nuovamente l'autenticazione, se
necessario, e selezionare POST
Inodes/{hardware_id}/upgrade.

Ripetere i passaggi descritti in precedenza
nella fase di aggiornamento.
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Opzione Fasi

L’aggiornamento non riesce e i passaggi di i. Vedere questo "Articolo della Knowledge
mitigazione non sono elencati nel log di base" (accesso richiesto).
aggiornamento.

f. Eseguire 'API GET /task/{task_id}/logs piu volte, in base alle necessita, fino al completamento del
processo.

Durante I'aggiornamento, status indica running se non si verificano errori. Al termine di ogni
operazione, il status valore cambia in completed.

L'aggiornamento & stato completato correttamente quando lo stato di ogni passaggio € completed e il
percentageCompleted valore &€ 100.
7. (Facoltativo) confermare le versioni del firmware aggiornate per ciascun componente:

a. Aprire l'interfaccia utente dellAPI REST del servizio hardware sul nodo di gestione:

https://<ManagementNodeIP>/hardware/2/

b. Selezionare autorizzare e completare le seguenti operazioni:

i. Inserire il nome utente e la password del cluster.

i. Immettere I'ID client come mnode-client.

ii. Selezionare autorizzare per avviare una sessione.

iv. Chiudere la finestra di autorizzazione.
c. Dall'interfaccia utente APl REST, selezionare GET /nodes/{hardware_id}/upgrade.
d. (Facoltativo) inserire i parametri di data e stato per filtrare i risultati.

e. Immettere I'ID risorsa host hardware (*"hardwareld" salvato da un passaggio precedente) nel campo
parametro.

f. Selezionare Provalo.
g. Selezionare Esegui.

h. Verificare nella risposta che il firmware per tutti i componenti sia stato aggiornato correttamente dalla
versione precedente alla versione piu recente.

Utilizza un’unita USB con I'immagine del piu recente bundle di firmware di calcolo

E possibile inserire un’unita USB con il pacchetto di firmware di calcolo pill recente scaricato su una porta USB
del nodo di calcolo. In alternativa all’utilizzo del metodo USB thumb drive descritto in questa procedura, &
possibile montare il bundle del firmware di calcolo sul nodo di calcolo utilizzando I'opzione Virtual CD/DVD
nella console virtuale nell'interfaccia Baseboard Management Controller (BMC). Il metodo BMC impiega molto
pit tempo del metodo USB thumb drive. Assicurarsi che la workstation o il server disponga della larghezza di
banda di rete necessaria e che la sessione del browser con BMC non sia in timeout.

Di cosa hai bisogno

» Se il nodo di gestione non & connesso a Internet, & stato scaricato il pacchetto firmware di elaborazione da
"Sito di supporto NetApp" .
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@ Estrarre il TAR.GZ file in un TAR file, quindi estrarlo TAR nel pacchetto del firmware di
elaborazione.

Fasi

1.
2.

Utilizzare I'utility etcher per aggiornare il bundle del firmware di calcolo su un’unita USB.

Impostare il nodo di calcolo in modalita di manutenzione utilizzando VMware vCenter e svuotare tutte le
macchine virtuali dall’host.

Se VMware Distributed Resource Scheduler (DRS) ¢ attivato sul cluster (impostazione
predefinita nelle installazioni NetApp HCI), le macchine virtuali vengono migrate
automaticamente in altri nodi del cluster.

Inserire la chiavetta USB in una porta USB sul nodo di calcolo e riavviare il nodo di calcolo utilizzando
VMware vCenter.

. Durante il ciclo POST del nodo di calcolo, premere F11 per aprire Boot Manager. Potrebbe essere

necessario premere F11 piul volte in rapida successione. E possibile eseguire questa operazione
collegando un video/una tastiera o utilizzando la console in BMC.

. Selezionare One Shot > USB Flash Drive dal menu visualizzato. Se la chiavetta USB non viene

visualizzata nel menu, verificare che I'unita flash USB faccia parte dell’'ordine di avvio precedente nel BIOS
del sistema.

. Premere Invio per avviare il sistema dalla chiavetta USB. Viene avviato il processo di aggiornamento del

firmware.

Una volta completato il flash del firmware e riavviato il nodo, I'avvio di ESXi potrebbe richiedere alcuni
minuti.

. Una volta completato il riavvio, uscire dalla modalita di manutenzione sul nodo di calcolo aggiornato

utilizzando vCenter.

. Rimuovere I'unita flash USB dal nodo di calcolo aggiornato.

. Ripetere questa attivita per gli altri nodi di calcolo nel cluster ESXi fino a quando tutti i nodi di calcolo non

vengono aggiornati.

Utilizzo dell’interfaccia utente (Ul) del Baseboard Management Controller (BMC)

E necessario eseguire le operazioni sequenziali per caricare il bundle del firmware di calcolo e riavviare il nodo
nel bundle del firmware di calcolo per garantire che I'aggiornamento sia stato eseguito correttamente. Il bundle
del firmware di calcolo deve trovarsi sul sistema o sulla macchina virtuale (VM) che ospita il browser Web.
Prima di avviare il processo, verificare di aver scaricato il bundle del firmware di calcolo.

Si consiglia di avere il sistema o la macchina virtuale e il nodo sulla stessa rete.

@ L'aggiornamento tramite I'interfaccia utente BMC richiede da 25 a 30 minuti circa.

* Aggiornare il firmware sui nodi H410C e H300E/H500E/H700E
» Aggiornare il firmware sui nodi H610C/H615C
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Aggiornare il firmware sui nodi H410C e H300E/H500E/H700E

Se il nodo fa parte di un cluster, & necessario impostare il nodo in modalita di manutenzione prima
dell’aggiornamento e portarlo fuori dalla modalita di manutenzione dopo I'aggiornamento.

Ignorare il seguente messaggio informativo visualizzato durante il processo: Untrusty Debug
Firmware Key 1s used, SecureFlash is currently in Debug Mode

Fasi

1. Se il nodo fa parte di un cluster, metterlo in modalita di manutenzione come indicato di seguito. In caso
contrario, passare alla fase 2.

a. Accedere al client Web di VMware vCenter.

b. Fare clic con il pulsante destro del mouse sul nome dell’host (nodo di calcolo) e selezionare
Maintenance Mode (modalita di manutenzione) > Enter Maintenance Mode (attiva modalita di
manutenzione).

c. Selezionare OK. Le VM sull’host verranno migrate su un altro host disponibile. La migrazione delle
macchine virtuali puo richiedere tempo a seconda del numero di macchine virtuali da migrare.

@ Prima di procedere, assicurarsi che tutte le macchine virtuali dell’host vengano migrate.

. Accedere all'interfaccia utente di BMC, https://BMCIP/#1ogin, dove BMCIP € I'indirizzo IP di BMC.
. Accedere utilizzando le credenziali.

. Selezionare Remote Control > Console Redirection (controllo remoto > reindirizzamento console).

a W0 DN

. Selezionare Launch Console (Avvia console).
@ Potrebbe essere necessario installare Java o aggiornarlo.

6. Allapertura della console, selezionare Virtual Media > Virtual Storage.

7. Nella schermata Virtual Storage, selezionare Logical Drive Type (tipo di unita logica) e selezionare ISO
file.
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12.

13.

14.

L&) Virtual Storage 1.2 r2 — b 4

Devicel | Device2 | Devicel
Settings Tor Device

Logical Drive Type Image File Name and Full Path

Plug in | I _ OK

Connection Status Histony

Selezionare Open Image (Apri immagine) per accedere alla cartella in cui & stato scaricato il file bundle del
firmware di calcolo e selezionare il file bundle del firmware di calcolo.

. Selezionare Plug-in.
10.

1.

Quando viene visualizzato lo stato della connessione Device#: VM Plug-in OK!! , selezionare OK.

Riavviare il nodo premendo F12 e selezionando Riavvia o selezionando controllo alimentazione >
Imposta ripristino alimentazione.

Durante il riavvio, premere F11 per selezionare le opzioni di avvio e caricare il bundle del firmware di
calcolo. Potrebbe essere necessario premere F11 alcune volte prima che venga visualizzato il menu di
avvio.

Viene visualizzata la seguente schermata:

ISOLINUX 6.84 6.84-prel ETCD Copyright (C) 1994-2815 H
Enber Linux Inzstal lation LiveCh

Enter to boot: Fl for kernels FE for option:

Booting enber
boot

Nella schermata precedente, premere Invio. A seconda della rete in uso, potrebbero essere necessari
alcuni minuti dopo aver premuto Invio per I'avvio dell’aggiornamento.

Alcuni aggiornamenti del firmware potrebbero causare la disconnessione della console e/o
la disconnessione della sessione sul BMC. E possibile accedere nuovamente a BMC,

@ tuttavia alcuni servizi, come la console, potrebbero non essere disponibili a causa degli
aggiornamenti del firmware. Una volta completati gli aggiornamenti, il nodo esegue un
riavvio a freddo, che puo richiedere circa cinque minuti.

Accedere nuovamente all’interfaccia utente BMC e selezionare System per verificare la versione del BIOS
e il tempo di creazione dopo I'avvio del sistema operativo. Se I'aggiornamento & stato completato
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correttamente, vengono visualizzate le nuove versioni di BIOS e BMC.

(D La versione del BIOS non mostrera la versione aggiornata fino a quando il nodo non avra
completato I'avvio.

15. Se il nodo fa parte di un cluster, completare la procedura riportata di seguito. Se si tratta di un nodo
standalone, non sono necessarie ulteriori azioni.

a. Accedere al client Web di VMware vCenter.

b. Portare I'host fuori dalla modalita di manutenzione. Potrebbe essere visualizzato un segnale d’allarme
disconnesso. Attendere che tutti gli stati siano cancellati.

c. Accendere tutte le macchine virtuali rimanenti che sono state spente.

Aggiornare il firmware sui nodi H610C/H615C

| passaggi variano a seconda che il nodo sia standalone o parte di un cluster. La procedura pud richiedere
circa 25 minuti e comprende lo spegnimento del nodo, il caricamento del bundle del firmware di calcolo,
I'aggiornamento dei dispositivi e la riaccensione del nodo dopo I'aggiornamento.

Fasi

1. Se il nodo fa parte di un cluster, metterlo in modalita di manutenzione come indicato di seguito. In caso
contrario, passare alla fase 2.

a. Accedere al client Web di VMware vCenter.

b. Fare clic con il pulsante destro del mouse sul nome dell’host (nodo di calcolo) e selezionare
Maintenance Mode (modalita di manutenzione) > Enter Maintenance Mode (attiva modalita di
manutenzione).

c. Selezionare OK. Le VM sull’host verranno migrate su un altro host disponibile. La migrazione delle
macchine virtuali puo richiedere tempo a seconda del numero di macchine virtuali da migrare.

(D Prima di procedere, assicurarsi che tutte le macchine virtuali del’host vengano migrate.

2. Accedere all'interfaccia utente di BMC, https://BMCIP/#1login, dove BMC IP & I'indirizzo IP di BMC.
3. Accedere utilizzando le credenziali.
4. Selezionare Remote Control > Launch KVM (Java).

5. Nella finestra della console, selezionare Media > Virtual Media Wizard.
[ Miewer |QCTDRCARTSEERSC cobyy
| Yideo Eeyboard Mogse (b .ﬁ] Haytoornd | ayoist

] Wirtual Media Wirard...

TBE} - O fps
foo Record  Powed  Active Users

6. Selezionare Sfoglia e selezionare il file del firmware di elaborazione . iso.

7. Selezionare Connect. Viene visualizzata una finestra a comparsa che indica il successo, insieme al
percorso e al dispositivo visualizzati in basso. E possibile chiudere la finestra Virtual Media.
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8. Riavviare il nodo premendo F12 e selezionando Riavvia o selezionando controllo alimentazione >
Imposta ripristino alimentazione.

9. Durante il riavvio, premere F11 per selezionare le opzioni di avvio e caricare il bundle del firmware di
calcolo.

10. Selezionare AMI Virtual CDROM dall’'elenco visualizzato e selezionare Invio. Se nell’elenco non viene

visualizzato AMI Virtual CDROM, accedere al BIOS e attivarlo nell’elenco di avvio. Il nodo viene riavviato

dopo il salvataggio. Durante il riavvio, premere F11.

11. Nella schermata visualizzata, selezionare Invio.

Alcuni aggiornamenti del firmware potrebbero causare la disconnessione della console e/o
la disconnessione della sessione sul BMC. E possibile accedere nuovamente a BMC,

@ tuttavia alcuni servizi, come la console, potrebbero non essere disponibili a causa degli
aggiornamenti del firmware. Una volta completati gli aggiornamenti, il nodo esegue un
riavvio a freddo, che puod richiedere circa cinque minuti.

12. Se ci si disconnette dalla console, selezionare Remote Control e selezionare Launch KVM or Launch
KVM (Java) per riconnettersi e verificare quando il nodo ha terminato il backup. Potrebbero essere
necessarie piu riconnessione per verificare che il nodo sia stato avviato correttamente.
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13.

14.

15.

@ Durante il processo di accensione, per circa cinque minuti, la console KVM visualizza
Nessun segnale.

Una volta acceso il nodo, selezionare Dashboard > Device Information > More info (pannello di controllo
> informazioni dispositivo > ulteriori informazioni) per verificare le versioni del BIOS e del BMC. Vengono
visualizzate le versioni aggiornate del BIOS e di BMC. La versione aggiornata del BIOS non viene
visualizzata fino a quando il nodo non si € avviato completamente.

Se il nodo é stato impostato in modalita di manutenzione, dopo I'avvio del nodo in ESXi, fare clic con il
pulsante destro del mouse sul nome dell’host (nodo di calcolo) e selezionare modalita di manutenzione >
Esci dalla modalita di manutenzione, quindi eseguire nuovamente la migrazione delle macchine virtuali
nell’host.

In vCenter, con il nome host selezionato, configurare e verificare la versione del BIOS.

Trova ulteriori informazioni

"Plug-in NetApp Element per server vCenter"

"Pagina delle risorse NetApp HCI"

Aggiorna i componenti vSphere per un sistema NetApp HCI
con il plug-in Element per vCenter Server

Quando si aggiornano i componenti VMware vSphere dell’installazione di NetApp HCI, &
necessario eseguire alcuni passaggi aggiuntivi per il plug-in Element per vCenter Server.

Fasi

1.

N o g &

Per gli aggiornamenti vCSA, "chiaro" le impostazioni QoSSIOC nel plug-in (Configurazione NetApp
Element > Impostazioni QoSSIOC). Il campo Stato QoSSIOC viene visualizzato Not Configured al
termine del processo.

Per gli aggiornamenti vCSA e Windows, "annulla registrazione" il plug-in di vCenter Server a cui &
associato utilizzando I'utility di registrazione.

"Aggiornamento di vSphere, inclusi vCenter Server, ESXi, VM e altri componenti VMware".

Quando si esegue I'aggiornamento a VMware vCenter Server 7.0 U3, il plug-in Element non
@ viene implementato. Per risolvere questo problema utilizzando Spring Framework 4, vedere
"Questo articolo della Knowledge base".

Quando si aggiorna ESXi per i nodi di calcolo per un "cluster a due nodi", aggiornare solo un
nodo di calcolo alla volta in modo che solo un nodo testimone sia temporaneamente non
disponibile e che sia possibile mantenere il quorum del cluster.

"Registrati" Il plug-in Element per vCenter Server con vCenter.
"Aggiungere cluster" utilizzando il plug-in.
"Configurare le impostazioni QoSSIOC" utilizzando il plug-in.

"Abilitare QoSSIOC" per tutti i datastore controllati dal plug-in.

Trova ulteriori informazioni
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* "Plug-in NetApp Element per server vCenter"
 "Pagina delle risorse NetApp HCI"

+ "Report tecnico sul cluster di storage a due nodi NetApp HCI"

291


https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/hybrid-cloud/hci-documentation/
https://www.netapp.com/pdf.html?item=/media/9489-tr-4823.pdf

Espandere il sistema NetApp HCI

Panoramica dell’espansione

Puoi espandere il tuo sistema NetApp HCI utilizzando il controllo del cloud ibrido NetApp.
E possibile espandere le risorse di storage o di calcolo separatamente o allo stesso
tempo.

| nodi storage H610S nuovi e spare potrebbero avere requisiti di installazione aggiuntivi in base
alla versione software Element esistente del cluster di storage. Per ulteriori informazioni,
contatta il supporto NetApp.

Dopo aver installato il nodo nello chassis NetApp HCI, si utilizza il controllo del cloud ibrido NetApp per
configurare NetApp HCI in modo che utilizzi le nuove risorse. NetApp HCI rileva la configurazione di rete
esistente e offre opzioni di configurazione all’interno delle reti e delle VLAN esistenti, se presenti.

Se linstallazione ¢ stata recentemente ampliata e le nuove risorse non sono state aggiunte
@ automaticamente alla configurazione, potrebbe essere necessario aggiungerle manualmente.
Vedere "Panoramica del nodo di gestione".

NetApp HCI utilizza la compatibilita vMotion avanzata di VMware per garantire la funzionalita vMotion in
presenza di nodi di calcolo con diverse generazioni di CPU nel cluster vSphere. Quando € necessario un EVC
per 'espansione, NetApp HCI lo abilita automaticamente ogni volta che € possibile.

Nelle seguenti situazioni, potrebbe essere necessario modificare manualmente le impostazioni EVC nel client
vSphere per completare I'espansione:

* | nodi di calcolo esistenti hanno una generazione di CPU piu recente rispetto ai nodi di calcolo che si sta
tentando di aggiungere.
* L’istanza vCenter di controllo non supporta il livello EVC richiesto.

* | nodi di calcolo che si sta tentando di aggiungere hanno una generazione di CPU precedente rispetto
allimpostazione EVC dell’istanza vCenter di controllo.

Quando si espandono le risorse di calcolo o storage NetApp HCI nel motore di implementazione
@ NetApp, € necessario connettersi all’istanza di vCenter che gestisce i nodi di calcolo NetApp
HCI esistenti.

Trova ulteriori informazioni

« "Espandere le risorse di calcolo di NetApp HCI"

« "Espandere le risorse di storage NetApp HCI"

+ "Espandere le risorse di calcolo e storage NetApp HCI contemporaneamente”
+ "Pagina delle risorse NetApp HCI"

* "Plug-in NetApp Element per server vCenter"
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Espandere le risorse di storage NetApp HCI

Al termine dell'implementazione di NetApp HCI, puoi espandere e configurare le risorse
di storage NetApp HCI utilizzando il controllo del cloud ibrido NetApp.

Di cosa hai bisogno

* Assicurarsi di disporre di indirizzi IPv4 liberi e inutilizzati sullo stesso segmento di rete dei nodi esistenti
(ciascun nuovo nodo deve essere installato sulla stessa rete dei nodi esistenti del suo tipo).

« Assicurarsi di disporre di uno dei seguenti tipi di account cluster di storage SolidFire:

o L'account amministratore nativo creato durante la distribuzione iniziale

> Un account utente personalizzato con autorizzazioni Cluster Admin, Drives, Volumes e Node
» Assicurarsi di aver eseguito le seguenti azioni con ogni nuovo nodo:

o Installato il nuovo nodo nello chassis NetApp HCI seguendo la procedura descritta in "istruzioni per
linstallazione".

> Collegato e acceso al nuovo nodo

* Assicurarsi di disporre dell'indirizzo IPv4 di gestione di un nodo di storage gia installato. L'indirizzo IP si
trova nella scheda Gestione NetApp Element > cluster > nodi del plug-in NetApp Element per vCenter
Server.

« Assicurarsi che ogni nuovo nodo utilizzi la stessa topologia di rete e lo stesso cablaggio dei cluster di
calcolo o di storage esistenti.

Quando si espandono le risorse di storage, la capacita di storage deve essere suddivisa in
modo uniforme in tutti gli chassis per ottenere la massima affidabilita.

Fasi
1. Aprire l'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:

https://<ManagementNodeIP>

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

3. Selezionare Espandi nell’angolo superiore destro dell’interfaccia.
Il browser apre NetApp Deployment Engine.

4. Accedere al motore di implementazione NetApp fornendo le credenziali di amministratore del cluster di
storage NetApp HCI locale.

@ Non & possibile accedere utilizzando le credenziali Lightweight Directory Access Protocol.

5. Nella pagina Benvenuto, selezionare No e selezionare continua.

6. Nella pagina inventario disponibile, selezionare i nodi di archiviazione che si desidera aggiungere e
selezionare continua.

7. Nella pagina Impostazioni di rete, alcune informazioni di rete sono state rilevate dalla distribuzione
iniziale. Ogni nuovo nodo di storage viene elencato in base al numero di serie ed € necessario assegnarvi
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le nuove informazioni di rete. Per ogni nuovo nodo di storage, attenersi alla seguente procedura:

a. Nome host: Se NetApp HCI ha rilevato un prefisso di denominazione, copiarlo dal campo prefisso di
denominazione rilevato e inserirlo come prefisso per il nuovo nome host univoco aggiunto nel campo
Nome host.

b. Management Address (Indirizzo di gestione): Immettere un indirizzo IP di gestione per il nuovo nodo
di storage all'interno della subnet della rete di gestione.

c. Storage (iSCSI) IP Address (Indirizzo IP storage (iSCSI)): Inserire un indirizzo IP iSCSI per il nuovo
nodo di storage all’interno della subnet di rete iSCSI.

d. Selezionare continua.

@ NetApp HCI potrebbe impiegare del tempo per convalidare gli indirizzi IP immessi. lI
pulsante continua diventa disponibile al termine della convalida dell’'indirizzo IP.

8. Nella pagina Review della sezione Network Settings (Impostazioni di rete), i nuovi nodi vengono
visualizzati in grassetto. Per apportare modifiche in qualsiasi sezione, procedere come segue:

a. Selezionare Modifica per la sezione.
b. Al termine, selezionare continua su tutte le pagine successive per tornare alla pagina Riepil.
9. Opzionale: Se non si desidera inviare statistiche del cluster e informazioni di supporto ai server Active 1Q
in hosting NetApp, deselezionare la casella di controllo finale.

In questo modo si disattiva il monitoraggio diagnostico e dello stato di salute in tempo reale per NetApp
HCI. La disattivazione di questa funzione elimina la possibilita per NetApp di supportare e monitorare in
modo proattivo NetApp HCI per rilevare e risolvere i problemi prima che la produzione ne risenta.

10. Selezionare Aggiungi nodi.

E possibile monitorare 'avanzamento mentre NetApp HCI aggiunge e configura le risorse.

11. Opzionale: Verificare che i nuovi nodi di storage siano visibili nel plug-in Element per vCenter Server.

Se si € espanso un cluster di storage a due nodi a quattro o piu nodi, la coppia di nodi di
controllo utilizzati in precedenza dal cluster di storage rimane visibile come macchine virtuali

@ in standby in vSphere. Il cluster storage appena espanso non li utilizza; per recuperare le
risorse VM, & possibile utilizzare le macchine virtuali "rimuovere manualmente"del nodo di
controllo.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Espandere le risorse di calcolo di NetApp HCI

Una volta completata I'implementazione di NetApp HCI, puoi espandere e configurare le
risorse di calcolo di NetApp HCI utilizzando il controllo del cloud ibrido NetApp.

Di cosa hai bisogno
« Assicurarsi che I'istanza vSphere di NetApp HCI utilizzi la licenza vSphere Enterprise Plus se si sta
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espandendo un’implementazione con Virtual Distributed Switch.

« Assicurarsi che nessuna delle istanze vCenter o vSphere in uso con NetApp HCI disponga di licenze
scadute.

* Assicurarsi di disporre di indirizzi IPv4 liberi e inutilizzati sullo stesso segmento di rete dei nodi esistenti
(ciascun nuovo nodo deve essere installato sulla stessa rete dei nodi esistenti del suo tipo).

« Assicurarsi di disporre delle credenziali dell’account amministratore vCenter.
« Assicurarsi di aver eseguito le seguenti azioni con ogni nuovo nodo:

o Installato il nuovo nodo nello chassis NetApp HCI seguendo la procedura descritta in "istruzioni per
l'installazione".

> Collegato e acceso al nuovo nodo

» Assicurarsi che ogni nuovo nodo utilizzi la stessa topologia di rete e lo stesso cablaggio dei cluster di
calcolo o di storage esistenti.

Fasi
1. Aprire I'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:

https://<ManagementNodeIP>

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

3. Selezionare Espandi nell’angolo superiore destro dell’interfaccia.
Il browser apre NetApp Deployment Engine.

4. Accedere al motore di implementazione NetApp fornendo le credenziali di amministratore del cluster di
storage NetApp HCI locale.

@ Non & possibile accedere utilizzando le credenziali Lightweight Directory Access Protocol.

5. Nella pagina Benvenuto, selezionare Si e selezionare continua.

6. Nella pagina licenza per I'utente finale, leggere il Contratto di licenza per 'utente finale VMware e
selezionare Accetto per accettare i termini e selezionare continua.

7. Nella pagina vCenter, completare la seguente procedura:

a. Immettere un indirizzo FQDN o IP e le credenziali di amministratore per l'istanza di vCenter associata
all'installazione di NetApp HCI.

b. Selezionare continua.

c. Selezionare un data center vSphere in cui si desidera aggiungere i nodi di calcolo oppure selezionare
Crea nuovo data center per aggiungere i nodi di calcolo a un nuovo data center.

@ Se si seleziona Crea nuovo data center, il campo Cluster viene compilato
automaticamente.

d. Se ¢ stato selezionato un data center esistente, selezionare un cluster vSphere a cui associare i nuovi
nodi di calcolo.
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1.

12.
13.

14.
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Se NetApp HCI non riconosce le impostazioni di rete del cluster selezionato per

@ I'espansione, assicurarsi che il mapping vmkernel e vmnic per le reti di gestione, storage
e vMotion sia impostato sui valori predefiniti di implementazione. Per ulteriori
informazioni, vedere "modifiche di rete supportate" .

e. Selezionare continua.

. Nella pagina credenziali ESXi, immettere una password radice ESXi per il nodo di calcolo o i nodi che si

desidera aggiungere.
Utilizzare la stessa password creata durante la distribuzione iniziale di NetApp HCI.

Selezionare continua.

Se é stato creato un nuovo cluster di data center vSphere, nella pagina topologia di rete, selezionare una
topologia di rete che corrisponda ai nuovi nodi di calcolo che si stanno aggiungendo.

@ Selezionare I'opzione due cavi solo se i nodi di calcolo utilizzano la topologia a due cavi e
l'implementazione NetApp HCI esistente € configurata con ID VLAN.

Nella pagina inventario disponibile, selezionare i nodi che si desidera aggiungere all’installazione di
NetApp HCI esistente.

Per alcuni nodi di calcolo, potrebbe essere necessario abilitare EV al livello piu elevato
supportato dalla versione di vCenter prima di poterli aggiungere all’'installazione. E

@ necessario utilizzare il client vSphere per abilitare EVC per questi nodi di calcolo. Una volta
attivata, aggiornare la pagina Inventory e provare ad aggiungere nuovamente i nodi di
calcolo.

Selezionare continua.

Opzionale: Se & stato creato un nuovo cluster di data center vSphere, nella pagina Impostazioni di rete,
importare le informazioni di rete da un’implementazione NetApp HCI esistente selezionando la casella di
controllo Copia impostazione da un cluster esistente.

In questo modo vengono inserite le informazioni predefinite relative al gateway e alla subnet per ciascuna
rete.

Nella pagina Impostazioni di rete, alcune informazioni di rete sono state rilevate dalla distribuzione
iniziale. Ogni nuovo nodo di calcolo viene elencato in base al numero di serie ed € necessario assegnarvi
nuove informazioni di rete. Per ogni nuovo nodo di calcolo, completare i seguenti passaggi:

a. Nome host: Se NetApp HCI ha rilevato un prefisso di denominazione, copiarlo dal campo prefisso di
denominazione rilevato e inserirlo come prefisso per il nuovo nome host.

b. Management IP Address (Indirizzo IP di gestione): Immettere un indirizzo IP di gestione per il nuovo
nodo di calcolo che si trova nella subnet della rete di gestione.

c. VMotion IP Address (Indirizzo IP vMotion): Immettere un indirizzo IP vMotion per il nuovo nodo di
calcolo all'interno della subnet di rete vMotion.

d. ISCSI A - Indirizzo IP: Inserire un indirizzo IP per la prima porta iSCSI del nodo di calcolo presente
nella subnet di rete iISCSI.

e. ISCSI B - Indirizzo IP: Inserire un indirizzo IP per la seconda porta iSCSI del nodo di calcolo che si
trova nella subnet di rete iSCSI

f. Selezionare continua.



15. Nella pagina Review della sezione Network Settings (Impostazioni di rete), i nuovi nodi vengono
visualizzati in grassetto. Per apportare modifiche in qualsiasi sezione, procedere come segue:

a. Selezionare Modifica per la sezione.
b. Al termine, selezionare continua su tutte le pagine successive per tornare alla pagina Rivedi.
16. Opzionale: Se non si desidera inviare statistiche del cluster e informazioni di supporto ai server SolidFire
Active 1Q in hosting NetApp, deselezionare la casella di controllo finale.

In questo modo si disattiva il monitoraggio diagnostico e dello stato di salute in tempo reale per NetApp
HCI. La disattivazione di questa funzione elimina la possibilita per NetApp di supportare e monitorare in
modo proattivo NetApp HCI per rilevare e risolvere i problemi prima che la produzione ne risenta.

17. Selezionare Aggiungi nodi.
E possibile monitorare 'avanzamento mentre NetApp HCI aggiunge e configura le risorse.

18. Opzionale: Verificare che i nuovi nodi di calcolo siano visibili in VMware vSphere Web Client.

Trova ulteriori informazioni

« "Pagina delle risorse NetApp HCI"
« "Istruzioni per l'installazione e la configurazione dei nodi di calcolo e storage NetApp HCI"

+ "VMware Knowledge base: Supporto avanzato del processore vMotion Compatibility (EVC)"

Espandere le risorse di calcolo e storage NetApp HCI
contemporaneamente

Una volta completata I'implementazione di NetApp HCI, puoi espandere e configurare le
risorse di calcolo e storage di NetApp HCI contemporaneamente utilizzando il controllo
del cloud ibrido di NetApp.

Di cosa hai bisogno

* Assicurarsi che I'istanza vSphere di NetApp HCI utilizzi la licenza vSphere Enterprise Plus se si sta
espandendo un’implementazione con Virtual Distributed Switch.

« Assicurarsi che nessuna delle istanze vCenter o vSphere in uso con NetApp HCI disponga di licenze
scadute.

« Assicurarsi di disporre delle credenziali dell’account amministratore vCenter.

* Assicurarsi di disporre di indirizzi IPv4 liberi e inutilizzati sullo stesso segmento di rete dei nodi esistenti
(ciascun nuovo nodo deve essere installato sulla stessa rete dei nodi esistenti del suo tipo).

« Assicurarsi di disporre di uno dei seguenti tipi di account cluster di storage SolidFire:

o L'account amministratore nativo creato durante la distribuzione iniziale

o Un account utente personalizzato con autorizzazioni Cluster Admin, Drives, Volumes e Node
 Assicurarsi di aver eseguito le seguenti azioni con ogni nuovo nodo:

o Installato il nuovo nodo nello chassis NetApp HCI seguendo la procedura descritta in "istruzioni per
l'installazione".

> Collegato e acceso al nuovo nodo
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« Assicurarsi di disporre dell’indirizzo IPv4 di gestione di un nodo di storage gia installato. L'indirizzo IP si
trova nella scheda Gestione NetApp Element > cluster > nodi del plug-in NetApp Element per vCenter
Server.

» Assicurarsi che ogni nuovo nodo utilizzi la stessa topologia di rete e lo stesso cablaggio dei cluster di
calcolo o di storage esistenti.

A proposito di questa attivita

« E possibile combinare il nodo di calcolo H410C con i nodi di calcolo e storage NetApp HCI esistenti nello
stesso chassis e cluster.

* Non ¢ possibile combinare nodi di calcolo e nodi di calcolo abilitati per BPU nello stesso cluster. Se si
seleziona un nodo di calcolo abilitato alla GPU, i nodi di calcolo solo CPU diventano non selezionabili e
viceversa.

» Se si aggiungono nodi di calcolo con generazioni di CPU diverse dalla generazione della CPU dei nodi di
calcolo esistenti e 'opzione Enhanced vMotion Compatibility (EVC) & disattivata sull'istanza di vCenter di
controllo, &€ necessario attivare EVC prima di procedere. Cio garantisce la funzionalita vMotion al termine
dell’espansione.

Fasi
1. Aprire I'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:

https://<ManagementNodeIP>

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

3. Selezionare Espandi nell’angolo superiore destro dell’interfaccia.
Il browser apre NetApp Deployment Engine.

4. Accedere al motore di implementazione NetApp fornendo le credenziali di amministratore del cluster di
storage NetApp HCI locale.

@ Non & possibile accedere utilizzando le credenziali Lightweight Directory Access Protocol.

5. Nella pagina Benvenuto, selezionare Si e selezionare continua.

6. Nella pagina licenza per I'utente finale, leggere il Contratto di licenza per I'utente finale VMware e
selezionare Accetto per accettare i termini e selezionare continua.

7. Nella pagina vCenter, completare la seguente procedura:

a. Immettere un indirizzo FQDN o IP e le credenziali di amministratore per l'istanza di vCenter associata
all'installazione di NetApp HCI.

b. Selezionare continua.

c. Selezionare un data center vSphere in cui si desidera aggiungere i nodi di calcolo oppure selezionare
Crea nuovo data center per aggiungere i nodi di calcolo a un nuovo data center.

@ Se si seleziona Create New Datacenter (Crea nuovo data center), il campo Cluster
viene compilato automaticamente.

d. Se ¢ stato selezionato un data center esistente, selezionare un cluster vSphere a cui associare i nuovi
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10.

1.

12.
13.

14.

nodi di calcolo.

Se NetApp HCI non riconosce le impostazioni di rete del cluster selezionato per

@ I'espansione, assicurarsi che il mapping vmkernel e vmnic per le reti di gestione, storage
e vMotion sia impostato sui valori predefiniti di implementazione. Per ulteriori
informazioni, vedere "modifiche di rete supportate" .

e. Selezionare continua.
Nella pagina credenziali ESXi, immettere una password radice ESXi per il nodo di calcolo o i nodi che si
desidera aggiungere.

Utilizzare la stessa password creata durante la distribuzione iniziale di NetApp HCI.

Selezionare continua.

Se é stato creato un nuovo cluster di data center vSphere, nella pagina topologia di rete, selezionare una
topologia di rete che corrisponda ai nuovi nodi di calcolo che si stanno aggiungendo.

@ Selezionare I'opzione due cavi solo se i nodi di calcolo utilizzano la topologia a due cavi e
l'implementazione NetApp HCI esistente € configurata con ID VLAN.

Nella pagina inventario disponibile, selezionare i nodi di archiviazione e calcolo che si desidera
aggiungere e selezionare continua.

Per alcuni nodi di calcolo, potrebbe essere necessario abilitare EV al livello piu elevato
supportato dalla versione di vCenter prima di poterli aggiungere all’'installazione. E

@ necessario utilizzare il client vSphere per abilitare EVC per questi nodi di calcolo. Una volta
attivata, aggiornare la pagina Inventory e provare ad aggiungere nuovamente i nodi di
calcolo.

Selezionare continua.

Opzionale: Se ¢ stato creato un nuovo cluster di data center vSphere, nella pagina Impostazioni di rete,
importare le informazioni di rete da un’implementazione NetApp HCI esistente selezionando la casella di
controllo Copia impostazione da un cluster esistente.

In questo modo vengono inserite le informazioni predefinite relative al gateway e alla subnet per ciascuna
rete.

Nella pagina Impostazioni di rete, alcune informazioni di rete sono state rilevate dalla distribuzione
iniziale. Ogni nuovo nodo di storage viene elencato in base al numero di serie ed &€ necessario assegnarvi
le nuove informazioni di rete. Per ogni nuovo nodo di storage, attenersi alla seguente procedura:

a. Nome host: Se NetApp HCI ha rilevato un prefisso di denominazione, copiarlo dal campo prefisso di
denominazione rilevato e inserirlo come prefisso per il nuovo nome host univoco aggiunto nel campo
Nome host.

b. Management Address (Indirizzo di gestione): Immettere un indirizzo IP di gestione per il nuovo nodo
di storage allinterno della subnet della rete di gestione.

c. Storage (iSCSI) IP Address (Indirizzo IP storage (iSCSI)): Inserire un indirizzo IP iSCSI per il nuovo
nodo di storage all’interno della subnet di rete iSCSI.

d. Selezionare continua.
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@ NetApp HCI potrebbe impiegare del tempo per convalidare gli indirizzi IP immessi. Il
pulsante continua diventa disponibile al termine della convalida dell’indirizzo IP.

15. Nella pagina Review della sezione Network Settings (Impostazioni di rete), i nuovi nodi vengono
visualizzati in grassetto. Per apportare modifiche in qualsiasi sezione, procedere come segue:

a. Selezionare Modifica per la sezione.
b. Al termine, selezionare continua su tutte le pagine successive per tornare alla pagina Riepil.
16. Opzionale: Se non si desidera inviare statistiche del cluster e informazioni di supporto ai server Active IQ
in hosting NetApp, deselezionare la casella di controllo finale.

In questo modo si disattiva il monitoraggio diagnostico e dello stato di salute in tempo reale per NetApp
HCI. La disattivazione di questa funzione elimina la possibilita per NetApp di supportare e monitorare in
modo proattivo NetApp HCI per rilevare e risolvere i problemi prima che la produzione ne risenta.

17. Selezionare Aggiungi nodi.

E possibile monitorare I'avanzamento mentre NetApp HCI aggiunge e configura le risorse.

18. Opzionale: Verificare che i nuovi nodi siano visibili in VMware vSphere Web Client (per i nodi di calcolo) o
nel plug-in Element per vCenter Server (per i nodi di storage).

Se si € espanso un cluster di storage a due nodi a quattro o piu nodi, la coppia di nodi di
controllo utilizzati in precedenza dal cluster di storage rimane visibile come macchine virtuali

@ in standby in vSphere. Il cluster storage appena espanso non li utilizza; per recuperare le
risorse VM, & possibile utilizzare le macchine virtuali "rimuovere manualmente"del nodo di
controllo.

Trova ulteriori informazioni

» "Pagina delle risorse NetApp HCI"
* "Plug-in NetApp Element per server vCenter"
« "Istruzioni per l'installazione e la configurazione dei nodi di calcolo e storage NetApp HCI"

* "VMware Knowledge base: Supporto avanzato del processore vMotion Compatibility (EVC)"

Rimuovere i nodi di controllo dopo I’espansione del cluster

Dopo aver espanso un cluster di storage a due nodi in quattro o piu nodi, & possibile
eliminare la coppia di nodi di controllo per liberare risorse di calcolo nell’installazione di
NetApp HCI. I nodi di controllo utilizzati in precedenza dal cluster di storage sono ancora
visibili come macchine virtuali in standby (VM) in vSphere Web Client.

A proposito di questa attivita

I nodi di controllo non sono richiesti nei cluster con piu di quattro nodi di storage. Questa procedura e
facoltativa se si desidera liberare CPU e memoria dopo aver espanso il cluster a due nodi a quattro o piu nodi.

Verificare che non vengano segnalati errori o guasti del cluster. E possibile trovare informazioni
sugli avvisi di sistema selezionando rapporti > Avvisi nel punto di estensione Gestione NetApp
Element in vSphere.
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Fasi

1. Da vSphere, accedere al punto di estensione della gestione NetApp Element dalla scheda Collegamenti o
dal pannello laterale.

2. Selezionare Gestione NetApp Element > cluster > nodi.

NetApp Element Management
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3. Selezionare la casella di controllo relativa al nodo testimone che si desidera eliminare e selezionare azioni
> Rimuovi.

Confermare I'azione nel prompt.

Selezionare host e cluster.

Accedere alla VM del nodo di controllo rimossa in precedenza.

Fare clic con il pulsante destro del mouse sulla macchina virtuale e spegnerla.

Fare clic con il pulsante destro del mouse sulla macchina virtuale spenta e selezionare Elimina da disco.

© © N o o &

Confermare I'azione nel prompt.

Trova ulteriori informazioni

+ "Cluster di storage a due nodi NetApp HCI | TR-4823"
* "Plug-in NetApp Element per server vCenter"
» "Pagina delle risorse NetApp HCI"

« "Centro di documentazione software SolidFire ed Element"
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USA Rancher su NetApp HCI
Panoramica di Rancher on NetApp HCI

Rancher & uno stack software completo per i team che adottano i container. Rancher
affronta le sfide operative e di sicurezza legate alla gestione di piu cluster Kubernetes in
diverse infrastrutture, fornendo al contempo ai team DevOps strumenti integrati per
I'esecuzione di workload containerizzati.

L'implementazione di Rancher su NetApp HCI implementa il piano di controllo Rancher, noto anche come
server Rancher, e consente di creare cluster Kubernetes on-premise. Implementa il piano di controllo Rancher
utilizzando il NetApp Hybrid Cloud Control.

Dopo I'implementazione, utilizzando il piano di controllo Rancher, & possibile eseguire il provisioning, la
gestione e il monitoraggio dei cluster Kubernetes utilizzati dai team di sviluppo e operazioni. | team di sviluppo
e operazioni possono utilizzare Rancher per eseguire attivita su cluster di utenti che risiedono su NetApp HCI,
un provider di cloud pubblico o qualsiasi altra infrastruttura abilitata da Rancher.

Vantaggi di Rancher su NetApp HCI

« Facilita di installazione: Non & necessario imparare a installare e configurare Rancher. E possibile
implementare un’implementazione basata su modelli, sviluppata congiuntamente da NetApp HCl e
Rancher.

» Gestione del ciclo di vita: In un’implementazione manuale di Rancher, gli aggiornamenti per I'applicazione
server Rancher o per il cluster RKE (Rancher Kubernetes Engine) non sono automatizzati. Rancher su
NetApp HCI offre la possibilita di aggiornare il cluster di gestione, che include il server Rancher e RKE.

Cosa puoi fare con Rancher su NetApp HCI
Con Rancher su NetApp HCI, puoi:

* Implementa servizi tra cloud provider e cloud privato.

» Porta le app e i dati su un’architettura di cloud ibrido indipendentemente dalla posizione del cloud senza
compromettere gli accordi sul livello di servizio.

» Accelera le applicazioni native del cloud.
» Centralizzare la gestione di piu cluster (nuovi ed esistenti).

» Orchestrazione di applicazioni basate su Kubernetes nel cloud ibrido.

Opzione di supporto tecnico

L'utilizzo di Rancher su NetApp HCI e Kubernetes software open-source include implementazione e utilizzo
gratuiti. Le chiavi di licenza non sono richieste.

E possibile scegliere un’opzione NetApp Rancher Support per ottenere il supporto Enterprise Rancher basato
su core.

Il supporto Rancher non € incluso nel contratto NetApp Support Edge. Per le opzioni, contatta il

reparto vendite NetApp o il tuo rivenditore. Se acquisti il supporto Rancher da NetApp, riceverai
un’e-mail con le istruzioni.
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Rancher su architettura e componenti NetApp HCI

Ecco una panoramica dei vari componenti di Rancher su NetApp HCI:

5
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» Controllo del cloud ibrido NetApp: Questa interfaccia consente di implementare Rancher su software
NetApp HCI e NetApp Element, richiesti per Rancher su NetApp HCI.

E possibile utilizzare NetApp Hybrid Cloud Control anche per aggiornare i servizi di
gestione, espandere il sistema, raccogliere i registri e monitorare l'installazione.

« Servizi di gestione: | servizi di gestione vengono eseguiti sul nodo di gestione e consentono di
implementare Rancher su NetApp HCI utilizzando il controllo del cloud ibrido NetApp.

 Cluster di gestione: Rancher su NetApp HCI implementa tre macchine virtuali sul cluster di gestione
Rancher, che & possibile vedere utilizzando il controllo del cloud ibrido NetApp, vCenter Server o
l'interfaccia utente Rancher. Le macchine virtuali del cluster di gestione ospitano il server Rancher,
Rancher Kubernetes Engine (RKE) e il sistema operativo Linux.

Per ottenere le migliori performance e una maggiore sicurezza, prendere in considerazione
I'utilizzo di un cluster Kubernetes dedicato per il server di gestione Rancher. Non € consigliabile
eseguire i workload degli utenti sul cluster di gestione.

» User Clusters: | cluster di utenti Kubernetes a valle eseguono applicazioni e servizi. Qualsiasi cluster
implementato da Rancher o importato in Rancher & un cluster utente.

* Trident: Un catalogo Trident & disponibile per Rancher su NetApp HCI e viene eseguito nei cluster di
utenti. L'inclusione di questo catalogo semplifica 'implementazione di Trident nei cluster di utenti.

Trova ulteriori informazioni

* "Documentazione del rancher sull’architettura”
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» "Pagina delle risorse NetApp HCI"

Rancher sui concetti di NetApp HCI
Scopri i concetti di base relativi a Rancher su NetApp HCI.
» Server Rancher o piano di controllo: Il piano di controllo Rancher, talvolta chiamato server Rancher,

esegue il provisioning, la gestione e il monitoraggio dei cluster Kubernetes utilizzati dai team di sviluppo e
operazioni.

Cataloghi: | cataloghi sono repository GitHub o repository Helm Chart pieni di applicazioni pronte per
l'implementazione. Rancher offre la possibilita di utilizzare un catalogo di grafici Helm che semplificano
l'implementazione ripetuta delle applicazioni. Rancher include due tipi di cataloghi: Cataloghi globali
integrati e cataloghi personalizzati. Trident viene implementato come catalogo. Vedere "Documentazione
del rancher sui cataloghi”.

Cluster di gestione: Rancher su NetApp HCI implementa tre macchine virtuali sul cluster di gestione
Rancher, che & possibile vedere utilizzando Rancher, controllo cloud ibrido e plug-in vCenter. Le macchine
virtuali del cluster di gestione ospitano il server Rancher, il motore RKE Kubernetes Rancher e il sistema
operativo Linux.

» User Clusters: Questi cluster Kubernetes downstream eseguono le tue applicazioni e i tuoi servizi. Nelle
installazioni Kubernetes di Rancher, il cluster di gestione deve essere separato dai cluster degli utenti.
Qualsiasi cluster implementato da Rancher o importato in Rancher da un utente Rancher viene
considerato un cluster utente.

* Modello di nodo Rancher: Hybrid Cloud Control utilizza un modello di nodo Rancher per semplificare
limplementazione.

Vedere "Documentazione del rancher sui modelli di nodo".

Software Trident e concetti di storage persistente

Trident, un’applicazione nativa di Kubernetes, viene eseguita direttamente all'interno di un cluster Kubernetes.
Con Trident, gli utenti di Kubernetes (come sviluppatori, data scientist e amministratori di Kubernetes) possono
creare, gestire e interagire con volumi di storage persistenti nel formato standard di Kubernetes con cui hanno
gia familiarita. Con Trident, le soluzioni NetApp sono in grado di soddisfare le richieste di volumi persistenti dei
cluster Kubernetes.

Con Rancher, puoi utilizzare un volume persistente, che esiste indipendentemente da qualsiasi pod specifico e
con la sua durata. L'utilizzo di Trident per gestire le richieste di rimborso dei volumi persistenti (PVC) isola gli
sviluppatori che creano i pod dai dettagli di implementazione di livello inferiore dello storage a cui stanno
accedendo.

Quando un’applicazione containerizzata emette una richiesta di richiesta di volume persistente (PVC), Trident
esegue il provisioning dinamico dello storage in base ai parametri richiesti rispetto al livello di storage del
software NetApp Element in NetApp HCI.

Un catalogo Trident & disponibile per Rancher su NetApp HCI e viene eseguito nei cluster di utenti. Come
parte dellimplementazione di Rancher on NetApp HCI, un programma di installazione Trident € disponibile per
impostazione predefinita nel catalogo Rancher. L'inclusione di questo catalogo semplifica I'implementazione di
Trident nei cluster di utenti.

Vedere "Installare Trident con Rancher su NetApp HCI".
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Per ulteriori informazioni, visitare il sito Web "Documentazione di Trident" .

Trova ulteriori informazioni

« "Documentazione del rancher sull’architettura"
+ "La terminologia di Kubernetes per Rancher"

» "Pagina delle risorse NetApp HCI"

Requisiti per Rancher su NetApp HCI

Prima di installare Rancher su NetApp HCI, assicurarsi che 'ambiente e il sistema
NetApp HCI soddisfino questi requisiti.

Se si implementa accidentalmente Rancher su NetApp HCI con informazioni errate (ad esempio
un FQDN del server Rancher non corretto), non & possibile correggere I'implementazione senza

@ rimuoverla e ridistribuirla. Sara necessario rimuovere Rancher sull'istanza di NetApp HCl e
quindi ridistribuire Rancher su NetApp HCI dall’interfaccia utente di controllo del cloud ibrido
NetApp. Per ulteriori informazioni, vedere "Rimuovere un’installazione di Rancher su NetApp
HCI".

Requisiti dei nodi
« Assicurati che il tuo sistema NetApp HCI disponga di almeno tre nodi di calcolo; questo € necessario per la
piena resilienza. Rancher su NetApp HCI non & supportato nelle configurazioni solo storage.

* Assicurarsi che il datastore che si intende utilizzare per I'implementazione di Rancher su NetApp HCI
disponga di almeno 60 GB di spazio libero.

* Assicurarsi che il cluster NetApp HCI utilizzi i servizi di gestione versione 2.17 o successiva.

Dettagli del nodo

Rancher su NetApp HCI implementa un cluster di gestione a tre nodi.

Tutti i nodi hanno le seguenti caratteristiche:

VCPU RAM (GB) Disco (GB)
2 8 20

Requisiti di rete
« Assicurarsi che la rete che si intende implementare Rancher sul cluster di gestione NetApp HCI disponga
di un percorso verso la rete di gestione dei nodi.

» Rancher su NetApp HCI supporta gli indirizzi DHCP per il piano di controllo (server Rancher) e i cluster di
utenti, ma si consiglia di utilizzare indirizzi IP statici per gli ambienti di produzione. Assicurarsi di aver
allocato gli indirizzi IP statici necessari se si esegue I'implementazione in un ambiente di produzione.

o || server Rancher richiede tre indirizzi IP statici.

o Ogni cluster di utenti richiede un numero di indirizzi IP statici pari a quello dei nodi nel cluster. Ad
esempio, un cluster di utenti con quattro nodi richiede quattro indirizzi IP statici.
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o Se si prevede di utilizzare I'indirizzamento DHCP per il piano di controllo Rancher o i cluster di utenti,
assicurarsi che la durata del lease DHCP sia di almeno 24 ore.

» Se € necessario utilizzare un proxy HTTP per abilitare 'accesso a Internet per Rancher su NetApp HCI, &
necessario apportare una modifica pre-implementazione al nodo di gestione. Effettua I'accesso al nodo di
gestione utilizzando SSH e segui la "istruzioni" documentazione di Docker per aggiornare manualmente le
impostazioni proxy per Docker.

 Se si attiva e si configura un server proxy durante I'implementazione, i seguenti intervalli di indirizzi IP e
domini vengono aggiunti automaticamente alle impostazioni del server rancher noProxy:

127.0.0.0/8, 10.0.0.0/8, 172.16.0.0/12, 192.168.0.0/16, .svc,
.cluster.local

* Assicurarsi che il nodo di gestione possa utilizzare il servizio DNS per risolvere il nome host <any IP
address>.nip.io in un indirizzo IP. Si tratta del provider DNS utilizzato durante I'implementazione; se |l
nodo di gestione non riesce a risolvere questo URL, I'implementazione non riesce.

* Assicurarsi di aver impostato i record DNS per ciascun indirizzo IP statico necessario.

Requisiti di VMware vSphere

« Assicurarsi che l'istanza di VMware vSphere in uso sia la versione 6.5, 6.7 0 7.0.

« E possibile utilizzare una configurazione di rete vSphere Standard Switch (VSS), ma in tal caso, assicurarsi
che gli switch virtuali e gli host fisici utilizzati per le macchine virtuali Rancher possano accedere a tutti gli
stessi gruppi di porte, nello stesso modo in cui si garantirebbe per le macchine virtuali normali.

Considerazioni sull’implementazione
Si consiglia di prendere in esame le seguenti considerazioni:

* Tipi di implementazioni

o Implementazioni demo

o Implementazioni in produzione
» FQDN del rancher

Rancher su NetApp HCI non & resiliente agli errori dei nodi a meno che non si configuri un certo
tipo di bilanciamento del carico di rete. Come soluzione semplice, creare una voce DNS round
robin per i tre indirizzi IP statici riservati al server Rancher. Queste voci DNS devono essere
risolte nellFQDN del server Rancher che verra utilizzato per accedere all’host del server
Rancher, che serve linterfaccia utente Web Rancher una volta completata 'implementazione.

Tipi di implementazioni
Puoi implementare Rancher su NetApp HCI nei seguenti modi:

* Implementazioni demo: Se DHCP ¢ disponibile nellambiente di implementazione di destinazione e si
desidera eseguire una dimostrazione della funzionalita Rancher on NetApp HCI, 'implementazione DHCP
€ piu sensata.

In questo modello di implementazione, I'interfaccia utente di Rancher & accessibile da ciascuno dei tre nodi
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del cluster di gestione.

Se l'organizzazione non utilizza DHCP, € comunque possibile provarlo utilizzando quattro indirizzi IP statici
allocati prima del’'implementazione, in modo simile a quanto si farebbe per un’implementazione in
produzione.

* Implementazioni in produzione: Per le implementazioni in produzione o quando DHCP non ¢ disponibile
nell’ambiente di implementazione di destinazione, &€ necessario un po' piu di lavoro di pre-
implementazione. Il primo passo consiste nell’ottenere tre indirizzi IP consecutivi. Immettere il primo
durante I'implementazione.

Si consiglia di utilizzare il bilanciamento del carico L4 o la configurazione DNS round-robin per gli ambienti
di produzione. Questo richiede un quarto indirizzo IP e una voce separata nella configurazione DNS.

o Bilanciamento del carico L4: Questa € una tecnica in cui una macchina virtuale o un container che
ospita un’applicazione come nginx € configurata per distribuire le richieste tra i tre nodi del cluster di
gestione.

o Round-robin DNS: Tecnica in cui viene configurato un singolo nome host nel sistema DNS che ruota
le richieste tra i tre host che formano il cluster di gestione.

FQDN del rancher

Linstallazione richiede I'assegnazione di un URL Rancher, che include il nome di dominio completo (FQDN,
Fully Qualified Domain Name) dell’host in cui verra servita I'interfaccia utente di Rancher al termine
dell'installazione.

In tutti i casi, l'interfaccia utente di Rancher & accessibile nel browser tramite il protocollo https (porta 443).
Le implementazioni in produzione richiedono un FQDN configurato in grado di bilanciare il carico tra i nodi del

cluster di gestione. Senza utilizzare FQDN e il bilanciamento del carico, 'ambiente non & resiliente ed & adatto
solo per ambienti demo.

Porte richieste

Assicurarsi che I'elenco delle porte nella sezione "Porte per nodi server Rancher su RKE" della sezione nodi
Rancher del sito ufficiale "Documentazione del rancher" sia aperto nella configurazione del firewall da e verso
i nodi che eseguono il server Rancher.

URL richiesti

| seguenti URL devono essere accessibili dagli host in cui si trova il piano di controllo Rancher:

URL Descrizione

https://charts.jetstack.io/ Integrazione di Kubernetes
https://releases.rancher.com/server-charts/stable Download del software Rancher
https://entropy.ubuntu.com/ Servizio di entropia Ubuntu per la generazione di

numeri casuali

https://raw.githubusercontent.com/vmware/cloud-init-  Aggiunte di VMware guest
vmware-guestinfo/v1.3.1/install.sh

https://download.docker.com/linux/ubuntu/gpg Chiave pubblica GPG Docker Ubuntu
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URL Descrizione
https://download.docker.com/linux/ubuntu Link per il download di Docker

https://hub.docker.com/ Docker Hub per NetApp Hybrid Cloud Control

Implementare Rancher su NetApp HCI

Per utilizzare Rancher nel tuo ambiente NetApp HCI, devi prima implementare Rancher
su NetApp HCI.

Prima di avviare la distribuzione, verificare lo spazio libero del datastore e Altro "Requisiti per
Rancher su NetApp HCI".

Il supporto Rancher non € incluso nel contratto NetApp Support Edge. Per le opzioni, contatta il
@ reparto vendite NetApp o il tuo rivenditore. Se acquisti il supporto Rancher da NetApp, riceverai
un’e-mail con le istruzioni.

Cosa succede quando si implementa Rancher su NetApp HCI?

L'implementazione prevede i seguenti passaggi, ciascuno descritto piu avanti:

« Utilizza NetApp Hybrid Cloud Control per avviare I'implementazione.
* L'implementazione di Rancher crea un cluster di gestione che include tre macchine virtuali.

A ciascuna macchina virtuale vengono assegnati tutti i ruoli Kubernetes per il piano di controllo e il
lavoratore. Cio significa che I'interfaccia utente di Rancher €& disponibile su ciascun nodo.

* Viene installato anche il piano di controllo del rancher (o server rancher), utilizzando il modello di nodo
NetApp HCI in Rancher per semplificare I'implementazione. Il piano di controllo Rancher funziona
automaticamente con la configurazione utilizzata nel motore di implementazione NetApp, utilizzato per
creare l'infrastruttura NetApp HCI.

» Dopo I'implementazione, riceverai un’e-mail da NetApp che ti fornira la possibilita di iscriverti al supporto
NetApp per le implementazioni Rancher su NetApp HCI.

* Dopo l'implementazione, i team Dev e Ops possono quindi implementare i propri cluster di utenti, in modo
simile a qualsiasi implementazione di Rancher.

Fasi per implementare Rancher su NetApp HCI

» Accedi a NetApp Hybrid Cloud Control
» Implementare Rancher su NetApp HCI

* Verificare I'implementazione utilizzando vCenter Server

Accedi a NetApp Hybrid Cloud Control

Per iniziare I'implementazione, accedi a NetApp Hybrid Cloud Control.

1. Aprire l'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:
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https://<ManagementNodeIP>
2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

Viene visualizzata l'interfaccia NetApp Hybrid Cloud Control.

Implementare Rancher su NetApp HCI

1. Da Hybrid Cloud Control (controllo cloud ibrido), selezionare I'icona Rancher in basso a sinistra della barra
di navigazione.
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Una finestra a comparsa mostra un messaggio sulla guida introduttiva a Rancher.

Getting Started with Rancher

Rancher is a complete software stack for teams adopting containers. It
addresses the operational and security challenges of managing multiple
Kubernetes clusters across any infrastructure, while providing DevOps
teams with integrated tools for running containerized workloads. Deploy
Rancher Server on your NetApp HCI to start creating on-premises
Kubernetes clusters using Rancher and Netdpp's proven enterprise

technalogy.
k

Deploy Rancher Cancel

2. Selezionare Distribuisci Rancher.

Viene visualizzata l'interfaccia utente di Rancher.
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Deploymaent Settin i

Le credenziali vCenter vengono raccolte in base all'installazione di NetApp Deployment Engine.

3. Immettere le informazioni risorse vCenter. Alcuni campi sono descritti di seguito.

- Datacenter: Seleziona un data center. Dopo aver selezionato il data center, tutti gli altri campi vengono
precompilati, anche se & possibile modificarli.

o Datastore: Selezionare un datastore sui nodi di storage NetApp HCI. Questo datastore deve essere
resiliente e accessibile a tutti gli host VMware. Non selezionare un datastore locale accessibile solo a
uno degli host.

o Rete di gestione: Dovrebbe essere accessibile dalle stazioni di gestione e dalla rete di macchine
virtuali in cui saranno ospitati i cluster di utenti.

4. Immettere le informazioni Deployment Settings:

o Server DNS: Opzionale. Se si utilizza il bilanciamento del carico, immettere le informazioni sul server
DNS interno.

o Rancher Server FQDN: Per garantire che il server Rancher rimanga disponibile in caso di guasti al
nodo, fornire un nome di dominio completo (FQDN) che il server DNS possa risolvere in uno degli
indirizzi IP assegnati ai nodi del cluster Rancher Server. Questo FQDN con il prefisso "https" diventa
'URL Rancher che verra utilizzato per accedere all’implementazione Rancher.

Se non viene fornito alcun nome di dominio, verra utilizzato il DNS con caratteri jolly e sara possibile
accedere al server Rancher utilizzando uno degli URL presentati al termine della distribuzione.
5. Immettere le informazioni Advanced Settings:

o Assign Static IP Addresses (Assegna indirizzi IP statici): Se si attiva 'indirizzamento IP statico,
fornire gli indirizzi IP iniziali per tre indirizzi IPv4 in sequenza, uno per ciascuna macchina virtuale del
cluster di gestione. Rancher su NetApp HCI implementa tre macchine virtuali del cluster di gestione.

o Configura server proxy:

6. Esaminare e selezionare la casella di controllo del Contratto di licenza con l'utente finale di Rancher.
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7.
8.

Controllare e selezionare la casella di controllo per confermare le informazioni sul software Rancher.

Selezionare Deploy.

Una barra indica 'avanzamento dell’implementazione.
L’implementazione di Rancher potrebbe richiedere circa 15 minuti.

Una volta completata I'implementazione, Rancher visualizza un messaggio sul completamento e fornisce
un URL Rancher.

Deploy Rancher Server

Define the settings for your Rancher Server deployment

Your Rancher Installation has completed. Your serveris
accessible at hittps://10.117 187.54/

9. Annotare 'URL del rancher visualizzato alla fine dellimplementazione. Questo URL verra utilizzato per

accedere all’interfaccia utente di Rancher.

Verificare I'implementazione utilizzando vCenter Server

Nel client vSphere, € possibile visualizzare il cluster di gestione Rancher, che include le tre macchine virtuali.

Una volta completata 'implementazione, non modificare la configurazione del cluster di

(D macchine virtuali del server Rancher né rimuovere le macchine virtuali. Rancher su NetApp HCI

si affida alla configurazione del cluster di gestione RKE implementata per funzionare
normalmente.

Quali sono le prossime novita?

Dopo I'implementazione, & possibile eseguire le seguenti operazioni:

"Completare le attivita post-implementazione”
"Installare Trident con Rancher su NetApp HCI"
"Implementare cluster di utenti e applicazioni"
"Gestire Rancher su NetApp HCI"

"Monitor Rancher su NetApp HCI"

Trova ulteriori informazioni

"Risoluzione dei problemi di implementazione del rancher"
"Documentazione del rancher sull’architettura”
"La terminologia di Kubernetes per Rancher"

"Pagina delle risorse NetApp HCI"
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Attivita post-implementazione

Panoramica delle attivita post-implementazione

Dopo aver implementato Rancher su NetApp HCI, dovresti continuare con le attivita post-
implementazione.

 "Garantire la parita del supporto Rancher"

» "Migliorare la resilienza delle macchine virtuali Rancher"
+ "Configurare il monitoraggio"

* "Installare Trident"

+ "Abilitare il supporto Trident per i cluster di utenti"

Trova ulteriori informazioni

+ "Documentazione del rancher sull’architettura"
+ "La terminologia di Kubernetes per Rancher"
* "Plug-in NetApp Element per server vCenter"

« "Pagina delle risorse NetApp HCI"

Garantire la parita del supporto Rancher

Dopo aver implementato Rancher su NetApp HCI, & necessario assicurarsi che il numero
di core di supporto Rancher acquistati corrisponda al numero di core CPU utilizzati per le
VM di gestione Rancher e i cluster utente.

Se hai acquistato il supporto per rancher solo per una parte delle tue risorse di calcolo NetApp HCI, devi
intervenire in VMware vSphere per garantire che Rancher su NetApp HCI e i suoi cluster di utenti gestiti siano
eseguiti solo sugli host per i quali hai acquistato il supporto per rancher. Consultare la documentazione di
VMware vSphere per informazioni su come garantire questo risultato confinando i carichi di lavoro di calcolo a
host specifici.

Trova ulteriori informazioni

* "VVSphere ha e DRS Affinity Rules”

 "Creare regole di affinita per VM"

+ "Documentazione del rancher sull’architettura"
 "La terminologia di Kubernetes per Rancher"

* "Plug-in NetApp Element per server vCenter"

 "Pagina delle risorse NetApp HCI"

Migliorare la resilienza delle macchine virtuali Rancher

Dopo aver implementato Rancher su NetApp HCI, 'ambiente vSphere conterra tre nuovi
nodi come macchine virtuali per ospitare 'ambiente Rancher. L'interfaccia utente Web di
Rancher e disponibile da ciascuno di questi nodi. Per una resilienza completa, ciascuna
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delle tre macchine virtuali e i dischi virtuali corrispondenti devono risiedere su un host
fisico diverso dopo eventi come cicli di alimentazione e failover.

Per garantire che ciascuna macchina virtuale e le relative risorse rimangano su un host fisico diverso, &
possibile creare regole di affinita anti-Affinity di VMware vSphere Distributed Resource Scheduler (DRS).
Questo non € automatizzato come parte dell'implementazione di Rancher su NetApp HCI.

Per istruzioni su come configurare le regole di affinita DRS, consultare le seguenti risorse di documentazione
VMware:

"Creare regole di affinita per VM"

"VSphere ha e DRS Affinity Rules"

Trova ulteriori informazioni

* "Documentazione del rancher sull’architettura"
» "La terminologia di Kubernetes per Rancher"
* "Plug-in NetApp Element per server vCenter"

» "Pagina delle risorse NetApp HCI"

Abilitare il monitoraggio

Dopo aver implementato Rancher su NetApp HCI, & possibile attivare il monitoraggio
dello storage Active 1Q (per lo storage all-flash SolidFire e NetApp HCI) e il monitoraggio
del calcolo NetApp HCI (solo per NetApp HCI), se non lo si & gia fatto durante
I'installazione o I'aggiornamento.

Per istruzioni su come attivare il monitoraggio, vedere "Abilitare il monitoraggio Active 1Q e NetApp HCI".

Trova ulteriori informazioni

* "Documentazione del rancher sull’architettura”
» "La terminologia di Kubernetes per Rancher"
* "Plug-in NetApp Element per server vCenter"

» "Pagina delle risorse NetApp HCI"

Installare Trident

Scopri come installare Trident dopo aver installato Rancher su NetApp HCI. Trident &€ un
orchestrator dello storage, che si integra con Docker e Kubernetes, nonché con
piattaforme basate su queste tecnologie, come Red Hat OpenShift, Rancher e IBM Cloud
Private. L'obiettivo di Trident & rendere il provisioning, la connessione e il consumo dello
storage trasparenti e privi di attrito per le applicazioni. Trident € un progetto open source
completamente supportato gestito da NetApp. Trident ti consente di creare, gestire e
interagire con volumi di storage persistenti nel formato standard di Kubernetes che
CONOSCiI.
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Per ulteriori informazioni su Trident, vedere "Documentazione di Trident" .

Di cosa hai bisogno
* Rancher ¢ stato installato su NetApp HCI.

* Hai implementato i tuoi cluster di utenti.

* Le reti cluster utente sono state configurate per Trident. Vedere "Abilitare il supporto Trident per i cluster di
utenti" per istruzioni.

» Hai completato le fasi necessarie per la preparazione del nodo di lavoro per Trident. Consultare la
"Documentazione di Trident".

A proposito di questa attivita

Il catalogo dei programmi di installazione Trident viene installato come parte dell’installazione di Rancher
utilizzando NetApp Hybrid Cloud Control. In questa attivita, si utilizza il catalogo del programma di installazione
per installare e configurare Trident. Nel’ambito dell'installazione di Rancher, NetApp fornisce un modello di
nodo. Se non si intende utilizzare il modello di nodo fornito da NetApp e si desidera eseguire il provisioning su
RHEL o CentQOS, potrebbero essere necessari ulteriori requisiti. Se si modifica il nodo di lavoro in RHEL o
CentOS, & necessario soddisfare diversi prerequisiti. Consultare la "Documentazione di Trident".

Fasi
1. Dallinterfaccia utente di Rancher, selezionare un progetto per il cluster utente.

Per informazioni sui progetti e gli spazi dei nomi, vedere "Documentazione del rancher" .

2. Selezionare Apps, quindi Launch.

ser-default
userdeinult " Resources Apps | Namespaces Members Tools v Cluster Explorer ﬂ

B Manage Catalogs Launch

3. Nella pagina Catalog, selezionare il programma di installazione di Trident.

netapp-trident H}I'E?M
PP -

TRIDENT

trident-installer

Nella pagina che si apre, & possibile selezionare la freccia descrizioni dettagliate per
@ ulteriori informazioni sull’app Trident e per trovare il collegamento a "Documentazione di
Trident" .

4. Selezionare la freccia Opzioni di configurazione e immettere le credenziali e le informazioni di
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configurazione dello storage.

STORAGECONFIGURATION

Storage Tenant * SvIP *

NetApp-HCI

The name of the tenant that is already present on the SolidFire AFA he virtual/cluster IP address for data (1/0)

MVIP * Trident Backend Name *

solidfire

solidfire-san

The name of the Trident storage driver

Il tenant di storage predefinito & NetApp HCI. E possibile modificare questo valore. E anche
@ possibile modificare il nome del backend. Tuttavia, non modificare il valore predefinito del
driver dello storage, che ¢ solidfire-san.

5. Selezionare Launch (Avvia).
In questo modo viene installato il carico di lavoro Trident sullo spazio dei nomi trident.
6. Selezionare risorse > carichi di lavoro e verificare che lo spazio dei nomi trident includa i seguenti

componenti:

Namespace: trident

LJ » | Active trident-csi @
(] » | Active trident-csi &
(] » | Active trident-installer &
L) » | Active trident-operator &

7. (Facoltativo) selezionare Storage per visualizzare le classi di storage che & possibile utilizzare per i volumi

persistenti.

Le tre classi di storage sono solidfire-gold, solidfire-silver e solidfire-bronze. Per

@ impostare una di queste classi di storage come predefinita, selezionare l'icona nella colonna

Default.

Trova ulteriori informazioni

 "Abilitare il supporto Trident per i cluster di utenti"
« "Documentazione del rancher sull’architettura"

 "La terminologia di Kubernetes per Rancher"
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* "Plug-in NetApp Element per server vCenter"

» "Pagina delle risorse NetApp HCI"

Abilitare il supporto Trident per i cluster di utenti

Se I'ambiente NetApp HCI non dispone di un percorso tra le reti di gestione e di storage e
si implementano cluster di utenti che richiedono il supporto di Trident, & necessario
configurare ulteriormente le reti di cluster utente dopo l'installazione di Trident. Per ogni
cluster di utenti, € necessario abilitare la comunicazione tra le reti di gestione e di
storage. A tale scopo, modificare la configurazione di rete per ciascun nodo del cluster
utente.

A proposito di questa attivita

Per modificare la configurazione di rete per ciascun nodo del cluster utente, attenersi alla procedura generale
riportata di seguito. Questi passaggi presuppongono che sia stato creato il cluster utente con il modello di nodo
predefinito installato con Rancher su NetApp HCI.

@ E possibile apportare queste modifiche come parte di un modello di nodo personalizzato da
utilizzare per i cluster di utenti futuri.

Fasi
1. Implementare un cluster di utenti con il modello predefinito esistente.

2. Collegare la rete di storage al cluster utente.
a. Aprire il client Web VMware vSphere per l'istanza vCenter connessa.
b. Nell'albero di inventario di host e cluster, selezionare un nodo nel cluster utente appena distribuito.
c. Modificare le impostazioni del nodo.
d. Nella finestra di dialogo delle impostazioni, aggiungere una nuova scheda di rete.

e. Nell’'elenco a discesa Nuova rete, cercare una rete e selezionare
HCI_Internal_Storage_Data_Network.

f. Espandere la sezione scheda di rete e registrare I'indirizzo MAC del nuovo adattatore di rete.
g. Selezionare OK.
3. In Rancher, scaricare il file della chiave privata SSH per ciascun nodo del cluster utente.

4. Connettersi utilizzando SSH a un nodo del cluster utente, utilizzando il file di chiave privata scaricato per
quel nodo:

ssh -1 <private key filename> <ip address>

5. Come superutente, modificare e salvare il /etc/netplan/50-cloud-init.yaml file in modo che
includa la ens224 sezione, come nell’esempio seguente. Sostituire <MAC address> con l'indirizzo MAC
registrato in precedenza:
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network:
ethernets:
ensl92:
dhcpé4: true
match:
macaddress: 00:50:56:91:1d:41
set-name: ensl92
ens224:
dhcp4d: true
match:
macaddress: <MAC address>
set-name: ens224

version: 2
6. Utilizzare il seguente comando per riconfigurare la rete:
‘netplan try’

7. Ripetere i passaggi da 4 a 6 per ogni nodo rimanente nel cluster utente.

8. Una volta riconfigurata la rete per ciascun nodo del cluster utente, & possibile implementare applicazioni
nel cluster utente che utilizzano Trident.

Implementare cluster di utenti e applicazioni

Dopo aver implementato Rancher su NetApp HCI, & possibile configurare cluster di utenti
e aggiungere applicazioni a tali cluster.

Implementare cluster di utenti

Dopo I'implementazione, i team Dev e Ops possono quindi implementare i propri cluster utente Kubernetes, in
modo simile a qualsiasi implementazione Rancher, su cui possono implementare le applicazioni.

1. Accedere all'interfaccia utente di Rancher utilizzando 'URL fornito al termine dell'implementazione di
Rancher.

2. Creare cluster di utenti. Vedere la documentazione di Rancher su "implementazione dei carichi di lavoro".

3. Eseguire il provisioning dei cluster di utenti in Rancher su NetApp HCI. Vedere la documentazione di
Rancher su "Configurazione dei cluster Kubernetes in Rancher".

Implementare le applicazioni sui cluster di utenti

Analogamente a qualsiasi implementazione di Rancher, & possibile aggiungere applicazioni sui cluster
Kubernetes.

Vedere la documentazione di Rancher su "implementazione di applicazioni tra cluster".
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Trova ulteriori informazioni

« "Documentazione del rancher sull’architettura"
 "La terminologia di Kubernetes per Rancher"

+ "Pagina delle risorse NetApp HCI"

Gestire Rancher su NetApp HCI

Dopo aver implementato Rancher su NetApp HCI, & possibile visualizzare gli URL e lo
stato del cluster del server Rancher. E anche possibile eliminare il server Rancher.
Identificare gli URL e lo stato del cluster di server Rancher

E possibile identificare gli URL del cluster di server Rancher e determinare lo stato del server.

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

2. Dalla dashboard, selezionare I'icona Opzioni in alto a destra e selezionare Configura.

I'INn'r.ﬂup.p : Quppste REprd | S
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& rarne

La pagina Rancher Server Clusters visualizza un elenco dei cluster di server Rancher implementati, TURL
associato e lo stato.

Trova ulteriori informazioni

« "Rimuovere Rancher"
« "Documentazione del rancher sull’architettura”
 "La terminologia di Kubernetes per Rancher"

» "Pagina delle risorse NetApp HCI"

Monitorare un rancher sull’'implementazione di NetApp HCI

Esistono diversi modi per monitorare il server Rancher, i cluster di gestione e altri dettagli.

* NetApp Hybrid Cloud Control

¢ Ul del rancher
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* NetApp Active 1Q

» Server vCenter

Monitorare Rancher utilizzando il NetApp Hybrid Cloud Control

Utilizzando NetApp Hybrid Cloud Control, &€ possibile visualizzare I'URL Rancher e lo stato del cluster del
server Rancher. E inoltre possibile monitorare i nodi in cui Rancher & in esecuzione.

1. Accedi a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage
Element.

2. Dalla dashboard, selezionare I'icona Opzioni in alto a destra e selezionare Configura.

Oupgade % Expard

Configuration
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3. Per visualizzare le informazioni sui nodi, dalla dashboard di controllo cloud ibrido, espandere il nome del
cluster di storage e selezionare nodi.

Monitorare Rancher utilizzando l’interfaccia utente Rancher

Utilizzando l'interfaccia utente di Rancher, € possibile visualizzare informazioni su Rancher sui cluster di
gestione NetApp HCI e sui cluster di utenti.

Nellinterfaccia utente di Rancher, i cluster di gestione vengono definiti "cluster locali".

1. Accedere all'interfaccia utente di Rancher utilizzando I'URL fornito al termine dell'implementazione di
Rancher.

2. Vedere "Monitoraggio in Rancher v2.5".

Monitorare il rancher utilizzando NetApp Active IQ

Grazie a NetApp Active 1Q, & possibile visualizzare la telemetria di Rancher, ad esempio informazioni
sullinstallazione, nodi, cluster, stato, informazioni sullo spazio dei nomi, e molto altro ancora.

1. Accedi a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage
Element.

2. Dal menu in alto a destra, selezionare NetApp Active 1Q.
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Monitorare Rancher utilizzando vCenter Server

Con vCenter Server & possibile monitorare le macchine virtuali Rancher.

Trova ulteriori informazioni

* "Documentazione del rancher sull’architettura”
» "La terminologia di Kubernetes per Rancher"
* "Plug-in NetApp Element per server vCenter"

» "Pagina delle risorse NetApp HCI"

Upgrade Rancher su NetApp HCI

Per aggiornare il software Rancher, € possibile utilizzare l'interfaccia utente di NetApp
Hybrid Cloud Control (HCC) o L'API REST. HCC offre un semplice processo di
aggiornamento dei componenti dellimplementazione di Rancher, tra cui il server
Rancher, RKE (Rubernetes Engine) Rancher e il sistema operativo del nodo del cluster di
gestione (per gli aggiornamenti di sicurezza). In alternativa, € possibile utilizzare I'API per
automatizzare gli aggiornamenti.

Gli aggiornamenti sono disponibili per componente invece che per pacchetto cumulativo. Di conseguenza,
alcuni aggiornamenti dei componenti, come il sistema operativo Ubuntu, sono disponibili con cadenza piu
rapida. Gli aggiornamenti interessano solo I'istanza del server Rancher e il cluster di gestione su cui €
distribuito Rancher Server. Gli aggiornamenti al sistema operativo Ubuntu del nodo del cluster di gestione sono
solo per patch di sicurezza critiche e non aggiornano il sistema operativo. | cluster di utenti non possono
essere aggiornati da NetApp Hybrid Cloud Control.

Di cosa hai bisogno

* Privilegi di amministratore: Si dispone delle autorizzazioni di amministratore del cluster di storage per
eseguire I'aggiornamento.

 Servizi di gestione: Hai aggiornato il tuo bundle di servizi di gestione alla versione piu recente.

@ E necessario eseguire 'aggiornamento al bundle di servizi di gestione piu recente 2.17 o
successivo per la funzionalita Rancher.

* Porte di sistema: Se si utilizza NetApp Hybrid Cloud Control per gli aggiornamenti, si &€ assicurati che le
porte necessarie siano aperte. Per ulteriori informazioni, vedere "Porte di rete" .

» Contratto di licenza con I'utente finale (EULA): A partire dai servizi di gestione 2.20.69, € necessario
accettare e salvare 'EULA prima di utilizzare l'interfaccia utente o I'API di NetApp Hybrid Cloud Control per
aggiornare un’implementazione di Rancher:

a. Aprire l'indirizzo IP del nodo di gestione in un browser Web:
https://<ManagementNodeIP>

b. Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di
storage.
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c. Selezionare Upgrade (Aggiorna) nella parte superiore destra dell’interfaccia.
d. Viene visualizzato il EULA. Scorrere verso il basso, selezionare Accetto per aggiornamenti correnti
e futuri e selezionare Salva.
Opzioni di upgrade
Scegliere uno dei seguenti processi di aggiornamento:

+ Utilizza l'interfaccia utente di NetApp Hybrid Cloud Control per aggiornare un’implementazione di Rancher

« Utilizza I'API di controllo del cloud ibrido di NetApp per aggiornare un’implementazione di Rancher

Utilizza I'interfaccia utente di NetApp Hybrid Cloud Control per aggiornare
un’implementazione di Rancher

Utilizzando l'interfaccia utente di NetApp Hybrid Cloud Control, puoi aggiornare uno qualsiasi di questi
componenti nella tua implementazione di Rancher:

» Server del rancher

» Rancher Kubernetes Engine (RKE)

« Aggiornamenti di sicurezza del sistema operativo del nodo

Di cosa hai bisogno

* Una buona connessione a Internet. Non sono disponibili aggiornamenti del sito scuro.

Fasi
1. Aprire I'indirizzo IP del nodo di gestione in un browser Web:

https://<ManagementNodeIP>
Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.

Selezionare Upgrade (Aggiorna) nella parte superiore destra dell’interfaccia.

Nella pagina Upgrades, selezionare Rancher.

a c 0N

Selezionare il menu azioni del software che si desidera aggiornare.
o Server del rancher
o Rancher Kubernetes Engine (RKE)
o Aggiornamenti di sicurezza del sistema operativo del nodo

6. Selezionare Upgrade per gli aggiornamenti del server Rancher o RKE o Apply Upgrade per gli
aggiornamenti di sicurezza del sistema operativo Node.

Per il sistema operativo del nodo, gli aggiornamenti automatici delle patch di sicurezza

@ vengono eseguiti quotidianamente, ma il nodo non viene riavviato automaticamente.
Applicando gli aggiornamenti, si riavvia ogni nodo per rendere effettive le modifiche di
protezione.

Viene visualizzato un banner che indica che I'aggiornamento del componente & stato eseguito correttamente.
Potrebbe esserci un ritardo di 15 minuti prima che l'interfaccia utente di NetApp Hybrid Cloud Control mostri il
numero di versione aggiornato.
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Utilizza I’API di controllo del cloud ibrido di NetApp per aggiornare
un’implementazione di Rancher

E possibile utilizzare le API per aggiornare uno qualsiasi di questi componenti nella distribuzione di Rancher:

 Server del rancher

* Rancher Kubernetes Engine (RKE)

 Sistema operativo Node (per gli aggiornamenti di sicurezza)
E possibile utilizzare uno strumento di automazione di propria scelta per eseguire le API o L'interfaccia utente
REST API disponibile sul nodo di gestione.
Opzioni

* Upgrade di Rancher Server

* Aggiornamento RKE

* Applicare gli aggiornamenti di sicurezza del sistema operativo del nodo

Per il sistema operativo del nodo, gli aggiornamenti automatici delle patch di sicurezza

@ vengono eseguiti quotidianamente, ma il nodo non viene riavviato automaticamente.
Applicando gli aggiornamenti, si riavvia ogni nodo per rendere effettive le modifiche di
protezione.

Upgrade di Rancher Server

Comandi API
1. Avviare la richiesta di aggiornamento delle versioni dell’elenco:

curl -X POST "https://<ManagementNodeIP>/k8sdeployer/1l/upgrade/rancher-

versions"™ -H "accept: application/json" -H "Authorization: Bearer

S{TOKEN}"

@ E possibile trovare il bearer $ { TOKEN} utilizzato dal comando API quando si "autorizzare". Il
bearer $ { TOKEN} € nella risposta curl.

2. Ottenere lo stato dell'attivita utilizzando I'ID attivita del comando precedente e copiare il numero di versione
piu recente dalla risposta:

curl -X GET "https://<mNodeIP>/k8sdeployer/1/task/<taskID>" -H "accept:
application/json" -H "Authorization: Bearer ${TOKEN}"

3. Avviare la richiesta di upgrade del server Rancher:

curl -X PUT "https://<mNodeIP>/k8sdeployer/1/upgrade/rancher/<version
number>" -H "accept: application/json" -H "Authorization: Bearer"
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4. Ottenere lo stato del task utilizzando I'ID del task dalla risposta del comando di upgrade:

curl -X GET "https://<mNodeIP>/k8sdeployer/1l/task/<taskID>" -H "accept:
application/json" -H "Authorization: Bearer S${TOKEN}"

FASI DELL’INTERFACCIA UTENTE API REST
1. Aprire l'interfaccia utente REST API del nodo di gestione sul nodo di gestione:

https://<ManagementNodeIP>/k8sdeployer/api/

2. Selezionare autorizzare e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Selezionare autorizzare per avviare una sessione.
d. Chiudere la finestra di autorizzazione.
3. Verificare la disponibilita del pacchetto di aggiornamento piu recente:
a. Dallinterfaccia utente API REST, eseguire POST /upgrade/rancher-versions.
b. Dalla risposta, copiare I'ID attivita.
c. Eseguire GET /task/{taskID} con I'lID attivita del passaggio precedente.

4. Dalla risposta /task/{taskID}, copiare 'ultimo numero di versione che si desidera utilizzare per
'aggiornamento.

5. Eseguire I'aggiornamento di Rancher Server:

a. Dall'interfaccia utente APl REST, eseguire PUT /upgrade/rancher/{version} con il numero di versione
piu recente del passaggio precedente.

b. Dalla risposta, copiare I'ID attivita.

c. Eseguire GET /task/{taskID} con I'lD attivita del passaggio precedente.

L'aggiornamento € stato completato correttamente quando I' PercentComplete indica 100 e results indica
il numero della versione aggiornata.

Aggiornamento RKE

Comandi API
1. Avviare la richiesta di aggiornamento delle versioni dell’elenco:

curl -X POST "https://<mNodeIP>/k8sdeployer/l/upgrade/rke-versions" -H
"accept: application/json" -H "Authorization: Bearer ${TOKEN}"

(D E possibile trovare il bearer $ { TOKEN} utilizzato dal comando API quando si "autorizzare". I
bearer s { TOKEN} € nella risposta curl.
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2. Ottenere lo stato dell’attivita utilizzando I'ID attivita del comando precedente e copiare il numero di versione
piu recente dalla risposta:

curl -X GET "https://<mNodeIP>/k8sdeployer/1/task/<taskID>" -H "accept:
application/json" -H "Authorization: Bearer S${TOKEN}"

3. Avviare la richiesta di aggiornamento RKE

curl -X PUT "https://<mNodeIP>/k8sdeployer/1l/upgrade/rke/<version
number>" -H "accept: application/json" -H "Authorization: Bearer"

4. Ottenere lo stato del task utilizzando I'ID del task dalla risposta del comando di upgrade:

curl -X GET "https://<mNodelIP>/k8sdeployer/l/task/<taskID>" -H "accept:
application/json" -H "Authorization: Bearer ${TOKEN}"

FASI DELL’INTERFACCIA UTENTE API REST
1. Aprire l'interfaccia utente REST API del nodo di gestione sul nodo di gestione:

https://<ManagementNodeIP>/k8sdeployer/api/

2. Selezionare autorizzare e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Selezionare autorizzare per avviare una sessione.
d. Chiudere la finestra di autorizzazione.
3. Verificare la disponibilita del pacchetto di aggiornamento piu recente:
a. Dallinterfaccia utente API REST, eseguire POST /upgrade/rke-versions.
b. Dalla risposta, copiare I'ID attivita.
c. Eseguire GET /task/{taskID} con I'ID attivita del passaggio precedente.

4. Dalla risposta /task/{taskID}, copiare 'ultimo numero di versione che si desidera utilizzare per
I'aggiornamento.

5. Eseguire I'aggiornamento RKE:

a. Dallinterfaccia utente API REST, eseguire PUT /upgrade/rke/{version} con il numero di versione piu
recente del passaggio precedente.

b. Copiare I'ID attivita dalla risposta.

c. Eseguire GET /task/{tasklID} con I'ID attivita del passaggio precedente.

L'aggiornamento & stato completato correttamente quando I' PercentComplete indica 100 e results indica
il numero della versione aggiornata.
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Applicare gli aggiornamenti di sicurezza del sistema operativo del nodo

Comandi API
1. Avviare la richiesta di verifica degli aggiornamenti:

curl -X GET "https://<mNodeIP>/k8sdeployer/1/upgrade/checkNodeUpdates"

-H "accept: application/json™ -H "Authorization: Bearer S${TOKEN}"

@ E possibile trovare il bearer $ { TOKEN} utilizzato dal comando API quando si "autorizzare". Il
bearer $ { TOKEN} € nella risposta curl.

2. Ottenere lo stato dell’attivita utilizzando I'ID attivita del comando precedente e verificare che sia disponibile
un numero di versione piu recente dalla risposta:

curl -X GET "https://<mNodeIP>/k8sdeployer/1/task/<taskID>" -H "accept:
application/json" -H "Authorization: Bearer ${TOKEN}"

3. Applicare gli aggiornamenti del nodo:

curl -X POST "https://<mNodeIP>/k8sdeployer/1l/upgrade/applyNodeUpdates"

-H "accept: application/json" -H "Authorization: Bearer"

Per il sistema operativo del nodo, gli aggiornamenti automatici delle patch di sicurezza

@ vengono eseguiti quotidianamente, ma il nodo non viene riavviato automaticamente.
Applicando gli aggiornamenti, ogni nodo viene riavviato in sequenza per rendere effettive le

modifiche di protezione.
4. Ottenere lo stato dell’attivita utilizzando I'ID attivita dalla risposta di aggiornamento applyNodeUpdates:

curl -X GET "https://<mNodeIP>/k8sdeployer/1l/task/<taskID>" -H "accept:
application/json" -H "Authorization: Bearer ${TOKEN}"

FASI DELL’INTERFACCIA UTENTE API REST
1. Aprire l'interfaccia utente REST API del nodo di gestione sul nodo di gestione:

https://<ManagementNodeIP>/k8sdeployer/api/

2. Selezionare autorizzare e completare le seguenti operazioni:

a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.

c. Selezionare autorizzare per avviare una sessione.
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d. Chiudere la finestra di autorizzazione.
3. Verificare se € disponibile un pacchetto di aggiornamento:
a. Dallinterfaccia utente API REST, eseguire GET /upgrade/checkNodeUpdates.
b. Dalla risposta, copiare I'lD attivita.
c. Eseguire GET /task/{taskID} con I'lD attivita del passaggio precedente.

d. Dalla risposta /task/{tasklID}, verificare che vi sia un numero di versione piu recente di quello
attualmente applicato ai nodi.

4. Applicare gli aggiornamenti del sistema operativo del nodo:

Per il sistema operativo del nodo, gli aggiornamenti automatici delle patch di sicurezza

@ vengono eseguiti quotidianamente, ma il nodo non viene riavviato automaticamente.
Applicando gli aggiornamenti, ogni nodo viene riavviato in sequenza per rendere effettive le
modifiche di protezione.

a. Dallinterfaccia utente API REST, eseguire POST /upgrade/applyNodeUpdates.
b. Dalla risposta, copiare I'ID attivita.

c. Eseguire GET /task/{tasklID} con I'ID attivita del passaggio precedente.

d. Dalla risposta /task/{taskID}, verificare che 'aggiornamento sia stato applicato.

L’aggiornamento & stato completato correttamente quando I' PercentComplete indica 100 € results indica
il numero della versione aggiornata.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

+ "Pagina delle risorse NetApp HCI"

Rimuovere un’installazione di Rancher su NetApp HCI

Se Rancher viene distribuito accidentalmente su NetApp HCI con informazioni errate (ad
esempio, un FQDN del server Rancher non corretto), &€ necessario rimuovere
l'installazione e quindi ridistribuire. Per rimuovere l'installazione di Rancher sull’istanza di
NetApp HCI, procedere come segue.

Questa azione non elimina i cluster di utenti.

E possibile conservare i cluster di utenti. In caso di conservazione, & possibile eseguire la
migrazione in un’altra implementazione di Rancher. Se si desidera eliminare i cluster di utenti, &

necessario eseguire questa operazione prima di eliminare il server Rancher; in caso contrario,

I'eliminazione dei cluster di utenti dopo I'eliminazione del server Rancher risulta piu difficile.

Opzioni
* Rimuovere Rancher su NetApp HCI utilizzando il controllo del cloud ibrido NetApp (Consigliato)
* Rimuovere Rancher su NetApp HCI utilizzando 'API REST
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Rimuovere Rancher su NetApp HCI utilizzando il controllo del cloud ibrido NetApp

E possibile utilizzare I'interfaccia utente Web di NetApp Hybrid Cloud Control per rimuovere le tre macchine
virtuali configurate durante I'implementazione per ospitare il server Rancher.

Fasi
1. Aprire I'indirizzo IP del nodo di gestione in un browser Web:

https://<ManagementNodeIP>

2. Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.
3. Dalla dashboard, selezionare il menu in alto a destra.

4. Selezionare Configura.

Configuration
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5. Nel riquadro cluster server Rancher, selezionare Configura cluster server Rancher.

6. Selezionare il menu Actions per l'installazione di Rancher che si desidera rimuovere.

@ Selezionando Elimina si rimuove immediatamente il Rancher nel cluster di gestione NetApp
HCI.

7. Selezionare Delete (Elimina).

Rimuovere Rancher su NetApp HCI utilizzando I’API REST

E possibile utilizzare I'API REST di NetApp Hybrid Cloud Control per rimuovere le tre macchine virtuali
configurate durante I'implementazione per ospitare il server Rancher.

Fasi

1. Immettere I'indirizzo IP del nodo di gestione seguito da /k8sdeployer/api/:
https://[IP address]/k8sdeployer/api/

2. Selezionare autorizzare o qualsiasi icona a forma di lucchetto e immettere le credenziali di amministratore
del cluster per le autorizzazioni per I'utilizzo delle API.
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a. Inserire il nome utente e la password del cluster.
b. Selezionare corpo richiesta dall’elenco a discesa tipo se il valore non ¢ gia selezionato.
C. Inserire I'ID client come mnode-client se il valore non fosse gia compilato.
d. Non inserire un valore per il client secret.
e. Selezionare autorizzare per avviare una sessione.
f. Chiudere la finestra.
Chiudere la finestra di dialogo Available Authorisations (autorizzazioni disponibili).
Selezionare POST/Destroy.
Selezionare Provalo.

Nella casella di testo del corpo della richiesta, immettere il nome completo del server Rancher come
serverURL valore.

Selezionare Esegui.
Dopo alcuni minuti, le macchine virtuali del server Rancher non dovrebbero piu essere visibili nell’elenco

host e cluster di vSphere Client. Dopo la rimozione, puoi utilizzare il controllo del cloud ibrido NetApp per
ridistribuire Rancher su NetApp HCI.

Ulteriori informazioni
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"Risoluzione dei problemi di implementazione del rancher"
"Plug-in NetApp Element per server vCenter"

"Pagina delle risorse NetApp HCI"


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/NetApp_HCI_and_Rancher_troubleshooting
https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/hybrid-cloud/hci-documentation/

Manutenzione dell’hardware della serie H.

Panoramica sulla manutenzione dell’hardware della serie H.

Per garantire il funzionamento ottimale del sistema, & necessario eseguire attivita di
manutenzione dell’hardware, come la sostituzione di nodi difettosi, la sostituzione di
dischi guasti nei nodi di storage e cosi via.

Di seguito sono riportati i collegamenti alle attivita di manutenzione dell’lhardware:

» "Sostituire lo chassis 2U serie H."

 "Sostituire le unita di alimentazione CC nei nodi H615C e H610S"
+ "Sostituire i DIMM nei nodi di calcolo”

+ "Sostituire le unita per i nodi di storage"

+ "Sostituire i nodi H410C"

+ "Sostituire i nodi H410S"

+ "Sostituire i nodi H610C e H615C"

+ "Sostituire i nodi H610S"

+ "Sostituire le unita di alimentazione"

+ "Sostituire gli switch SN2010, SN2100 e SN2700"

* "Sostituire il nodo di storage in un cluster a due nodi"

Trova ulteriori informazioni

« "Pagina delle risorse NetApp HCI"
* "Plug-in NetApp Element per server vCenter"
* "TR-4820: Guida rapida alla pianificazione delle reti NetApp HCI"

* "NetApp Configuration Advisor" strumento di convalida di rete 5.8.1 o successivo

Sostituire lo chassis 2U serie H.

Se lo chassis presenta un guasto alla ventola o un problema di alimentazione, sostituirlo
il prima possibile. Le fasi della procedura di sostituzione dello chassis dipendono dalla
configurazione NetApp HCI e dalla capacita del cluster, che richiedono un’attenta
considerazione e pianificazione. Contattare il supporto NetApp per ricevere assistenza e
per ordinare uno chassis sostitutivo.

A proposito di questa attivita
Prima di sostituire il telaio, considerare quanto segue:

* Il rack dispone di spazio aggiuntivo per un nuovo chassis?
* Uno chassis dell'implementazione dispone di slot di nodo inutilizzati?

» Se il rack dispone di spazio aggiuntivo, € possibile spostare ciascuno dei nodi dallo chassis guasto al
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nuovo chassis, uno alla volta? Tenere presente che questo processo potrebbe richiedere tempo.
* |l cluster di storage puo rimanere online quando si rimuovono i nodi che fanno parte dello chassis guasto?
* Le macchine virtuali (VM) e il cluster ESXi sono in grado di gestire il carico di lavoro quando si rimuovono i
nodi di calcolo che fanno parte dello chassis guasto?

Opzioni di sostituzione

Scegliere una delle seguenti opzioni: Sostituire lo chassis quando e disponibile ulteriore spazio inutilizzato nel
rack Sostituire lo chassis quando non & disponibile spazio aggiuntivo inutilizzato nel rack

Sostituire lo chassis quando & disponibile ulteriore spazio inutilizzato nel rack

Se il rack dispone di spazio aggiuntivo, & possibile installare il nuovo chassis e spostare i nodi uno alla volta
nel nuovo chassis. Se uno degli chassis installati dispone di slot di nodo inutilizzati, € possibile spostare i nodi
dallo chassis guasto agli slot inutilizzati uno alla volta, quindi rimuovere lo chassis guasto. Prima di eseguire la
procedura, assicurarsi che le lunghezze dei cavi siano sufficienti e che le porte dello switch siano disponibili.

| passaggi per lo spostamento dei nodi di calcolo sono diversi dai passaggi per lo spostamento

@ dei nodi di storage. Prima di spostarli, assicurarsi che i nodi siano chiusi correttamente. Dopo
aver spostato tutti i nodi dallo chassis guasto, rimuovere lo chassis dal rack e restituirlo a
NetApp.

Installare il nuovo telaio
E possibile installare il nuovo chassis nello spazio rack disponibile e spostare i nodi in esso.

Di cosa hai bisogno
+ Si dispone di un braccialetto per le scariche elettrostatiche (ESD) o di un’altra protezione antistatica.

 Si dispone del telaio sostitutivo.
« Si dispone di un ascensore o di due o piu persone per eseguire le fasi.

* Hai un cacciavite Phillips n. 1.
Fasi
1. Protezione antistatica.

2. Disimballare lo chassis sostitutivo. Conservare la confezione per quando si restituisce lo chassis guasto a
NetApp.

3. Inserire le guide spedite insieme al telaio.

4. Far scorrere lo chassis sostitutivo nel rack.
Durante l'installazione del telaio, utilizzare sempre personale sufficiente o un sollevatore.

5. Fissare lo chassis al rack con le viti a testa zigrinata per il montaggio anteriore e serrare le viti con il
cacciavite.

Spostare un nodo di calcolo

Prima di spostare un nodo di calcolo sul nuovo chassis 0 su uno chassis esistente che dispone di slot
aggiuntivi inutilizzati, &€ necessario migrare le macchine virtuali (VM), arrestare correttamente il nodo ed
etichettare i cavi inseriti nel nodo.
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@ Assicurarsi di disporre di una protezione antistatica quando si sposta il nodo.

Fasi

1.
2.

Prendere nota del numero di serie del nodo riportato sull’adesivo sul retro del nodo.

In VMware vSphere Web Client, selezionare host e cluster, selezionare un nodo (host), quindi selezionare
Monitor > hardware Status > Sensors.

3. Nella sezione Sensori, cercare il numero di serie annotato dall’adesivo sul retro del nodo.

10.
1.

. Una volta trovato il numero di serie corrispondente, migrare le macchine virtuali su un altro host

disponibile.

@ Consultare la documentazione VMware per le fasi della migrazione.

. Fare clic con il pulsante destro del mouse sul nodo e selezionare alimentazione > Arresta il sistema. A

questo punto, & possibile rimuovere fisicamente il nodo dallo chassis.

. Etichettare il nodo e tutti i cavi sul retro del nodo.

. Rimuovere il nodo dal telaio tirando verso il basso la maniglia della camma sul lato destro di ciascun nodo

ed estraendolo con entrambe le maniglie della camma.

. Reinstallare il nodo nel nuovo chassis spingendo il nodo fino a quando non si sente uno scatto. Le

etichette collegate al nodo prima della rimozione sono la guida per I'utente. Il nodo si accende
automaticamente quando viene installato correttamente.

@ Assicurarsi di supportare il nodo da sotto quando lo si installa. Non esercitare una forza
eccessiva mentre si spinge il nodo nel telaio.

@ Se si esegue l'installazione nel nuovo chassis, assicurarsi di installare il nodo nello slot
originale dello chassis.

. Ricollegare i cavi alle stesse porte sul retro del nodo. Le etichette presenti sui cavi quando sono stati

scollegati sono di aiuto.

@ Assicurarsi di non forzare i cavi nelle porte per evitare di danneggiare i cavi, le porte o
entrambi.

Verificare che il nodo di calcolo (host) sia elencato nel cluster ESXi in VMware vSphere Web Client.

Eseguire questi passaggi per tutti i nodi di calcolo nello chassis guasto.

Spostare un nodo di storage

Prima di spostare i nodi di storage nel nuovo chassis, & necessario rimuovere i dischi, arrestare correttamente
i nodi ed etichettare tutti i componenti.

Fasi

1.

Identificare il nodo che si intende rimuovere come segue:
a. Annotare il numero di serie del nodo dall’etichetta sul retro del nodo.
b. Nel client Web VMware vSphere, selezionare Gestione NetApp Element e copiare l'indirizzo IP MVIP.

c¢. Utilizzare I'indirizzo IP MVIP in un browser Web per accedere all’interfaccia utente del software NetApp
Element con il nome utente e la password configurati nel motore di implementazione NetApp.
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d. Selezionare Cluster > Nodes (cluster > nodi).
e. Abbinare il numero di serie annotato con il numero di serie (codice di matricola) elencato.

f. Annotare I'ID del nodo.

- Dopo aver identificato il nodo, spostare le sessioni iISCSI dal nodo utilizzando la seguente chiamata API:

wget —--no-check-certificate -g --user=<USER> --password=<PASS> -0 - —--post
-data '{ "method":"MovePrimariesAwayFromNode", "params":{"nodeID":<NODEID>} }'
https://<MVIP>/json-rpc/8.0 MVIP & I'indirizzo IP MVIP, NODEID ¢ I'ID del nodo, TUTENTE ¢ il
nome utente configurato nel motore di distribuzione NetApp quando si imposta NetApp HCl e PASS ¢ la
password configurata nel motore di distribuzione NetApp quando si imposta NetApp HCI.

Selezionare Cluster > Drives per rimuovere i dischi associati al nodo.

@ Prima di rimuovere il nodo, attendere che le unita rimosse vengano visualizzate come
disponibili.

. Selezionare Cluster > Nodes > Actions > Remove (cluster > nodi > azioni > Rimuovi) per rimuovere il

nodo.

Utilizzare la seguente chiamata API per arrestare il nodo:

wget —--no-check-certificate -g --user=<USER> --password=<PASS> -0 - —--post
-data '{ "method":"Shutdown", "params":{"option":"halt", "nodes":[ <NODEID>]}
}' https://<MVIP>/json-rpc/8.0 MVIP & l'indirizzo IP MVIP, NODEID ¢ I'ID nodo, LUTENTE ¢ il
nome utente configurato nel motore di distribuzione NetApp quando si imposta NetApp HCl e PASS ¢ la
password configurata nel motore di distribuzione NetApp quando si imposta NetApp HCI. Una volta spento
il nodo, € possibile rimuoverlo fisicamente dallo chassis.

Rimuovere le unita dal nodo nello chassis come indicato di seguito:
a. Rimuovere il pannello.
b. Etichettare i dischi.
c. Aprire la maniglia della camma ed estrarre con cautela ciascuna unita con entrambe le mani.
d. Posizionare i dischi su una superficie piana antistatica.
Rimuovere il nodo dal telaio come indicato di seguito:
a. Etichettare il nodo e i cavi ad esso collegati.

b. Tirare verso il basso la maniglia della camma sul lato destro di ciascun nodo ed estrarre il nodo
utilizzando entrambe le maniglie della camma.

Reinstallare il nodo nello chassis spingendo il nodo fino a quando non si sente uno scatto. Le etichette
collegate al nodo prima della rimozione sono la guida per l'utente.

@ Assicurarsi di supportare il nodo da sotto quando lo si installa. Non esercitare una forza
eccessiva mentre si spinge il nodo nel telaio.

@ Se si esegue l'installazione nel nuovo chassis, assicurarsi di installare il nodo nello slot
originale dello chassis.

. Installare i dischi nei rispettivi slot nel nodo premendo la maniglia della camma su ciascun disco fino a

guando non scatta in posizione.

Ricollegare i cavi alle stesse porte sul retro del nodo. Le etichette applicate ai cavi quando vengono
scollegati saranno di aiuto.
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@ Assicurarsi di non forzare i cavi nelle porte per evitare di danneggiare i cavi, le porte o
entrambi.

11. Una volta acceso il nodo, aggiungerlo al cluster.

@ Potrebbero essere necessari fino a 15 minuti per I'aggiunta e la visualizzazione del nodo in
nodi > attivo.

12. Aggiungere i dischi.

13. Eseguire questa procedura per tutti i nodi di storage nello chassis.

Sostituire lo chassis quando non é disponibile spazio aggiuntivo inutilizzato nel
rack

Se il rack non dispone di spazio aggiuntivo e se nessuno degli chassis dell'implementazione dispone di slot di
nodo inutilizzati, & necessario determinare quali elementi possono rimanere in linea, se necessario, prima di
eseqguire la procedura di sostituzione.

A proposito di questa attivita
Prima di sostituire lo chassis, tenere in considerazione i seguenti punti:

* Il cluster di storage puo rimanere online senza i nodi di storage nello chassis guasto? Se la risposta € no, &
necessario arrestare tutti i nodi (sia di calcolo che di storage) nellimplementazione di NetApp HCI. Se la
risposta & si, & possibile arrestare solo i nodi di storage nello chassis guasto.

* Le macchine virtuali e il cluster ESXi possono rimanere online senza i nodi di calcolo nello chassis guasto?
Se la risposta € no, € necessario arrestare o migrare le macchine virtuali appropriate per poter arrestare i
nodi di calcolo nello chassis guasto. Se la risposta € si, € possibile arrestare solo i nodi di calcolo nello
chassis guasto.

Chiudere un nodo di calcolo

Prima di spostare il nodo di calcolo nel nuovo chassis, € necessario migrare le macchine virtuali, spegnerle
correttamente ed etichettare i cavi inseriti nel nodo.

Fasi
1. Prendere nota del numero di serie del nodo riportato sull’adesivo sul retro del nodo.

2. In VMware vSphere Web Client, selezionare host e cluster, selezionare un nodo (host), quindi selezionare
Monitor > hardware Status > Sensors.

3. Nella sezione Sensori, cercare il numero di serie annotato dall’adesivo sul retro del nodo.

4. Una volta trovato il numero di serie corrispondente, migrare le macchine virtuali su un altro host
disponibile.

@ Consultare la documentazione VMware per le fasi della migrazione.

5. Fare clic con il pulsante destro del mouse sul nodo e selezionare alimentazione > Arresta il sistema. A
questo punto, € possibile rimuovere fisicamente il nodo dallo chassis.
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Chiudere un nodo di storage

Vedere i passi qui.

Rimuovere il nodo

Rimuovere con attenzione il nodo dallo chassis ed etichettare tutti i componenti. | passaggi per rimuovere
fisicamente il nodo sono gli stessi per i nodi di storage e di calcolo. Per un nodo di storage, rimuovere 'unita
prima di rimuovere il nodo.

Fasi

1. Per un nodo di storage, rimuovere le unita dal nodo nello chassis come segue:
a. Rimuovere il pannello.
b. Etichettare i dischi.
c. Aprire la maniglia della camma ed estrarre con cautela ciascuna unita con entrambe le mani.
d. Posizionare i dischi su una superficie piana antistatica.

2. Rimuovere il nodo dal telaio come indicato di seguito:
a. Etichettare il nodo e i cavi ad esso collegati.

b. Tirare verso il basso la maniglia della camma sul lato destro di ciascun nodo ed estrarre il nodo
utilizzando entrambe le maniglie della camma.

3. Eseguire questa procedura per tutti i nodi che si desidera rimuovere. A questo punto, € possibile rimuovere
lo chassis guasto.

Sostituire il telaio
Se il rack non dispone di spazio aggiuntivo, disinstallare lo chassis guasto e sostituirlo con il nuovo chassis.
Fasi

1. Protezione antistatica.

2. Disimballare lo chassis sostitutivo e conservarlo su una superficie piana. Conservare la confezione per
quando si restituisce 'unita guasta a NetApp.

3. Rimuovere lo chassis guasto dal rack e posizionarlo su una superficie piana.
@ Utilizzare una manodopera o un sollevatore sufficienti durante lo spostamento di un telaio.

Rimuovere le guide.
Installare le nuove guide fornite con il telaio sostitutivo.

Far scorrere lo chassis sostitutivo nel rack.

N o o &

Fissare lo chassis al rack con le viti a testa zigrinata per il montaggio anteriore e serrare le viti con il
cacciavite.

8. Installare i nodi nel nuovo chassis come segue:

a. Reinstallare il nodo nello slot originale dello chassis spingendo il nodo fino a udire uno scatto. Le
etichette che hai collegato al nodo prima della rimozione lo aiutano a guidare l'utente.

@ Assicurarsi di supportare il nodo da sotto quando lo si installa. Non esercitare una forza
eccessiva mentre si spinge il nodo nel telaio.
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b. Perinodi di storage, installare i dischi nei rispettivi slot nel nodo premendo la maniglia CAM su ciascun
disco fino a quando non scatta in posizione.

c. Ricollegare i cavi alle stesse porte sul retro del nodo. Le etichette applicate ai cavi quando vengono
scollegati sono di ausilio.

@ Assicurarsi di non forzare i cavi nelle porte per evitare di danneggiare i cavi, le porte o
entrambi.

9. Assicurarsi che i nodi siano online come segue:

Opzione Fasi

Se tutti i nodi (storage e calcolo) sono stati a. In VMware vSphere Web Client, verificare che i

reinstallati nel’implementazione di NetApp HCI nodi di calcolo (host) siano elencati nel cluster
ESXi.

b. Nel plug-in Element per il server vCenter,
verificare che i nodi di storage siano elencati

come attivi.
Se sono stati reinstallati solo i nodi nello chassis a. In VMware vSphere Web Client, verificare che i
guasto nodi di calcolo (host) siano elencati nel cluster
ESXi.

b. Nel plug-in Element per il server vCenter,
selezionare Cluster > Nodes > Pending.

c. Selezionare il nodo e scegliere Aggiungi.

Potrebbero essere necessari fino

@ a 15 minuti per 'aggiunta e la
visualizzazione del nodo in nodi

> attivo.

d. Selezionare Drives (unita).

e. Dall’elenco Available (disponibili), aggiungere le
unita.

f. Eseguire questa procedura per tutti i nodi di
storage reinstallati.

10. Verificare che i volumi e gli archivi dati siano disponibili e accessibili.

Trova ulteriori informazioni

+ "Pagina delle risorse NetApp HCI"

» "Centro di documentazione software SolidFire ed Element"
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Sostituire le unita di alimentazione CC nei nodi H615C e
H610S

| nodi H615C e H610S supportano due alimentatori da —48 V a —60 V CC. Queste unita
sono disponibili come add-on opzionali quando si ordinano nodi H615C o H610S. E
possibile utilizzare queste istruzioni per rimuovere le unita di alimentazione CA nello
chassis e sostituirle con unita di alimentazione CC oppure per sostituire un’unita di
alimentazione CC difettosa con una nuova.

Di cosa hai bisogno
» Se si sostituisce un alimentatore CC difettoso, & stata fornita un’unita di alimentazione CC sostitutiva.

+ Se si stanno sostituendo le unita di alimentazione CA dello chassis con unita CC, si & preso in
considerazione il downtime per la procedura.

« Si dispone di un braccialetto per le scariche elettrostatiche (ESD) o si sono prese altre precauzioni
antistatiche.

« Hai garantito che i requisiti di alimentazione siano soddisfatti:
o Tensione di alimentazione: —(48-60) V CC
o Consumo di corrente: 37 a (massimo)
o Requisiti per l'interruttore: Interruttore da 40 A.
* Hai garantito che i materiali nel tuo ambiente siano conformi alle specifiche RoHS.
* Hai garantito che i requisiti dei cavi siano soddisfatti:
> Un cavo nero UL 10 AWG, massimo 2 m (intrecciato) [-(48-60) V CC]
> Un cavo rosso UL 10 AWG, massimo 2 m (intrecciato) [ritorno V CC]
> Un cavo UL 10 AWG, massimo 2 m verde/giallo, verde con striscia gialla, trefolo (messa a terra di

sicurezza)

A proposito di questa attivita
La procedura si applica ai seguenti modelli di nodi:

» Uno chassis di calcolo H615C per unita rack (1U)
* Chassis storage 1U H610S

Nel caso di H615C e H610S, i termini "nodo" e "chassis" sono utilizzati in modo
@ intercambiabile perché nodo e chassis non sono componenti separati, a differenza del caso
di chassis 2U a quattro nodi.

@ Non & possibile combinare unita di alimentazione CA e CC nell'installazione.

Fasi

1. Spegnere le unita di alimentazione e scollegare i cavi di alimentazione. Se si sostituisce un alimentatore
CC difettoso, spegnere la fonte di alimentazione e rimuovere tutti i cavi inseriti nel connettore blu.

2. Sollevare la maniglia della camma e premere il fermo blu per estrarre I'alimentatore.
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@ Lillustrazione & un esempio. La posizione dell’alimentatore nello chassis e il colore del
pulsante di rilascio variano a seconda del tipo di chassis in uso.

@ Assicurarsi di utilizzare entrambe le mani per sostenere il peso dell’alimentatore.

3. Allineare con entrambe le mani i bordi dell’alimentatore con I'apertura del telaio, spingere delicatamente
l'unita nel telaio utilizzando la maniglia della camma fino a bloccarla in posizione e riportare la maniglia
della camma in posizione verticale.

4. Collegare le unita di alimentazione CC. Assicurarsi che la fonte di alimentazione sia spenta durante |l
cablaggio dell’alimentatore CC e della fonte di alimentazione.

a. Inserire i cavi nero, rosso e verde/giallo nei connettori blu.

b. Inserire il connettore blu nelle unita di alimentazione CC e nella fonte di alimentazione.

337



5. Accendere le unita di alimentazione CC.

| LED dell'alimentatore sono accesi quando I'alimentatore CC ¢ in linea. Le spie LED verdi
indicano che le unita di alimentazione funzionano correttamente.

6. Restituire I'unita difettosa a NetApp seguendo le istruzioni riportate nella confezione.

Trova ulteriori informazioni

+ "Pagina delle risorse NetApp HCI"

» "Centro di documentazione software SolidFire ed Element”

Sostituire i DIMM nei nodi di calcolo

E possibile sostituire un modulo DIMM (Dual Inline Memory Module) guasto nei nodi di
calcolo NetApp HCI invece di sostituire I'intero nodo.

Di cosa hai bisogno

* Prima di iniziare questa procedura, dovresti aver contattato il supporto NetApp e aver ricevuto una parte di
ricambio. Durante I'installazione della sostituzione verra fornito supporto. Se non € gia stato fatto,
contattare "Supporto".

* Hai pianificato il downtime del sistema, perché devi spegnere o spegnere e riaccendere il nodo e avviare il
nodo in NetApp Safe Mode per accedere all'interfaccia utente del terminale (TUI).

A proposito di questa attivita
Questa procedura si applica ai seguenti modelli di nodi di calcolo:

* Nodi H410C. Un nodo H410C viene inserito in uno chassis NetApp HCI 2U.
* Nodo H610C. Nel telaio & integrato un nodo H610C.
* Nodo H615C. Nel telaio € integrato un nodo H615C.

@ | nodi H410C e H615C includono DIMM di diversi vendor. Assicurarsi di non combinare
DIMM di vendor diversi in un unico chassis.
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@ | termini "chassis" e "nodo" sono utilizzati in modo intercambiabile nel caso di H610C e
H615C, perché il nodo e lo chassis non sono componenti separati.

Di seguito sono riportati i passaggi necessari per sostituire i DIMM nei nodi di calcolo:

* Preparare la sostituzione del DIMM

» Sostituire il modulo DIMM dal telaio

Preparare la sostituzione del DIMM

Quando si verificano problemi con il DIMM, VMware ESXi visualizza avvisi, quali Memory Configuration
Error, Memory Uncorrectable ECC,Memory Transition to Critical e Memory Critical
Overtemperature. Anche se gli avvisi scompaiono dopo qualche istante, il problema hardware potrebbe
persistere. Eseguire la diagnosi e risolvere il problema del DIMM guasto. E possibile ottenere informazioni sul
DIMM guasto da vCenter Server. Se sono necessarie ulteriori informazioni rispetto a quelle disponibili da
vCenter Server, & necessario eseguire il check dell’hardware nell'interfaccia telefonica utente (TUI).

Fasi
1. Accedere al nodo accedendo a vCenter Server.

2. Fare clic con il pulsante destro del mouse sul nodo che segnala 'errore e selezionare I'opzione per
impostare il nodo in modalita di manutenzione.

3. Migrare le macchine virtuali (VM) su un altro host disponibile.
@ Consultare la documentazione VMware per le fasi della migrazione.
4. Spegnere il nodo di calcolo.

Se si dispone delle informazioni relative al modulo DIMM da sostituire e non € necessario
accedere all'interfaccia telefonica utente, & possibile ignorare i passi seguenti in questa
sezione.

5. Collegare una tastiera, un video e un mouse (KVM) al retro del nodo che ha riportato I'errore.

6. Premere il pulsante di accensione sulla parte anteriore del nodo. L'avvio del nodo richiede circa sei minuti.
Viene visualizzato un menu di avvio.

7. ldentificare lo slot che ha registrato I'errore come segue:
a. Per H615C, procedere come indicato di seguito:
i. Accedere all'interfaccia utente di BMC.
i. Selezionare Log & Report > IPMI Event Log.

ii. Nel registro eventi, individuare I'errore di memoria e identificare lo slot in cui viene registrato
l'errore.

O -

8. Perinodi H410C e H615C, eseguire la procedura per identificare il codice prodotto del produttore del
DIMM.

Memory Error § Memory £ Uncorrectable ECC(CPU0_C0) - Asserted
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I nodi H410C e H615C includono DIMM di diversi produttori. Non utilizzare tipi di DIMM
diversi nello stesso chassis. Identificare il produttore del modulo DIMM guasto e ordinare un
modulo sostitutivo dello stesso tipo.

a. Accedere a BMC per avviare la console sul nodo.

b. Premere F2 sulla tastiera per accedere al menu Customize System/View Logs (Personalizza
sistema/Visualizza registri).

c. Inserire la password quando richiesto.

@ La password deve corrispondere a quella configurata nel motore di implementazione
NetApp al momento della configurazione di NetApp HCI.

Authentication Required

tnter an authorized login name and passuord for
1_|'I1_'¢.'f1-'.-l 4|E 5 e

Conf igured Keyboard (US Default)
in Name: [ root

{Enter> UK <Esc> Cancel

a. Dal menu System Customization (Personalizzazione sistema), premere la freccia verso il basso per
passare a Troubleshooting Options (Opzioni di risoluzione dei problemi), quindi premere Invio.



System Customization

Conf igure Passuord
Conf igure Lockdoun Mode

Conf igure Management Network
Restart Management Network

Test Management Network
Network Restore Options

cmri poanrc

Troubleshoot ing Opt ions
View System Logs

View Support Information
Reset System Conf iguration

b. Dal menu Troubleshooting Mode Options (Opzioni modalita di risoluzione dei problemi), utilizzare la
freccia su o giu per attivare la shell ESXi e SSH, che sono disabilitati per impostazione predefinita.

c. Premere due volte il tasto <Esc> per uscire dalle opzioni di risoluzione dei problemi.

d. Eseguire il smbiosDump comando utilizzando una delle seguenti opzioni:
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Opzione Fasi

Opzione A. i. Connettersi all’lhost ESXi (nodo di calcolo)
utilizzando I'indirizzo IP dell’host e le
credenziali root definite.

i. Eseguire il smbiosDump comando. Vedere il
seguente esempio di output:

‘Memory Device:#30

Location: "P1-DIMMAL"

Bank: "PO Node(O ChannelO DimmQO"
Manufacturer:"Samsung"

Serial: "38EB8380"

Asset Tag: "P1-DIMMAl AssetTag
(date:18/15)"

Part Number: "M393A4K40CB2-CTD"
Memory Array: #29

Form Factor: 0x09 (DIMM)

Type: Oxla (DDR4)

Type Detail: 0x0080
(Synchronous)

Data Width: 64 bits (+8 ECC
bits)

Size: 32 GB®

Opzione B i. Premere Alt + F1 per inserire la shell e
accedere al nodo per eseguire il comando.

9. Contatta il supporto NetApp per ricevere assistenza sui passi successivi. Il supporto NetApp richiede le
seguenti informazioni per elaborare la sostituzione di una parte:

o Numero di serie del nodo
o Nome del cluster

o Registro eventi di sistema dall’'interfaccia utente di BMC (registri e rapporti > Registro eventi IPMI>
Scarica registri eventi)

° Qutput dal smbiosDump comando

Sostituire il modulo DIMM dal telaio

Prima di rimuovere e sostituire fisicamente il modulo DIMM difettoso nello chassis, assicurarsi di aver eseguito
tutte le "fasi preparatorie"operazioni di .

@ | DIMM devono essere sostituiti negli stessi slot da cui sono stati rimossi.
Fasi

1. Spegnere lo chassis o il nodo.

342



@ Per uno chassis H610C o H615C, spegnere lo chassis. Per i nodi H410C in uno chassis 2U
a quattro nodi, spegnere solo il nodo con il DIMM guasto.

2. Rimuovere i cavi di alimentazione e di rete, estrarre con cautela il nodo o lo chassis dal rack e posizionarlo
su una superficie piana e antistatica.

Prendere in considerazione I'utilizzo di fascette per cavi.

3. Applicare una protezione antistatica prima di aprire il coperchio dello chassis per sostituire il DIMM.

4. Eseguire i passaggi relativi al modello di nodo:
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Modello di nodo Fasi

H410C

a. Individuare il DIMM guasto facendo
corrispondere il numero/ID dello slot annotato in
precedenza con la numerazione sulla scheda
madre. Di seguito sono riportate immagini di
esempio che mostrano i numeri degli slot DIMM
sulla scheda madre:

b. Spingere i due fermi verso I'esterno ed estrarre
con cautela il modulo DIMM. Ecco un’immagine
di esempio che mostra i fermi di fissaggio:

-

[

E,
=
-~
-
-
-
%
“4

c. Installare correttamente il modulo DIMM
sostitutivo. Quando si inserisce correttamente |l
DIMM nello slot, i due fermi si bloccano in
posizione.

Assicurarsi di toccare solo le
estremita posteriori del DIMM. Se

@ si premono altre parti del DIMM,
I'hardware potrebbe
danneggiarsi.

345
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Modello di nodo
H610C

Fasi

a. Sollevare il coperchio come mostrato
nellimmagine seguente:

b. Allentare le quattro viti di bloccaggio blu sul

retro del nodo. Di seguito & riportato un esempio
di immagine che mostra la posizione delle due
viti di bloccaggio; le altre due si trovano sull’altro
lato del nodo:

. Rimuovere entrambi gli spazi vuoti della scheda

PCI.

. Rimuovere la GPU e il coperchio del flusso

d’aria.

. Individuare il DIMM guasto facendo

corrispondere il numero/ID dello slot annotato in
precedenza con la numerazione sulla scheda
madre. Di seguito & riportato un esempio di
immagine che mostra la posizione dei numeri
degli slot DIMM sulla scheda madre:



Modello di nodo Fasi

H615C a. Sollevare il coperchio come mostrato
nellimmagine seguente:

b. Rimuovere la GPU (se nel nodo H615C &
installata la GPU) e il coperchio del flusso
d’aria.

¢. Individuare il DIMM guasto facendo
corrispondere il numero/ID dello slot annotato in
precedenza con la numerazione sulla scheda
madre. Di seguito & riportato un esempio di
immagine che mostra la posizione dei numeri
degli slot DIMM sulla scheda madre:

d. Spingere i due fermi verso I'esterno ed estrarre
con cautela il modulo DIMM.

e. Installare correttamente il modulo DIMM
sostitutivo. Quando si inserisce correttamente il
DIMM nello slot, i due fermi si bloccano in
posizione.

Assicurarsi di toccare solo le
estremita posteriori del DIMM. Se

@ si premono altre parti del DIMM,
I’lhardware potrebbe
danneggiarsi.

Riposizionare il coperchio del flusso d’aria. 347



5. Inserire i cavi di alimentazione e di rete. Assicurarsi che tutti i LED delle porte si accendano.

6. Premere il pulsante di accensione nella parte anteriore aglmﬂgé}tg?eqpec%@'%wg%@rgag!aticamente

quando viene installato.
h. Installare lo chassis H610C nel rack,

7. Una volta visualizzato il nodo in vSphere, fare clic con il pulsante des5k9; %ﬁb@ggﬁg%ﬁ\&g\% gjussitpdalla

modalita di manutenzione. in posizione.
8. Verificare le informazioni sul’hardware come indicato di seguito:
a. Accedere all'interfaccia utente del BMC (Baseboard Management Controller).

b. Selezionare sistema > informazioni hardware e controllare i DIMM elencati.

Cosa succedera

Una volta ripristinato il normale funzionamento del nodo, in vCenter, selezionare la scheda Summary
(Riepilogo) per verificare che la capacita di memoria sia quella prevista.

@ Se il DIMM non ¢ installato correttamente, il nodo funziona normalmente ma con una capacita di
memoria inferiore al previsto.

Dopo la procedura di sostituzione del modulo DIMM, & possibile eliminare gli avvisi e gli errori

nella scheda hardware Status (Stato hardware) di vCenter. E possibile eseguire questa
operazione se si desidera cancellare la cronologia degli errori relativi al’hardware sostituito.
"Scopri di piu".

Trova ulteriori informazioni

+ "Pagina delle risorse NetApp HCI"

» "Centro di documentazione software SolidFire ed Element"

Sostituire le unita per i nodi di storage

Se un disco ¢ difettoso o se il livello di usura del disco scende al di sotto di una soglia,
sostituirlo. Gli allarmi nell’interfaccia utente del software Element e nel client Web
VMware vSphere avvisano I'utente quando un disco si guasta o sta per guastarsi. E
possibile sostituire a caldo un disco guasto.

A proposito di questa attivita

Questa procedura serve per sostituire i dischi nei nodi di storage H410S e H610S. La rimozione di un disco
porta il disco offline. Tutti i dati presenti sul disco vengono rimossi e migrati su altri dischi del cluster. La
migrazione dei dati ad altri dischi attivi nel sistema puo richiedere da alcuni minuti a un’ora, a seconda
dell'utilizzo della capacita e dell’i/o attivo nel cluster.

Best practice per la gestione dei dischi
Attenersi alle seguenti Best practice per la gestione dei dischi:

» Tenere I'unita nella busta ESD fino a quando non si € pronti per I'installazione.
* Aprire il sacchetto ESD manualmente o tagliare la parte superiore con un paio di forbici.

* Indossare sempre un braccialetto antistatico collegato a terra su una superficie non verniciata dello
chassis.
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 Utilizzare sempre entrambe le mani durante la rimozione, l'installazione o il trasporto di un disco.
* Non forzare mai un disco nello chassis.
» Utilizzare sempre imballaggi approvati per la spedizione delle unita.

* Non impilare i dischi I'uno sull’altro.

Best practice per I’aggiunta e la rimozione di dischi
Attenersi alle seguenti Best practice per aggiungere dischi al cluster e rimuovere dischi dal cluster:
» Aggiungi tutti i dischi a blocchi e assicurati che la sincronizzazione dei blocchi sia completa prima di
aggiungere i dischi slice.

* Per il software Element 10.x e versioni successive, aggiungere tutti i dischi a blocchi
contemporaneamente. Assicurarsi di non eseguire questa operazione per piu di tre nodi alla volta.

* Per il software Element 9.x e versioni precedenti, aggiungere tre dischi alla volta per sincronizzarli
completamente prima di aggiungere il gruppo successivo di tre.

* Rimuovere il disco slice e assicurarsi che la sincronizzazione slice sia completa prima di rimuovere i dischi
a blocchi.

» Rimuovere tutti i dischi a blocchi da un singolo nodo alla volta. Assicurarsi che la sincronizzazione di tutti i
blocchi sia completa prima di passare al nodo successivo.

Fasi

1. Rimuovere I'unita dal cluster utilizzando I'interfaccia utente del software NetApp Element o il punto di
estensione della gestione NetApp Element nel plug-in Element per il server vCenter.

Opzione Fasi

Utilizzo dell’interfaccia utente di Element a. Dall'interfaccia utente di Element, selezionare
Cluster > Drives.

b. Selezionare Failed per visualizzare I'elenco dei
dischi guasti.

c. Annotare il numero di slot del disco guasto.
Queste informazioni sono necessarie per
individuare il disco guasto nello chassis.

d. Selezionare azioni per I'unita che si desidera
rimuovere.

e. Selezionare Rimuovi.

E ora possibile rimuovere fisicamente il disco dallo
chassis.
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Opzione

Utilizzo del plug-in Element per I'interfaccia utente
del server vCenter

2. Sostituire I'unita dal telaio:

350

Fasi

a.

Dal punto di estensione della gestione NetApp
Element del client Web vSphere, selezionare
Gestione NetApp Element > cluster.

Se vengono aggiunti due o piu cluster,
assicurarsi che il cluster che si intende utilizzare
per l'attivita sia selezionato nella barra di
navigazione.

Selezionare All dall’elenco a discesa per
visualizzare I'elenco completo dei dischi.

Selezionare la casella di controllo per ciascun
disco che si desidera rimuovere.

Selezionare Rimuovi unita.

Confermare l'azione.

Se la capacita non & sufficiente
per rimuovere i dischi attivi prima
di rimuovere un nodo, viene
visualizzato un messaggio di

@ errore quando si conferma la
rimozione del disco. Dopo aver
risolto I'errore, & possibile
rimuovere fisicamente il disco dal
telaio.

a. Disimballare I'unita sostitutiva e posizionarla su una superficie piana e priva di scariche elettrostatiche
vicino al rack. Conservare il materiale di imballaggio per quando si restituisce il disco guasto a NetApp.
Di seguito € riportato il punto di vista frontale dei nodi di storage H610S e H410S con i dischi:

H6105 storage node

H4105 storage nodes in a four-node chassis
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b. Eseguire le operazioni in base al modello di nodo:



Modello di nodo
H410S

Fasi

Vi.

Vil.

Viii.

Identificare il nodo facendo corrispondere il
numero di serie (codice di matricola) con il
numero annotato dall’interfaccia utente
dell’elemento. Il numero di serie ¢ riportato su
un adesivo sul retro di ciascun nodo. Dopo
aver identificato il nodo, & possibile utilizzare
le informazioni dello slot per identificare lo slot
in cui si trova il disco guasto. Le unita sono
disposte in ordine alfabetico dallaAalla D e
dalla 0 alla 5.

. Rimuovere il pannello.

Premere il pulsante di rilascio sul disco
guasto:

Release button

Quando si preme il pulsante di rilascio, la
maniglia della camma sulle molle dell’'unita si
apre parzialmente e 'unita si rilascia dalla
scheda intermedia.

. Aprire la maniglia della camma ed estrarre

con cautela I'unita con entrambe le mani.

. Posizionare I'unita su una superficie piana

antistatica.

Inserire I'unita sostitutiva nello slot
completamente nello chassis con entrambe le
mani.

Premere la maniglia della camma fino a farla
scattare in posizione.

Reinstallare il pannello.

. Informare il supporto NetApp in merito alla

sostituzione del disco. Il supporto NetApp
fornira istruzioni per la restituzione del disco
guasto.
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Modello di nodo
H610S

Fasi

i. Far corrispondere il numero di slot del disco

guasto dell’'interfaccia utente Element con il
numero sullo chassis. Il LED sul disco guasto
€ acceso in ambra.

. Rimuovere il pannello.

Premere il pulsante di rilascio e rimuovere |l
disco guasto come mostrato nell’illustrazione
seguente:

Assicurarsi che la maniglia del
CD vassoio sia completamente

aperta prima di provare a far

scorrere |'unita fuori dal telaio.

iv. Estrarre l'unita e posizionarla su una

VI.

Vil.

superficie piana e priva di elettricita statica.

Premere il pulsante di rilascio sull’'unita
sostitutiva prima di inserirla
nell’alloggiamento. Le molle della maniglia del
vassoio dell’unita si aprono.

Inserire I'unita sostitutiva senza esercitare una
forza eccessiva. Quando l'unita & inserita
completamente, si sente uno scatto.

Chiudere con cautela la maniglia del vassoio
dell’unita.

Reinstallare il pannello.

Informare il supporto NetApp in merito alla



3. Aggiungere nuovamente il disco al cluster utilizzando I'intlrfaccia utente Element o il punto di estensione di

gestione NetApp Element nel plug-in Element per il server vCenter. )
sostituzione del disco. Il supporto NetApp

. . . fornira istlanioni per la restituzione del disco
Quando si installa un nuovo disco in un nodo es , Il disco viene automaticamente

registrato come Available nell'interfaccia utente Element. E necessario aggiungere l'unita al
cluster prima che possa partecipare al cluster.

Opzione Fasi

Utilizzo dell’interfaccia utente di Element a. Dall'interfaccia utente di Element, selezionare
Cluster > Drives.

b. Selezionare Available per visualizzare I'elenco
dei dischi disponibili.

c. Selezionare I'icona Actions (azioni) per l'unita
che si desidera aggiungere e selezionare Add

(Aggiungi).

Utilizzo del plug-in Element per l'interfaccia utente a. Dal punto di estensione della gestione NetApp
del server vCenter Element del client Web vSphere, selezionare
Gestione NetApp Element > cluster > unita.

b. Dall’elenco a discesa Available (disponibile),
selezionare I'unita e scegliere Add (Aggiungi).

c. Confermare I'azione.

Trova ulteriori informazioni

+ "Pagina delle risorse NetApp HCI"

» "Centro di documentazione software SolidFire ed Element"

Sostituire i nodi H410C

E necessario sostituire un nodo di calcolo in caso di guasto della CPU, altri problemi della
scheda madre o in caso di mancata accensione. Le istruzioni si applicano ai nodi H410C.
Se si dispone di un nodo di calcolo H410C che esegue il sistema operativo Bootstrap
NetApp HCI versione 1.6P1 o successiva, non € necessario sostituire il nodo in caso di
guasto del DIMM di memoria; & necessario sostituire solo il DIMM guasto. Se i DIMM nel
nodo non presentano guasti, & possibile utilizzarli nel nodo sostitutivo.

@ Il nodo sostitutivo deve avere la stessa versione del sistema operativo NetApp HCI Bootstrap
degli altri nodi di calcolo nell’installazione di NetApp HCI.

Di cosa hai bisogno
* Hai determinato che il nodo di calcolo deve essere sostituito.

« Si dispone di un nodo di calcolo sostitutivo. Per ordinare un nodo sostitutivo, contattare il supporto NetApp.
Il nodo di calcolo viene spedito con il sistema operativo Bootstrap installato. | nodi vengono spediti dalla
fabbrica con la versione piu recente del sistema operativo Bootstrap. Potrebbe essere necessario eseguire

353


https://www.netapp.com/us/documentation/hci.aspx
http://docs.netapp.com/sfe-122/index.jsp

il processo di ripristino dellimmagine di fabbrica (RTFI) sul nodo nei seguenti scenari:

o L'installazione corrente di NetApp HCI esegue una versione del sistema operativo Bootstrap
precedente alla versione piu recente. In questo caso, il processo RTFI esegue il downgrade del nuovo
nodo alla versione del sistema operativo in esecuzione nell'installazione di NetApp HCI.

o Il nodo sostitutivo fornito esegue una versione del sistema operativo di bootstrap precedente alla
versione piu recente e l'installazione di NetApp HCI in cui viene sostituito il nodo esegue gia la
versione piu recente. In questo caso, il processo RTFI aggiornera la versione del sistema operativo sul
nuovo nodo alla versione piu recente. Vedere "Come utilizzare RTFI con una chiave USB (accesso
richiesto)" e "Come RTFI utilizzando BMC (accesso richiesto)".

« Si dispone di un braccialetto per le scariche elettrostatiche (ESD) o si sono prese altre precauzioni
antistatiche.

 Ciascun cavo collegato al nodo di calcolo € etichettato.

A proposito di questa attivita

Gli allarmi di VMware vSphere Web Client avvisano l'utente in caso di guasto di un nodo. Il numero di serie del
nodo guasto di VMware vSphere Web Client deve corrispondere al numero di serie riportato sull’etichetta sul
retro del nodo.

Quando si sostituisce un nodo di calcolo H410C, considerare quanto segue:
« E possibile combinare il nodo di calcolo H410C con i nodi di calcolo e storage NetApp HCI esistenti nello

stesso chassis e cluster.

* Il nodo di calcolo H410C funziona solo con tensione di linea elevata (200-240 VCA). Quando si
aggiungono nodi H410C a un sistema NetApp HCI esistente, &€ necessario assicurarsi che i requisiti di
alimentazione siano soddisfatti.

Panoramica dei passaggi
Di seguito viene riportata una panoramica generale delle fasi di questa procedura:

* Prepararsi a sostituire il nodo di calcolo

« Sostituire il nodo di calcolo nello chassis

* Rimuovere la risorsa del nodo di calcolo in NetApp HCI 1.7 e versioni successive

» Aggiungere il nodo di calcolo al cluster

* Ridistribuire i nodi di controllo per cluster di storage a due e tre nodi
Di seguito sono riportate alcune attivita aggiuntive che potrebbero essere necessarie se il sistema dispone
delle condizioni specifiche a cui sono applicabili:

* "Rimuovere i nodi di controllo per liberare le risorse di calcolo"

* Modificare la password se si riceve un nodo sostitutivo con una password BMC non standard

» Aggiornare il firmware BMC sul nodo

Prepararsi a sostituire il nodo di calcolo

E necessario migrare le macchine virtuali (VM) ospitate sul nodo in un host disponibile e rimuovere il nodo
guasto dal cluster. Si dovrebbero ottenere dettagli sul nodo guasto, come il numero di serie e le informazioni di
rete.

Fasi
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1. In VMware vSphere Web Client, eseguire la procedura per migrare le macchine virtuali su un altro host

disponibile.

@ Consultare la documentazione VMware per le fasi della migrazione.

2. Esegquire la procedura per rimuovere il nodo dall’inventario. La procedura dipende dalla versione di NetApp

HCI installata:

Numero di versione di NetApp HCI Fasi

NetApp HCI 1.3 e versioni successive a.

Versioni di NetApp HCI precedenti alla 1.3 a.

Sostituire il nodo di calcolo nello chassis

Selezionare il nodo guasto e selezionare
Monitor > hardware Status > Sensors.

Annotare il numero di serie del nodo guasto. In
questo modo, & possibile identificare il nodo
nello chassis facendo corrispondere il numero di
serie riportato sull’etichetta sul retro del nodo
con il numero di serie annotato.

Fare clic con il pulsante destro del mouse sul
nodo guasto e selezionare connessione >
Disconnetti.

Selezionare Si per confermare I'azione.

Fare clic con il pulsante destro del mouse sul
nodo guasto e selezionare Rimuovi
dall’inventario.

Selezionare Si per confermare I'azione.

Fare clic con il pulsante destro del mouse sul
nodo e selezionare Rimuovi dall’inventario.

Selezionare il nodo guasto e selezionare
Monitor > hardware Status > Sensors.

Notare il numero di serie del nodo 0, che ¢ il
numero di serie del nodo guasto. In questo
modo, & possibile identificare il nodo nello
chassis facendo corrispondere il numero di
serie riportato sull’etichetta sul retro del nodo
con il numero di serie annotato.

Con il nodo guasto selezionato, selezionare
Manage > Networking > VMkernel adapter
(Gestisci > rete > adattatori VMkernel) e copiare
i quattro indirizzi IP elencati. E possibile
riutilizzare queste informazioni quando si
eseguono le fasi iniziali della configurazione di
rete in VMware ESXi.

Dopo aver rimosso il nodo guasto dal cluster, € possibile rimuovere il nodo dallo chassis e installare il nodo

sostitutivo.
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@ Assicurarsi di disporre di una protezione antistatica prima di eseguire la procedura riportata di
seqguito.

Fasi
1. Protezione antistatica.

2. Disimballare il nuovo nodo e impostarlo su una superficie piana vicino allo chassis. Conservare il materiale
di imballaggio per quando si restituisce il nodo guasto a NetApp.

3. Etichettare ciascun cavo inserito nella parte posteriore del nodo che si desidera rimuovere. Dopo aver
installato il nuovo nodo, inserire nuovamente i cavi nelle porte originali.

4. Scollegare tutti i cavi dal nodo.
5. Se si desidera riutilizzare i DIMM, rimuoverli.

6. Tirare verso il basso la maniglia della camma sul lato destro del nodo ed estrarre il nodo utilizzando
entrambe le maniglie della camma. La maniglia della camma da tirare verso il basso & dotata di una freccia
che indica la direzione di spostamento. L'altra maniglia CAM non si sposta ed ¢ i per aiutare a estrarre |l
nodo.

@ Supportare il nodo con entrambe le mani quando lo si tira fuori dallo chassis.

7. Posizionare il nodo su una superficie piana. E necessario imballare il nodo e restituirlo a NetApp.
8. Installare il nodo sostitutivo.

9. Spingere il nodo fino a quando non si sente uno scatto.

@ Assicurarsi di non esercitare una forza eccessiva quando si fa scorrere il nodo nel telaio.
@ Assicurarsi che il nodo si accenda. Se non si accende automaticamente, premere il pulsante
di accensione nella parte anteriore del nodo.

10. Se in precedenza sono stati rimossi i DIMM dal nodo guasto, inserirli nel nodo sostitutivo.
@ E necessario sostituire i DIMM negli stessi slot da cui sono stati rimossi nel nodo guasto.

11. Ricollegare i cavi alle porte da cui sono stati precedentemente scollegati. Le etichette applicate ai cavi
quando sono stati scollegati sono di aiuto.

Se le prese d’aria sul retro del telaio sono bloccate da cavi o etichette, possono verificarsi
@ guasti prematuri dei componenti dovuti al surriscaldamento. Non forzare i cavi nelle porte,
poiché si potrebbero danneggiare i cavi, le porte o entrambe.

Assicurarsi che il nodo sostitutivo sia cablato nello stesso modo degli altri nodi nello chassis.

Rimuovere la risorsa del nodo di calcolo in NetApp HCI 1.7 e versioni successive

In NetApp HCI 1.7 e versioni successive, dopo aver sostituito fisicamente il nodo, & necessario rimuovere la
risorsa del nodo di calcolo utilizzando le API del nodo di gestione. Per utilizzare le APl REST, il cluster di
storage deve eseguire il software NetApp Element 11.5 o versione successiva e dovrebbe essere stato
implementato un nodo di gestione con versione 11.5 o successiva.
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Fasi

1. Immettere I'indirizzo IP del nodo di gestione seguito da /mnode:
https://[IP address]/mnode

2. Selezionare autorizzare o qualsiasi icona a forma di lucchetto e immettere le credenziali di amministratore
del cluster per le autorizzazioni per l'utilizzo delle API.

a. Inserire il nome utente e la password del cluster.
b. Selezionare corpo richiesta dall’elenco a discesa tipo se il valore non € gia selezionato.

c. Inserire I'ID client come mnode-client se il valore non € gia stato compilato. Non inserire un valore per il
client secret.

d. Selezionare autorizzare per avviare una sessione.

Se viene visualizzato il Auth Error TypeError: Failed to fetch messaggio di
errore dopo aver tentato di autorizzare, potrebbe essere necessario accettare |l

@ certificato SSL per il MVIP del cluster. Copiare I'indirizzo IP nellURL token, incollarlo in
un’altra scheda del browser e autorizzare di nuovo. Se si tenta di eseguire un comando
dopo la scadenza del token, viene visualizzato un Error: UNAUTHORIZED errore. Se
ricevi questa risposta, autorizzi di nuovo.

Chiudere la finestra di dialogo Available Authorization (autorizzazioni disponibili).
Selezionare GET/Assets.

Selezionare Provalo.

o ok~ w

Selezionare Esegui. Scorrere verso il basso nel corpo della risposta fino alla sezione Compute (calcolo) e
copiare i valori padre e id per il nodo di calcolo guasto.

~N

Selezionare DELETE/assets/{asset_id}/compute-nodes/{compute_id}.
8. Selezionare Provalo. Inserire i valori di origine e id ottenuti al punto 7.

9. Selezionare Esegui.

Aggiungere il nodo di calcolo al cluster

E necessario aggiungere nuovamente il nodo di calcolo al cluster. La procedura varia a seconda della versione
di NetApp HCI in esecuzione.

NetApp HCI 1.6P1 e versioni successive

E possibile utilizzare NetApp Hybrid Cloud Control solo se I'installazione di NetApp HCI viene eseguita sulla
versione 1.6P1 o successiva.

Di cosa hai bisogno

« Assicurarsi che l'istanza di vSphere utilizzata da NetApp HCI disponga di licenze vSphere Enterprise Plus
se si sta espandendo un’implementazione con Virtual Distributed Switch.

 Assicurarsi che nessuna delle istanze vCenter o vSphere in uso con NetApp HCI disponga di licenze
scadute.

* Assicurarsi di disporre di indirizzi IPv4 liberi e inutilizzati sullo stesso segmento di rete dei nodi esistenti
(ciascun nuovo nodo deve essere installato sulla stessa rete dei nodi esistenti del suo tipo).

 Assicurarsi di disporre delle credenziali dell’account amministratore vCenter.

« Assicurarsi che ogni nuovo nodo utilizzi la stessa topologia di rete e lo stesso cablaggio dei cluster di
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calcolo o di storage esistenti.

» "Gestire gli iniziatori e i gruppi di accesso ai volumi" per il nuovo nodo di calcolo.

Fasi
1. Aprire I'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:

https://<ManagementNodeIP>

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

3. Nel riquadro di espansione dell’installazione, selezionare Espandi.

4. Accedere al motore di implementazione NetApp fornendo le credenziali di amministratore del cluster di
storage NetApp HCI locale.

@ Non & possibile accedere utilizzando le credenziali Lightweight Directory Access Protocol.

5. Nella pagina di benvenuto, selezionare Si.

6. Nella pagina End User License (licenza per I'utente finale), eseguire le seguenti operazioni:
a. Leggi il contratto di licenza con 'utente finale di VMware.
b. Se si accettano i termini, selezionare Accetto alla fine del testo del contratto.

7. Selezionare continua.

8. Nella pagina vCenter, attenersi alla seguente procedura:

a. Immettere un indirizzo FQDN o IP e le credenziali di amministratore per l'istanza di vCenter associata
all'installazione di NetApp HCI.

b. Selezionare continua.

c. Selezionare un data center vSphere esistente a cui aggiungere il nuovo nodo di calcolo oppure
selezionare Create New Datacenter (Crea nuovo data center) per aggiungere i nuovi nodi di calcolo a
un nuovo data center.

@ Se si seleziona Create New Datacenter (Crea nuovo data center), il campo Cluster
viene compilato automaticamente.

d. Se ¢ stato selezionato un data center esistente, selezionare un cluster vSphere a cui associare i nuovi
nodi di calcolo.

Se NetApp HCI non riconosce le impostazioni di rete del cluster selezionato, assicurarsi
che il mapping vmkernel e vmnic per le reti di gestione, storage e vMotion sia impostato
sui valori predefiniti di implementazione.

e. Selezionare continua.

9. Nella pagina delle credenziali ESXi, immettere una password radice ESXi per il nodo di calcolo o i nodi che
si desidera aggiungere. Utilizzare |la stessa password creata durante la distribuzione iniziale di NetApp
HCI.

10. Selezionare continua.
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1.

12.

13.
14.

15.

16.
17.

18.

19.

Se & stato creato un nuovo cluster di data center vSphere, nella pagina topologia di rete, selezionare una
topologia di rete che corrisponda ai nuovi nodi di calcolo che si stanno aggiungendo.

@ E possibile selezionare I'opzione a due cavi solo se i nodi di calcolo utilizzano la topologia a
due cavi e 'implementazione NetApp HCI esistente & configurata con ID VLAN.

Nella pagina inventario disponibile, selezionare il nodo che si desidera aggiungere all’'installazione di
NetApp HCI esistente.

Per alcuni nodi di calcolo, potrebbe essere necessario abilitare EVC al livello piu elevato

supportato dalla versione di vCenter prima di poterli aggiungere all’installazione. Utilizzare il
client vSphere per abilitare EVC per questi nodi di calcolo. Una volta attivata, aggiornare la
pagina Inventory e provare ad aggiungere nuovamente i nodi di calcolo.

Selezionare continua.

Facoltativo: Se é stato creato un nuovo cluster di data center vSphere, nella pagina Impostazioni di rete,
importare le informazioni di rete da un’implementazione NetApp HCI esistente selezionando la casella di
controllo Copia impostazione da un cluster esistente. In questo modo vengono inserite le informazioni
predefinite relative al gateway e alla subnet per ciascuna rete.

Nella pagina Network Settings (Impostazioni di rete), alcune informazioni di rete sono state rilevate dalla
distribuzione iniziale. Il nuovo nodo di calcolo € elencato in base al numero di serie e si consiglia di
assegnarvi nuove informazioni di rete. Per il nuovo nodo di calcolo, attenersi alla seguente procedura:

a. Se NetApp HCI ha rilevato un prefisso di denominazione, copiarlo dal campo prefisso di
denominazione rilevato e inserirlo come prefisso per il nuovo nome host univoco aggiunto nel campo
Nome host.

b. Nel campo Management IP Address (Indirizzo IP di gestione), immettere un indirizzo IP di gestione
per il nodo di calcolo all'interno della subnet della rete di gestione.

c. Nel campo vMotion IP Address (Indirizzo IP vMotion), immettere un indirizzo IP vMotion per il nodo di
calcolo che si trova all'interno della subnet di rete vMotion.

d. Nel campo iSCSI A - IP Address (Indirizzo IP iSCSI A), immettere un indirizzo IP per la prima porta
iSCSI del nodo di calcolo che si trova nella subnet di rete iSCSI.

e. Nel campo iSCSI B - IP Address (Indirizzo IP - iSCSI B), immettere un indirizzo IP per la seconda porta
iSCSI del nodo di calcolo che si trova all'interno della subnet di rete iISCSI.

Selezionare continua.

Nella pagina Review della sezione Network Settings (Impostazioni di rete), il nuovo nodo viene visualizzato
in grassetto. Se € necessario apportare modifiche alle informazioni contenute in una qualsiasi sezione,
attenersi alla seguente procedura:

a. Selezionare Modifica per la sezione.
b. Al termine delle modifiche, selezionare continua su tutte le pagine successive per tornare alla pagina
Riepil.

Facoltativo: Se non si desidera inviare statistiche del cluster e informazioni di supporto ai server SolidFire
Active 1Q ospitati da NetApp, deselezionare la casella di controllo finale. In questo modo si disattiva il
monitoraggio diagnostico e dello stato di salute in tempo reale per NetApp HCI. La disattivazione di questa
funzione elimina la possibilita per NetApp di supportare e monitorare in modo proattivo NetApp HCI per
rilevare e risolvere i problemi prima che la produzione venga compromessa.

Selezionare Aggiungi nodi. E possibile monitorare 'avanzamento mentre NetApp HCI aggiunge e
configura le risorse.
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20. Facoltativo: Verificare che il nuovo nodo di calcolo sia visibile in vCenter.

NetApp HC1 1.4 P2,1.4¢e 1.3

Se l'installazione di NetApp HCI esegue la versione 1.4P2, 1.4 0 1.3, € possibile utilizzare il motore di
implementazione NetApp per aggiungere il nodo al cluster.

Di cosa hai bisogno

« Assicurarsi che l'istanza di vSphere utilizzata da NetApp HCI disponga di licenze vSphere Enterprise Plus
se si sta espandendo un’implementazione con Virtual Distributed Switch.

« Assicurarsi che nessuna delle istanze vCenter o vSphere in uso con NetApp HCI disponga di licenze
scadute.

* Assicurarsi di disporre di indirizzi IPv4 liberi e inutilizzati sullo stesso segmento di rete dei nodi esistenti
(ciascun nuovo nodo deve essere installato sulla stessa rete dei nodi esistenti del suo tipo).

« Assicurarsi di disporre delle credenziali dell’account amministratore vCenter.
» Assicurarsi che ogni nuovo nodo utilizzi la stessa topologia di rete e lo stesso cablaggio dei cluster di
calcolo o di storage esistenti.
Fasi

1. Navigare all'indirizzo IP di gestione di uno dei nodi di storage esistenti:
http://<storage node management IP address>/

2. Accedere al motore di implementazione NetApp fornendo le credenziali di amministratore del cluster di
storage NetApp HCI locale.

@ Non & possibile accedere utilizzando le credenziali Lightweight Directory Access Protocol.

3. Selezionare espandere I’'installazione.

4. Nella pagina di benvenuto, selezionare Si.

5. Nella pagina End User License (licenza per I'utente finale), eseguire le seguenti operazioni:
a. Leggi il contratto di licenza con 'utente finale di VMware.
b. Se si accettano i termini, selezionare Accetto alla fine del testo del contratto.

6. Selezionare continua.

7. Nella pagina vCenter, attenersi alla seguente procedura:

a. Immettere un indirizzo FQDN o IP e le credenziali di amministratore per l'istanza di vCenter associata
all'installazione di NetApp HCI.

b. Selezionare continua.
c. Selezionare un data center vSphere esistente al quale aggiungere il nuovo nodo di calcolo.

d. Selezionare un cluster vSphere a cui associare il nuovo nodo di calcolo.

Se si aggiunge un nodo di calcolo con una generazione di CPU diversa dalla

@ generazione di CPU dei nodi di calcolo esistenti e la compatibilita vMotion avanzata
(EVC) é disattivata sull'istanza vCenter di controllo, & necessario attivare EVC prima di
procedere. Cio garantisce la funzionalita vMotion al termine dell’espansione.

e. Selezionare continua.
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http://<storage_node_management_IP_address>/

10.

1.
12.

13.

14.

15.

16.

Nella pagina credenziali ESXi, creare le credenziali di amministratore ESXi per il nodo di calcolo che si
desidera aggiungere. Utilizzare le stesse credenziali master create durante la distribuzione iniziale di
NetApp HCI.

Selezionare continua.

Nella pagina inventario disponibile, selezionare il nodo che si desidera aggiungere all’'installazione di
NetApp HCI esistente.

Per alcuni nodi di calcolo, potrebbe essere necessario abilitare EVC al livello piu elevato
supportato dalla versione di vCenter prima di poterli aggiungere all’'installazione. Utilizzare il
client vSphere per abilitare EVC per questi nodi di calcolo. Una volta attivata, aggiornare la
pagina Inventory e provare ad aggiungere nuovamente i nodi di calcolo.

Selezionare continua.

Nella pagina Impostazioni di rete, attenersi alla seguente procedura:

a. Verificare le informazioni rilevate dall'implementazione iniziale.

b. Ogni nuovo nodo di calcolo viene elencato in base al numero di serie e si devono assegnare nuove
informazioni di rete. Per ogni nuovo nodo di storage, attenersi alla seguente procedura:

Se NetApp HCI ha rilevato un prefisso di denominazione, copiarlo dal campo prefisso di
denominazione rilevato e inserirlo come prefisso per il nuovo nome host univoco aggiunto nel
campo Nome host.

. Nel campo Management IP Address (Indirizzo IP di gestione), immettere un indirizzo IP di gestione

per il nodo di calcolo all'interno della subnet della rete di gestione.

Nel campo vMotion IP Address (Indirizzo IP vMotion), immettere un indirizzo IP vMotion per il nodo
di calcolo che si trova all’interno della subnet di rete vMotion.

Nel campo iSCSI A - IP Address (Indirizzo IP iSCSI A), immettere un indirizzo IP per la prima porta
iISCSI del nodo di calcolo che si trova nella subnet di rete iSCSI.

Nel campo iSCSI B - IP Address (Indirizzo IP - iSCSI B), immettere un indirizzo IP per la seconda
porta iISCSI del nodo di calcolo che si trova all’interno della subnet di rete iISCSI.

c. Selezionare continua.

Nella pagina Review della sezione Network Settings (Impostazioni di rete), il nuovo nodo viene visualizzato
in grassetto. Se si desidera apportare modifiche alle informazioni di qualsiasi sezione, attenersi alla
seguente procedura:

a. Selezionare Modifica per la sezione.

b. Una volta apportate le modifiche, selezionare continua nelle pagine successive per tornare alla pagina
di revisione.

Facoltativo: Se non si desidera inviare statistiche del cluster e informazioni di supporto ai server Active 1Q
ospitati da NetApp, deselezionare la casella di controllo finale. In questo modo si disattiva il monitoraggio
diagnostico e dello stato di salute in tempo reale per NetApp HCI. La disattivazione di questa funzione
elimina la possibilita per NetApp di supportare e monitorare in modo proattivo NetApp HCI per rilevare e
risolvere i problemi prima che la produzione venga compromessa.

Selezionare Aggiungi nodi. E possibile monitorare I'avanzamento mentre NetApp HCI aggiunge e
configura le risorse.

Facoltativo: Verificare che il nuovo nodo di calcolo sia visibile in vCenter.
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NetApp HCI1.2,1.1e 1.0

Dopo aver sostituito fisicamente il nodo, & necessario aggiungerlo nuovamente al cluster VMware ESXi ed
eseguire diverse configurazioni di rete in modo da poter utilizzare tutte le funzionalita disponibili.

®

Fasi

Per eseguire questa procedura, & necessario disporre di una console o di una tastiera, di un
video o di un mouse (KVM).

1. Installare e configurare VMware ESXi versione 6.0.0 come segue:

a.

Sulla console remota o sullo schermo KVM, selezionare Power Control > Set Power Reset (controllo
alimentazione > Imposta ripristino alimentazione). In questo modo il nodo viene riavviato.

. Nella finestra del menu di avvio visualizzata, selezionare Installazione ESXi premendo il tasto freccia

giu.

@ Questa finestra rimane aperta per soli cinque secondi. Se non si effettua la selezione
entro cinque secondi, riavviare nuovamente il nodo.

. Premere Invio per avviare il processo di installazione.

. Completare la procedura di installazione guidata.

Quando viene richiesto di selezionare il disco su cui installare ESXi, selezionare il

@ secondo disco nell’elenco selezionando il tasto freccia giu. Quando viene richiesto di
inserire una password root, & necessario inserire la stessa password configurata nel
motore di implementazione NetApp quando si configura NetApp HCI.

. Al termine dellinstallazione, premere Invio per riavviare il nodo.

Per impostazione predefinita, il nodo viene riavviato con il sistema operativo NetApp HCI
@ Bootstrap. Per utilizzare VMware ESXi, € necessario eseguire una configurazione unica
sul nodo.

2. Configurare VMware ESXi sul nodo come segue:
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a.

Nella finestra di accesso dell'interfaccia utente del terminale del sistema operativo NetApp HCI
Bootstrap, immettere le seguenti informazioni:

i. Nome utente: Elemento

i. Password: CatchTheFire!
Premere il tasto freccia giu per selezionare OK.
Premere Invio per accedere.

Nel menu principale, utilizzare il tasto freccia giu per selezionare tunnel di supporto > Apri tunnel di
supporto.

Nella finestra visualizzata, inserire le informazioni sulla porta.

Per queste informazioni, contatta il supporto NetApp. Il supporto NetApp effettua
I'accesso al nodo per impostare il file di configurazione di avvio e completare I'attivita di
configurazione.



f. Riavviare il nodo.
3. Configurare la rete di gestione come segue:
a. Accedere a VMware ESXi inserendo le seguenti credenziali:
i. Nome utente: Root

ii. Password: La password impostata al momento dell'installazione di VMware ESXi.

@ La password deve corrispondere a quella configurata nel motore di implementazione
NetApp al momento della configurazione di NetApp HCI.

b. Selezionare Configure Management Network (Configura rete di gestione) e premere Invio.
c. Selezionare schede di rete e premere Invio.
d. Selezionare vmnic2 e vmnic3, quindi premere Invio.

e. Selezionare IPv4 Configuration (Configurazione IPv4) e premere la barra spaziatrice sulla tastiera per
selezionare I'opzione di configurazione statica.

f. Inserire l'indirizzo IP, la subnet mask e le informazioni del gateway predefinito, quindi premere Invio. E
possibile riutilizzare le informazioni copiate prima di rimuovere il nodo. L'indirizzo IP immesso
corrisponde all'indirizzo IP della rete di gestione precedentemente copiato.

g. Premere Esc per uscire dalla sezione Configure Management Network (Configura rete di gestione).
h. Selezionare Si per applicare le modifiche.
4. Aggiungere il nodo (host) al cluster e configurare la rete in modo che il nodo sia sincronizzato con gli altri
nodi del cluster come segue:
a. In VMware vSphere Web Client, selezionare host e cluster.

b. Fare clic con il pulsante destro del mouse sul cluster a cui si desidera aggiungere il nodo e selezionare
Add host (Aggiungi host). La procedura guidata consente di aggiungere I'host.

Quando viene richiesto di inserire il nome utente e la password, utilizzare le seguenti
credenziali: Nome utente: Password root: La password configurata nel motore di
implementazione NetApp al momento della configurazione di NetApp HCI

L'aggiunta del nodo al cluster potrebbe richiedere alcuni minuti. Al termine del processo, il nodo
appena aggiunto viene elencato nel cluster.

c. Selezionare il nodo, quindi selezionare Manage > Networking > Virtual switches (Gestisci > rete >
Switch virtuali) ed eseguire la seguente procedura:
i. Selezionare vSwitch0. Nella tabella visualizzata dovrebbe essere visualizzato solo vSwitchO.

i. Nellimmagine visualizzata, selezionare rete VM e selezionare X per rimuovere il gruppo di porte di
rete VM.
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Standard switch: vSwitch0 (VM Network)

7S XK

' nagement Netwo ! v Phy apters
$ Ma N rk | | Physical Ad

VLAN ID: -- =~ [ vmnic2 1000 Full (i )]
¥ VMkernel Ports (1) (= [ vmnic3 1000 Full (]

vmkO : i J I

£ VM Network (3 )] ‘

VLAN ID: - —
Virtual Machines (0) ‘

ii. Confermare I'azione.
iv. Selezionare vSwitch0, quindi selezionare I'icona a forma di matita per modificare le impostazioni.
v. Nella finestra vSwitchO - Modifica impostazioni, selezionare Teaming and failover.

vi. Assicurarsi che vmnic3 sia elencato sotto Standby adapter (adattatori di standby) e selezionare
OK.

vii. Nella figura visualizzata, selezionare Management Network (rete di gestione) e selezionare l'icona
a forma di matita per modificare le impostazioni.

Standard switch: vSwitch0 (Management Network)

J

7 X
Q Management Network O B |-v Physical Adapters |
VLAN ID: - == (I~ [l vmnic2 1000 Full 0‘
¥ VMkernel Ports (1) CH= [ vmnic3 1000 Full i )l
vmkO : 0

viii. Nella finestra Management Network - Edit settings (rete di gestione - Modifica impostazioni),
selezionare Teaming and failover (raggruppamento e failover).

ix. Spostare vmnic3 su Standby Adapter utilizzando I'icona a forma di freccia e selezionare OK.

d. Dal menu a discesa Actions (azioni), selezionare Add Networking (Aggiungi rete) e immettere i
seguenti dettagli nella finestra visualizzata:

i. Per il tipo di connessione, selezionare Virtual Machine Port Group for a Standard Switch
(Gruppo di porte macchina virtuale per uno switch standard) e selezionare Next (Avanti).

i. Per il dispositivo di destinazione, selezionare I'opzione per aggiungere un nuovo switch standard e
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selezionare Avanti.

iii. Selezionare +.

iv. Nella finestra Aggiungi adattatori fisici allo switch, selezionare vmnicO e vmnic4, quindi selezionare
OK. vmnic0 e vmnic4 sono ora elencati in schede attive.

v. Selezionare Avanti.

vi. In Connection settings (Impostazioni di connessione), verificare che VM Network sia I'etichetta di
rete e selezionare Next (Avanti).

vii. Se si & pronti a procedere, selezionare fine. vSwitch1 viene visualizzato nell’elenco degli switch
virtuali.

e. Selezionare vSwitch1 e selezionare I'icona a forma di matita per modificare le impostazioni come
segue:

i. In Proprieta, impostare MTU su 9000 e selezionare OK. Nellimmagine visualizzata, selezionare
rete VM, quindi selezionare l'icona a forma di matita per modificare le impostazioni nel modo
seguente:

f. Selezionare Security (protezione) ed effettuare le seguenti selezioni:

Promiscuous mode: V] Override | Accept ¥
MAC address changes: V] Override | Reject v
Forged transmits: V] Override | Accept v

i. Selezionare Teaming and failover, quindi selezionare la casella di controllo Override.
i. Spostare vmnicO su Standby Adapter utilizzando I'icona a forma di freccia.
ii. Selezionare OK.

g. Con vSwitch1 selezionato, dal menu a discesa Actions (azioni), selezionare Add Networking
(Aggiungi rete) e inserire i seguenti dettagli nella finestra visualizzata:

i. Per il tipo di connessione, selezionare VMkernel Network Adapter e selezionare Avanti.

ii. Per il dispositivo di destinazione, selezionare I'opzione per utilizzare uno switch standard esistente,
selezionare vSwitch1 e selezionare Avanti.

ii. In Port properties (Proprieta porta), modificare I'etichetta di rete in vMotion, selezionare la casella di
controllo per il traffico vMotion in Enable Services (attiva servizi) e selezionare Next (Avanti).

iv. In IPv4 settings (Impostazioni IPv4), fornire le informazioni IPv4 e selezionare Next (Avanti).
L'indirizzo IP immesso corrisponde all'indirizzo IP vMotion copiato in precedenza.

v. Se si & pronti per procedere, selezionare fine.

h. Nella figura visualizzata, selezionare vMotion e selezionare I'icona a forma di matita per modificare le
impostazioni nel modo seguente:

i. Selezionare Security (protezione) ed effettuare le seguenti selezioni:

365



Promiscuous mode: V] Override Accept v

MAC address changes: V] Override | Reject v

Forged transmits: [V] Override | Accept v

i. Selezionare Teaming and failover, quindi selezionare la casella di controllo Override.
ii. Spostare vmnic4 su Standby Adapter utilizzando I'icona a forma di freccia.

iv. Selezionare OK.

i. Con vSwitch1 selezionato, dal menu a discesa Actions (azioni), selezionare Add Networking
(Aggiungi rete) e inserire i seguenti dettagli nella finestra visualizzata:

i. Per il tipo di connessione, selezionare VMkernel Network Adapter e selezionare Avanti.

i. Per il dispositivo di destinazione, selezionare I'opzione per aggiungere un nuovo switch standard e
selezionare Avanti.

ii. Selezionare +.

iv. Nella finestra Aggiungi adattatori fisici allo switch, selezionare vmnic1 e vmnic5, quindi selezionare
OK. vmnic1 e vmnic5 sono ora elencati in schede attive.

v. Selezionare Avanti.

vi. In Port properties (Proprieta porta), modificare I'etichetta di rete in iSCSI-B e selezionare Next
(Avanti).

vii. In IPv4 settings (Impostazioni IPv4), fornire le informazioni IPv4 e selezionare Next (Avanti).
L'indirizzo IP immesso corrisponde all'indirizzo IP iSCSI-B copiato in precedenza.

viii. Se si & pronti a procedere, selezionare fine. vSwitch2 viene visualizzato nell’elenco degli switch
virtuali.

j- Selezionare vSwitch2 e selezionare I'icona a forma di matita per modificare le impostazioni come
segue:

i. In Proprieta, impostare MTU su 9000 e selezionare OK.

k. Nella figura visualizzata, selezionare iSCSI-B e selezionare 'icona a forma di matita per modificare le
impostazioni come segue:

i. Selezionare Security (protezione) ed effettuare le seguenti selezioni:

Promiscuous mode: V] Override - Accept s
MAC address changes: V] Override | Reject v
Forged transmits: [V] Override | Accept v

i. Selezionare Teaming and failover, quindi selezionare la casella di controllo Override.

ii. Spostare vmnic1 sugli adattatori inutilizzati utilizzando I'icona a forma di freccia.
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iv. Selezionare OK.

I. Dal menu a discesa Actions (azioni), selezionare Add Networking (Aggiungi rete) e immettere i
seguenti dettagli nella finestra visualizzata:

i. Per il tipo di connessione, selezionare VMkernel Network Adapter e selezionare Avanti.

ii. Per il dispositivo di destinazione, selezionare 'opzione per utilizzare uno switch standard esistente,
selezionare vSwitch2 e selezionare Avanti.

ii. In Port properties (Proprieta porta), modificare I'etichetta di rete in iISCSI-A e selezionare Next
(Avanti).

iv. In IPv4 settings (Impostazioni IPv4), fornire le informazioni IPv4 e selezionare Next (Avanti).
L'indirizzo IP immesso corrisponde all'indirizzo IP iSCSI-A copiato in precedenza.

v. Se si & pronti per procedere, selezionare fine.

m. Nella figura visualizzata, selezionare iSCSI-A e selezionare I'icona a forma di matita per modificare le
impostazioni come segue:

i. Selezionare Security (protezione) ed effettuare le seguenti selezioni:

Promiscuous mode: [Z Owerride | Accept v
MAC address changes: V] Override | Reject v
Forged transmits: V] Override | Accept v

i. Selezionare Teaming and failover, quindi selezionare la casella di controllo Override.
ii. Spostare vmnic5 sugli adattatori inutilizzati utilizzando I'icona a forma di freccia.
iv. Selezionare OK.

n. Con il nodo appena aggiunto selezionato e la scheda Manage (Gestisci) aperta, selezionare Storage >
Storage Adapter (Storage > Storage Adapter) ed eseguire la seguente procedura:

i. Selezionare + e selezionare Software iSCSI Adapter.
i. Per aggiungere I'adattatore iSCSI, selezionare OK nella finestra di dialogo.

ii. In Storage Adapter (adattatori storage), selezionare iISCSI Adapter (adattatore iSCSI) e, nella
scheda Properties (Proprieta), copiare iISCSI Name (Nome iSCSI).

Properties | Devices [Paths Targets Network PortBinding Advanced Options
. Saws  E£napieg

General
MName vmhba40
Model ISCSI Software Adapter
scsivame |
iISCS1 Alias
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@ I nome iSCSI & necessario quando si crea l'iniziatore.

a. Eseguire le seguenti operazioni nel plug-in NetApp SolidFire vCenter:

i. Selezionare Gestione > iniziatori > Crea.

i. Selezionare Crea un singolo iniziatore.

ii. Inserire l'indirizzo IQN copiato in precedenza nel campo IQN/WWPN.

v. Selezionare OK.

v. Selezionare azioni in blocco e selezionare Aggiungi a gruppo di accesso al volume.
vi. Selezionare NetApp HCI, quindi Aggiungi.

b. In VMware vSphere Web Client, in Storage Adapter, selezionare I'adattatore iSCSI ed eseguire le
seguenti operazioni:

i. In Dettagli adattatore, selezionare destinazioni > rilevamento dinamico > Aggiungi.

ii. Inserire I'indirizzo IP SVIP nel campo Server iSCSI.

Per ottenere I'indirizzo IP SVIP, selezionare Gestione NetApp Element e copiare
l'indirizzo IP SVIP. Lasciare il numero di porta predefinito cosi com’e. Dovrebbe
essere 3260.

ii. Selezionare OK. Viene visualizzato un messaggio che consiglia di eseguire una nuova scansione
dell’adattatore di storage.

iv. Selezionare l'icona di riscan (scansione).

Storage Adapters

+ @20 a i

v. In Dettagli scheda di rete, selezionare Network Port Binding e selezionare +.

vi. Selezionare le caselle di controllo iISCSI-B e iSCSI-A, quindi scegliere OK. Viene visualizzato un
messaggio che consiglia di eseguire una nuova scansione dell’adattatore di storage.

vii. Selezionare l'icona di riscan (scansione). Una volta completata la riscan, verificare se i volumi nel
cluster sono visibili sul nuovo nodo di calcolo (host).

Ridistribuire i nodi di controllo per cluster di storage a due e tre nodi

Dopo aver sostituito fisicamente il nodo di calcolo guasto, € necessario ridistribuire la VM del nodo di controllo
NetApp HCI se il nodo di calcolo guasto ospitava il nodo di controllo. Queste istruzioni si applicano solo ai nodi
di calcolo che fanno parte di un’installazione NetApp HCI con cluster di storage a due o tre nodi.

Di cosa hai bisogno

» Raccogliere le seguenti informazioni:
o Nome del cluster di storage
o Subnet mask, indirizzo IP del gateway, server DNS e informazioni di dominio per la rete di gestione

o Subnet mask per la rete di storage

368



* Assicurarsi di disporre dell’accesso al cluster di storage per poter aggiungere i nodi di controllo al cluster.

» Considerare le seguenti condizioni per decidere se rimuovere il nodo di controllo esistente da VMware
vSphere Web Client o dal cluster di storage:

o Se si desidera utilizzare lo stesso nome della macchina virtuale per il nuovo nodo di controllo, eliminare
tutti i riferimenti al nodo di controllo precedente da vSphere.

o Se si desidera utilizzare lo stesso nome host sul nuovo nodo di controllo, rimuovere prima il nodo di
controllo precedente dal cluster di storage.

Non & possibile rimuovere il nodo di controllo precedente se il cluster non dispone di due
soli nodi di storage fisici (e nessun nodo di controllo). In questo scenario, aggiungere |l

@ nuovo nodo di controllo al cluster prima di rimuovere quello precedente. E possibile
rimuovere il nodo di controllo dal cluster utilizzando il punto di estensione Gestione
NetApp Element.

Quando é necessario ridistribuire i nodi di controllo?

E necessario ridistribuire i nodi di controllo nei seguenti scenari:

« E stato sostituito un nodo di calcolo guasto che fa parte di un’installazione di NetApp HCI, che ha un
cluster di storage a due o tre nodi e il nodo di calcolo guasto ospitava una macchina virtuale del nodo di
controllo.

« E stata eseguita la procedura di ripristino dellimmagine di fabbrica (RTFI) sul nodo di calcolo.

* La VM del nodo di controllo &€ danneggiata.

» La VM del nodo di controllo € stata accidentalmente rimossa da ESXi. La macchina virtuale viene
configurata utilizzando il modello creato come parte dellimplementazione iniziale utilizzando NetApp
Deployment Engine. Ecco un esempio dell’aspetto di una macchina virtuale Witness Node:

B R 8 29 & NetApp-Witness-Node-03 m ¥ G K

[ 0N7I785 Summary Monitors Configure Parmissions Datastores Metw

[ Netdpp-HC-Dat

[ Netapp-HCl- .
Ware ~,
4 onrires
e cPU 4. CPUS)
:_; NetApp-Managoemant-Node-01 -
Mode-01 Mmory 1] 12 5B, 9 G8 memary activ
$:hoce-02 Hard disk 1 58,59 GB

ss-Mode-03
MNalwork adapler 1

Fasi
1. In VMware vSphere Web Client, selezionare host e cluster.

2. Fare clic con il pulsante destro del mouse sul nodo di calcolo che ospitera la macchina virtuale del nodo di
controllo e selezionare Nuova macchina virtuale.
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3. Selezionare Deploy from template (implementa dal modello) e selezionare Next (Avanti).

4. Seguire i passaggi della procedura guidata:

a.
b.

g.
5. Configurare la rete di gestione e storage e le impostazioni del cluster per il nodo di controllo come segue:
a.
b.

. Nella vista Summary (Riepilogo) del nodo di controllo, selezionare Launch Web Console (Avvia

g.
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Selezionare Data Center, individuare il modello di macchina virtuale e selezionare Avanti.

Immettere un nome per la macchina virtuale nel seguente formato: NetApp-Witness-Node- n.

@ il numero deve essere sostituito con un numero.

. Lasciare la selezione predefinita per la posizione della macchina virtuale cosi com’e e selezionare

Avanti.

. Lasciare la selezione predefinita per la risorsa di calcolo di destinazione cosi com’é e selezionare

Avanti.

. Selezionare 'archivio dati locale e selezionare Avanti. Lo spazio libero nell’archivio dati locale varia a

seconda della piattaforma di calcolo.

. Selezionare Power on virtual machine after creation (accensione macchina virtuale dopo la

creazione) dall’elenco delle opzioni di implementazione e selezionare Next (Avanti).

Rivedere le selezioni e selezionare fine.

In VMware vSphere Web Client, selezionare host e cluster.

Fare clic con il pulsante destro del mouse sul nodo di controllo e accenderlo se non € gia acceso.

console Web).

. Attendere che il nodo di controllo del mirroring avvii il menu con lo sfondo blu.
. Selezionare un punto qualsiasi all’interno della console per accedere al menu.

. Configurare la rete di gestione come segue:

i. Premere il tasto freccia giu per selezionare Network (rete), quindi premere Invio per OK.
i. Selezionare Network config, quindi premere Invio per OK.
ii. Selezionare net0, quindi premere Invio per OK.

iv. Premere Tab fino a visualizzare il campo IPv4, quindi, se applicabile, eliminare I'lP esistente nel
campo e immettere le informazioni IP di gestione per il nodo di controllo. Controllare anche la
subnet mask e il gateway.

@ Non verra applicato alcun tag VLAN a livello di host della macchina virtuale; il
tagging verra gestito in vSwitch.

v. Premere Tab per selezionare OK, quindi premere Invio per salvare le modifiche. Dopo la

configurazione della rete di gestione, viene visualizzata nuovamente la schermata Network (rete).

Configurare la rete di storage come segue:
i. Premere il tasto freccia giu per selezionare Network (rete), quindi premere Invio per OK.
i. Selezionare Network config, quindi premere Invio per OK.
ii. Selezionare net1, quindi premere Invio per OK.

iv. Premere Tab fino a visualizzare il campo IPv4, quindi, se applicabile, eliminare I'lP esistente nel
campo e immettere le informazioni IP di storage per il nodo di controllo.



v. Premere Tab per selezionare OK, quindi premere Invio per salvare le modifiche.
vi. Impostare MTU su 9000.

Se MTU non viene impostato prima di aggiungere il nodo di controllo del mirroring al

@ cluster, vengono visualizzati avvisi del cluster per le impostazioni MTU non coerenti.
Questo pud impedire I'esecuzione della garbage collection e causare problemi di
performance.

vii. Premere Tab per selezionare OK, quindi premere Invio per salvare le modifiche. Dopo la
configurazione della rete di storage, viene visualizzata nuovamente la schermata Network (rete).

h. Configurare le impostazioni del cluster come segue:
i. Premere Tab per selezionare Annulla, quindi premere Invio.
i. Selezionare Cluster Settings (Impostazioni cluster), quindi premere Invio per OK.

ii. Premere Tab per selezionare Change Settings (Modifica impostazioni), quindi premere Invio per
Change Settings (Modifica impostazioni).

iv. Premere Tab per accedere al campo Nome host e immettere il nome host.

v. Premere il tasto freccia giu per accedere al campo Cluster (cluster) e immettere il nome del cluster
di storage.

vi. Premere il tasto Tab per selezionare il pulsante OK, quindi premere Invio.
6. Aggiungere il nodo di controllo al cluster di storage come segue:

a. Dal client Web vSphere, accedere al punto di estensione della gestione NetApp Element dalla scheda
Collegamenti o dal pannello laterale.

b. Selezionare Gestione NetApp Element > cluster.
c. Selezionare la sottoscheda Nodes.

d. Selezionare Pending dall’elenco a discesa per visualizzare I'elenco dei nodi. |l nodo di controllo deve
essere visualizzato nell’elenco dei nodi in sospeso.

e. Selezionare la casella di controllo del nodo da aggiungere e selezionare Aggiungi nodo. Una volta
completata I'azione, il nodo viene visualizzato nell’elenco dei nodi attivi per il cluster.

Modificare la password se si riceve un nodo sostitutivo con una password BMC
non standard

Alcuni nodi sostitutivi potrebbero essere forniti con password non standard per l'interfaccia utente del BMC
(Baseboard Management Controller). Se si riceve un nodo sostitutivo con una password BMC non standard,
necessario modificare la password predefinita, ADMIN.

Fasi

1. Identificare se & stato ricevuto un nodo sostitutivo con una password BMC non standard:

a. Cercare un adesivo sotto la porta IPMI sul retro del nodo sostitutivo ricevuto. Se si individua un adesivo
sotto la porta IPMI, significa che & stato ricevuto un nodo con una password BMC non standard.
Vedere la seguente immagine di esempio:
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b. Annotare la password.
2. Accedere all'interfaccia utente BMC utilizzando la password univoca riportata sull’adesivo.

3. Selezionare Factory Default, quindi selezionare il pulsante di opzione Remove current settings and set
the user defaults to ADMIN/ADMIN (Rimuovi impostazioni correnti e imposta le impostazioni utente
predefinite su ADMIN/ADMIN®):

4. Selezionare Restore (Ripristina).

5. Disconnettersi e quindi effettuare nuovamente I'accesso per confermare che le credenziali sono state
modificate.

Aggiornare il firmware BMC sul nodo

Dopo aver sostituito il nodo di calcolo, potrebbe essere necessario aggiornare la versione del firmware. E

possibile scaricare il file del firmware piu recente dal menu a discesa di "Sito di supporto NetApp (accesso
richiesto)".

Fasi
1. Accedere all'interfaccia utente del BMC (Baseboard Management Controller).

2. Selezionare manutenzione > aggiornamento firmware.

| System Server Health Configuration Remote Control Virtual Media Maintenance Miscellaneous Help
| Firmware Updale
& system ] System Uinit Reset
1KV Riesat
& FRU Reading Firmware Revision . 03.25 IP address © 010,083, 104,248 Factory Default
¢ Firmware Build Time : 06M2/2017 BMC MAC address : Occd Ta28c1:dd | IPMI Configuration
&) Hardware Informaion | KOS Version: NA2 1 Systern LAN1 MAC address | OccdTafy  Systam EventLog
BIOS Bulld Tima : 0702017 System LANZ MAC address : Occd:7afd  BIOS Update
Redhsh Version : 1.0.1 Systern LAN3 MAC addriess © Oced:7ad Sﬁ‘ETﬂ Crash Dump
CPLD Version : 01.a%.06 System LANS MAC addrass © Ocod: Tads67 eb '

3. Dalla console BMC, selezionare manutenzione.
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FiNetapp .

i Syslem Sanver Hoalth Canfiguration Ramate Contrel Wirtual Modia Mainienance
) Maintenance © Maintenance
& Firmwara Update Una these pages 1o malntain the IFMI device, such as o updale firmwane or rmset the IPMI] device,
= Unit Reset

= Fireware Updabe | Perform frmware apdatn.
- = Und Resat © Reboot IPM Device
1M Ronst 4
- = B0V Rosot - Real vithas modis, B0 ooyboand & mouss
= Faciory Dolouh | Resat P 80 Foclory delauliy sefings. P8 conngchon will ba masi

& Factoey Defaut w IPMI Configuention - Save of relodd IPRE confgueation
= bigdenancs Event Log ¢ You can lusn onfolf the manlsnandes aven! 153 on this paga
2 IPMI Configuration = BIDS Uipdals: Parierm BEOS updat

= Maintanance Event Luq:
& BIOS Update
4. Dalla scheda Maintenance (manutenzione), selezionare firmware Update (aggiornamento firmware) dalla

barra di navigazione a sinistra dell’'interfaccia utente e selezionare Enter Update Mode (Immetti modalita
di aggiornamento).

ost Identificaton
Ml Ne Server: 010.116.120.202
tw User: ook { Adminisirator |
| System Server Health Configuration Remaote Control Virtual Media Maintonance
& Maimtsnance 2 Firmware Update
© Firmware Update
m-p-uuudhl.pdﬂnhmriﬂuumu thal once updals mode has Been ntaled,
& Unit Resat i drvice will rosal even & tha updale process i cancolod,
© KV Rosat
© Factory Detault Enter Update Mode
o [PMI Configuration

& Malntenance Event Log

S BIOS Updats

5. Selezionare Si nella finestra di dialogo di conferma.

6. Selezionare Sfoglia per selezionare 'immagine del firmware da caricare, quindi selezionare carica
firmware. Il caricamento del firmware da una posizione esterna alla diretta vicinanza del nodo potrebbe
causare tempi di caricamento prolungati e possibili timeout.

7. Consentire i controlli di preservazione della configurazione e selezionare Avvia aggiornamento.
L’aggiornamento richiede circa 5 minuti. Se il tempo di caricamento supera i 60 minuti, annullare il
caricamento e trasferire il file su una macchina locale nelle vicinanze del nodo. In caso di timeout della
sessione, € possibile che vengano visualizzati diversi avvisi durante il tentativo di accesso all’area di
aggiornamento del firmware dell’interfaccia utente BMC. Se si annulla 'aggiornamento, si viene
reindirizzati alla pagina di accesso.

8. Al termine dell’'aggiornamento, selezionare OK e attendere il riavvio del nodo. Effettuare I'accesso dopo
'aggiornamento e selezionare sistema per verificare che la versione di Revisione firmware corrisponda
alla versione caricata.
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Trova ulteriori informazioni

» "Pagina delle risorse NetApp HCI"

« "Centro di documentazione software SolidFire ed Element"

Sostituire i nodi H410S

Sostituire un nodo di storage in caso di guasto del modulo DIMM (Dual Inline Memory
Module), guasto della CPU, problemi della scheda Radian, altri problemi della scheda
madre o in caso di mancata accensione. Gli allarmi di VMware vSphere Web Client
avvisano l'utente quando un nodo di storage € guasto. Utilizzare l'interfaccia utente del
software NetApp Element per ottenere il numero di serie (codice di matricola) del nodo
guasto. Queste informazioni sono necessarie per individuare il nodo guasto nello chassis.

Di cosa hai bisogno
» Hai determinato che il nodo di storage deve essere sostituito.

« Si dispone di un nodo storage sostitutivo.

« Si dispone di un braccialetto per le scariche elettrostatiche (ESD) o si sono prese altre precauzioni
antistatiche.

 Ciascun cavo collegato al nodo di storage ¢é etichettato.

A proposito di questa attivita

La procedura di sostituzione si applica ai nodi di storage H410S in uno chassis NetApp HCI a due unita rack
(2U) e quattro nodi.

Ecco la vista posteriore di uno chassis a quattro nodi con nodi H410S:

Di seguito viene mostrata la vista frontale di uno chassis a quattro nodi con nodi H410S, che mostra gli
alloggiamenti corrispondenti a ciascun nodo:

Panoramica dei passaggi

Di seguito viene riportata una panoramica generale delle fasi di questa procedura:
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* Preparare la sostituzione del nodo di storage
+ Sostituire il nodo di storage nello chassis

* Aggiungere il nodo storage al cluster

Preparare la sostituzione del nodo di storage

Prima di installare il nodo sostitutivo, rimuovere correttamente il nodo di storage guasto dal cluster. E possibile
eseguire questa operazione senza causare alcuna interruzione del servizio. Il numero di serie del nodo di
storage guasto deve essere ottenuto dall’interfaccia utente dell’elemento e deve corrispondere al numero di
serie riportato sull’etichetta sul retro del nodo.

In caso di guasti ai componenti in cui il nodo € ancora in linea e funzionante, ad esempio un
errore del modulo DIMM (Dual Inline Memory Module), € necessario rimuovere le unita dal
cluster prima di rimuovere il nodo guasto.

Fasi

1. Se si verifica un errore DIMM, rimuovere dal cluster le unita associate al nodo che si intende sostituire.
Prima di rimuovere il nodo, € possibile utilizzare 'interfaccia utente del software NetApp Element o il punto
di estensione della gestione NetApp Element nel plug-in Element per il server vCenter.

2. Rimuovere i nodi utilizzando I'interfaccia utente del software NetApp Element o il punto di estensione della
gestione NetApp Element nel plug-in Element per il server vCenter:

Opzione Fasi

Utilizzo dell’'interfaccia utente di Element a. Dall’interfaccia utente di Element, selezionare
Cluster > Nodes.

b. Annotare il numero di serie (codice di matricola)
del nodo difettoso. Queste informazioni devono
corrispondere al numero di serie riportato
sull’adesivo sul retro del nodo.

c. Dopo aver preso nota del numero di serie,
rimuovere il nodo dal cluster come segue:

d. Selezionare azioni per il nodo che si desidera
rimuovere.

e. Selezionare Rimuovi.

E ora possibile rimuovere fisicamente il nodo dallo
chassis.
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Opzione Fasi

Utilizzo del plug-in Element per l'interfaccia utente a. Dal punto di estensione della gestione NetApp
del server vCenter Element del client Web vSphere, selezionare
Gestione NetApp Element > cluster.

b. Selezionare la sottoscheda Nodes.

c. Dalla vista attiva, selezionare la casella di
controllo per ciascun nodo che si desidera
rimuovere, quindi selezionare azioni >
Rimuovi.

d. Confermare I'azione. Tutti i nodi rimossi da un
cluster vengono visualizzati nell’elenco dei nodi
in sospeso.

Sostituire il nodo di storage nello chassis

Installare il nodo sostitutivo nello stesso slot dello chassis da cui si rimuove il nodo difettoso. Utilizzare il
numero di serie annotato dall’'interfaccia utente e abbinarlo al numero di serie sul retro del nodo.

@ Assicurarsi di disporre di una protezione antistatica prima di eseguire la procedura riportata di
seguito.

Fasi
1. Disimballare il nuovo nodo storage e impostarlo su una superficie piana vicino allo chassis. Conservare |l
materiale di imballaggio per quando si restituisce il nodo guasto a NetApp.

2. Etichettare ciascun cavo inserito nella parte posteriore del nodo di storage che si desidera rimuovere.
Dopo aver installato il nuovo nodo di storage, inserire i cavi nelle porte originali.

3. Scollegare tutti i cavi dal nodo di storage.

4. Tirare verso il basso la maniglia della camma sul lato destro del nodo ed estrarre il nodo utilizzando
entrambe le maniglie della camma. La maniglia della camma da tirare verso il basso & dotata di una freccia
che indica la direzione di spostamento. L'altra maniglia CAM non si sposta ed ¢ i per aiutare a estrarre |l
nodo.

@ Supportare il nodo con entrambe le mani quando lo si tira fuori dallo chassis.

NET——— E——

. @Eﬁ _____

i = o B

5. Posizionare il nodo su una superficie piana.
6. Installare il nodo sostitutivo.

7. Spingere il nodo fino a quando non si sente uno scatto.
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@ Assicurarsi di non esercitare una forza eccessiva quando si fa scorrere il nodo nel telaio.

8. Ricollegare i cavi alle porte da cui sono stati precedentemente scollegati. Le etichette applicate ai cavi
quando sono stati scollegati sono di aiuto.

Se le prese d’aria sul retro del telaio sono bloccate da cavi o etichette, possono verificarsi
@ guasti prematuri dei componenti dovuti al surriscaldamento. Non forzare i cavi nelle porte,
poiché si potrebbero danneggiare i cavi, le porte o entrambe.

Assicurarsi che il nodo sostitutivo sia cablato nello stesso modo degli altri nodi nello chassis.

9. Premere il pulsante nella parte anteriore del nodo per accenderlo.

Aggiungere il nodo storage al cluster

E necessario aggiungere nuovamente il nodo di storage al cluster. La procedura varia a seconda della
versione di NetApp HCI in esecuzione.

Di cosa hai bisogno

* Gliindirizzi IPv4 liberi e inutilizzati si trovano sullo stesso segmento di rete dei nodi esistenti (ogni nuovo
nodo deve essere installato sulla stessa rete dei nodi esistenti del suo tipo).

« Si dispone di uno dei seguenti tipi di account cluster di storage SolidFire:

o ’account Administrator nativo creato durante la distribuzione iniziale

o Un account utente personalizzato con autorizzazioni Cluster Admin, Drives, Volumes e Node
* Il nuovo nodo & stato cablato e acceso.

« Si dispone dell’indirizzo IPv4 di gestione di un nodo di storage gia installato. L’indirizzo IP si trova nella
scheda Gestione NetApp Element > cluster > nodi del plug-in NetApp Element per vCenter Server.

* Il nuovo nodo utilizza la stessa topologia di rete e lo stesso cablaggio dei cluster di storage esistenti.

Assicurarsi che la capacita dello storage sia suddivisa in modo uniforme in tutti gli chassis
per ottenere la massima affidabilita.

NetApp HCI 1.6P1 e versioni successive

E possibile utilizzare NetApp Hybrid Cloud Control solo se l'installazione di NetApp HCI viene eseguita sulla
versione 1.6P1 o successiva.

Fasi
1. Aprire I'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:

https://<ManagementNodeIP>/manager/login

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

3. Nel riquadro di espansione dell'installazione, selezionare Espandi.
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4. Accedere al motore di implementazione NetApp fornendo le credenziali di amministratore del cluster di
storage NetApp HCI locale.

@ Non & possibile accedere utilizzando le credenziali Lightweight Directory Access Protocol.

5. Nella pagina di benvenuto, selezionare No.
6. Selezionare continua.

7. Nella pagina inventario disponibile, selezionare il nodo di storage che si desidera aggiungere
all'installazione di NetApp HCI esistente.

8. Selezionare continua.

9. Nella pagina Network Settings (Impostazioni di rete), alcune informazioni di rete sono state rilevate dalla
distribuzione iniziale. Ogni nuovo nodo di storage viene elencato in base al numero di serie e si devono
assegnare nuove informazioni di rete. Attenersi alla seguente procedura:

a. Se NetApp HCI ha rilevato un prefisso di denominazione, copiarlo dal campo prefisso di
denominazione rilevato e inserirlo come prefisso per il nuovo nome host univoco aggiunto nel campo
Nome host.

b. Nel campo Management IP Address (Indirizzo IP di gestione), immettere un indirizzo IP di gestione per
il nuovo nodo di storage all'interno della subnet della rete di gestione.

c. Nel campo Storage (iISCSI) IP Address (Indirizzo IP storage (iISCSI)), inserire un indirizzo IP iSCSI per
il nuovo nodo di storage all'interno della subnet di rete iISCSI.

d. Selezionare continua.

@ NetApp HCI potrebbe impiegare del tempo per convalidare gli indirizzi IP immessi. lI
pulsante continua diventa disponibile al termine della convalida dell’'indirizzo IP.

10. Nella pagina Review della sezione Network Settings (Impostazioni di rete), i nuovi nodi vengono
visualizzati in grassetto. Se € necessario apportare modifiche alle informazioni contenute in qualsiasi
sezione, attenersi alla seguente procedura:

a. Selezionare Modifica per la sezione.

b. Una volta apportate le modifiche, selezionare continua nelle pagine successive per tornare alla pagina
di revisione.

11. Facoltativo: Se non si desidera inviare statistiche del cluster e informazioni di supporto ai server Active 1Q
ospitati da NetApp, deselezionare la casella di controllo finale. In questo modo si disattiva il monitoraggio
diagnostico e dello stato di salute in tempo reale per NetApp HCI. La disattivazione di questa funzione
elimina la possibilita per NetApp di supportare e monitorare in modo proattivo NetApp HCI per rilevare e
risolvere i problemi prima che la produzione venga compromessa.

12. Selezionare Aggiungi nodi. E possibile monitorare 'avanzamento mentre NetApp HCI aggiunge e
configura le risorse.

13. Facoltativo: Verificare che i nuovi nodi di storage siano visibili in VMware vSphere Web Client.
NetApp HCI1.4P2,14e 1.3

Se l'installazione di NetApp HCI esegue la versione 1.4P2, 1.4 0 1.3, & possibile utilizzare il motore di
implementazione NetApp per aggiungere il nodo al cluster.

Fasi

1. Navigare all'indirizzo IP di gestione di uno dei nodi di storage esistenti:
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http://<storage node management IP address>/

2. Accedere al motore di implementazione NetApp fornendo le credenziali di amministratore del cluster di
storage NetApp HCI locale.

@ Non & possibile accedere utilizzando le credenziali Lightweight Directory Access Protocol.

Selezionare espandere l'installazione.
Nella pagina di benvenuto, selezionare No.

Selezionare continua.

o o k~ w

Nella pagina inventario disponibile, selezionare il nodo di storage da aggiungere all’installazione di NetApp
HCI.

Selezionare continua.

N

8. Nella pagina Impostazioni di rete, attenersi alla seguente procedura:

a. Verificare le informazioni rilevate dall'implementazione iniziale. Ogni nuovo nodo di storage viene
elencato in base al numero di serie e si devono assegnare nuove informazioni di rete. Per ogni nuovo
nodo di storage, attenersi alla seguente procedura:

i. Se NetApp HCI ha rilevato un prefisso di denominazione, copiarlo dal campo prefisso di
denominazione rilevato e inserirlo come prefisso per il nuovo nome host univoco aggiunto nel
campo Nome host.

i. Nel campo Management IP Address (Indirizzo IP di gestione), immettere un indirizzo IP di gestione
per il nuovo nodo di storage all’interno della subnet della rete di gestione.

ii. Nel campo Storage (iISCSI) IP Address (Indirizzo IP storage (iISCSI)), inserire un indirizzo IP iSCSI
per il nuovo nodo di storage all’interno della subnet di rete iISCSI.

b. Selezionare continua.

c. Nella pagina Review della sezione Network Settings (Impostazioni di rete), il nuovo nodo viene
visualizzato in grassetto. Se si desidera apportare modifiche alle informazioni di qualsiasi sezione,
attenersi alla seguente procedura:

i. Selezionare Modifica per la sezione.

i. Una volta apportate le modifiche, selezionare continua nelle pagine successive per tornare alla
pagina di revisione.

9. Facoltativo: Se non si desidera inviare statistiche del cluster e informazioni di supporto ai server Active 1Q
ospitati da NetApp, deselezionare la casella di controllo finale. In questo modo si disattiva il monitoraggio
diagnostico e dello stato di salute in tempo reale per NetApp HCI. La disattivazione di questa funzione
elimina la possibilita per NetApp di supportare e monitorare in modo proattivo NetApp HCI per rilevare e
risolvere i problemi prima che la produzione venga compromessa.

10. Selezionare Aggiungi nodi. E possibile monitorare 'avanzamento mentre NetApp HCI aggiunge e
configura le risorse.

11. Facoltativo: Verificare che i nuovi nodi di storage siano visibili in VMware vSphere Web Client.
NetApp HC11.2,1.1e 1.0
Quando si installa il nodo, l'interfaccia utente terminale (TUI) visualizza i campi necessari per configurare il

nodo. Prima di aggiungere il nodo al cluster, &€ necessario immettere le informazioni di configurazione
necessarie per il nodo.
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E necessario utilizzare I'interfaccia telefonica utente (TUI) per configurare le informazioni di rete
statiche e le informazioni del cluster. Se si utilizza la gestione out-of-band, & necessario
configurarla sul nuovo nodo.

Per eseguire queste operazioni, & necessario disporre di una console o di una tastiera, di un video, di un
mouse (KVM) e delle informazioni di rete e del cluster necessarie per configurare il nodo.

Fasi

1. Collegare una tastiera e un monitor al nodo. La TUI viene visualizzata sul terminale tty1 con la scheda
Network Settings (Impostazioni di rete).

2. Utilizzare la navigazione a schermo per configurare le impostazioni di rete Bond1G e Bond10G per il nodo.
Inserire le seguenti informazioni per Bond1G:

o Indirizzo IP. E possibile riutilizzare I'indirizzo IP di gestione dal nodo guasto.
o Subnet mask. In caso contrario, I'amministratore di rete puo fornire queste informazioni.

o Indirizzo del gateway. In caso contrario, 'amministratore di rete pud fornire queste informazioni.
Inserire le seguenti informazioni per Bond10G:

o Indirizzo IP. E possibile riutilizzare I'indirizzo IP dello storage dal nodo guasto.

o Subnet mask. In caso contrario, 'amministratore di rete puo fornire queste informazioni.
3. Immettere s per salvare le impostazioni, quindi immettere y per accettare le modifiche.
4. Invio ¢ per accedere alla scheda Cluster.

5. Utilizzare la navigazione sullo schermo per impostare il nome host e il cluster per il nodo.

@ Se si desidera modificare il nome host predefinito con il nome del nodo rimosso, &
necessario farlo ora.

Si consiglia di utilizzare lo stesso nome per il nuovo nodo del nodo sostituito per evitare
confusione in futuro.

6. Immettere s per salvare le impostazioni. L'appartenenza al cluster passa da disponibile a in sospeso.
7. Nel plug-in NetApp Element per vCenter Server, selezionare Gestione NetApp Element > cluster > nodi.
8. Selezionare Pending dall’elenco a discesa per visualizzare I'elenco dei nodi disponibili.

9. Selezionare il nodo che si desidera aggiungere e selezionare Aggiungi.

@ Potrebbero essere necessari fino a 15 minuti per 'aggiunta del nodo al cluster e la
visualizzazione in nodi > attivo.

L’aggiunta delle unita contemporaneamente puo causare interruzioni. Per le Best practice
@ relative all’aggiunta e alla rimozione di unita, vedere "Questo articolo della Knowledge base"
(& richiesto I'accesso).

10. Selezionare Drives (unita).
11. Selezionare Available dall’elenco a discesa per visualizzare le unita disponibili.

12. Selezionare le unita che si desidera aggiungere e selezionare Aggiungi.
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https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Element_Software/What_is_the_best_practice_on_adding_or_removing_drives_from_a_cluster_on_Element%3F

Trova ulteriori informazioni

» "Pagina delle risorse NetApp HCI"

« "Centro di documentazione software SolidFire ed Element"

Sostituire i nodi H610C e H615C

E necessario sostituire uno chassis per riparare i guasti dei nodi di calcolo relativi alla
CPU, alla scheda madre o se non si accende. Se nel nodo di calcolo H610C & presente
un modulo DIMM guasto che esegue il sistema operativo NetApp HCI Bootstrap versione
1.6 0 successiva, € possibile sostituire il modulo DIMM senza sostituire lo chassis. Per i
nodi H615C, non & necessario sostituire lo chassis in caso di guasto di un DIMM; &
possibile sostituire solo il DIMM guasto.

@ Per H610C e H615C, i termini "nodo" e "chassis" sono utilizzati in modo intercambiabile, perché
il nodo e lo chassis non sono componenti separati.

Di cosa hai bisogno
« E stato verificato che il nodo non funziona correttamente.
« Si dispone di uno chassis sostitutivo. Per ordinare un prodotto sostitutivo, contattare il supporto NetApp.
 Si dispone di un braccialetto per le scariche elettrostatiche (ESD) o di un’altra protezione antistatica.

 Ciascun cavo collegato al telaio ¢ etichettato.

A proposito di questa attivita

Gli allarmi di VMware vSphere Web Client avvisano I'utente in caso di guasto di un host. Il numero di serie
dell’host guasto di VMware vSphere Web Client deve corrispondere al numero di serie riportato sull’etichetta
sul retro del nodo.

Panoramica dei passaggi

Di seguito € riportata una panoramica di alto livello delle fasi di questa procedura: Prepararsi a sostituire il
nodo Sostituire il nodo Aggiungere il nodo al cluster Installare i driver della GPU

Prepararsi a sostituire il nodo

Prima di sostituire il nodo, &€ necessario migrare le macchine virtuali (VM) ospitate sul nodo in un host
disponibile e rimuovere il nodo dal cluster. Si dovrebbero ottenere dettagli sul nodo, come il numero di serie e
le informazioni di rete.

In caso di guasti ai componenti in cui il nodo € ancora in linea e funzionante, ad esempio un
errore del modulo DIMM (Dual Inline Memory Module), € necessario rimuovere le unita dal
cluster prima di rimuovere il nodo guasto.

Fasi
1. In VMware vSphere Web Client, eseguire la procedura per migrare le macchine virtuali su un altro host

disponibile.

@ Consultare la documentazione VMware per le fasi della migrazione.
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2. Selezionare il nodo guasto e selezionare Monitor > hardware Status > Sensors.

3. Annotare il numero di serie del nodo guasto. La seguente schermata & solo un esempio:

.

Getting Started Summary ‘ Monitor | Configure Permissions

Issues | Performance | Tasks & Events | Hardware Status}

e ;

CiM data P

BIOS Manufacturer: American Megatrends |

Alerts and warnings  Model: H610C. (Serial Number’) 37183900
System ntlog 0 alerts or warnings out of 79 sensors

Per identificare lo chassis, &€ necessario disporre del numero di serie corrispondente a quello indicato
sull’adesivo sul retro del nodo.
4. Fare clic con il pulsante destro del mouse sul nodo guasto e selezionare connessione > Disconnetti.
5. Selezionare Si per confermare I'azione.
6. Fare clic con il pulsante destro del mouse sul nodo guasto e selezionare Rimuovi dall’inventario.

7. Selezionare Si per confermare I'azione.

Sostituire il nodo

Dopo aver rimosso il nodo guasto dal cluster, & possibile rimuovere lo chassis guasto e installare lo chassis
sostitutivo.

CD Assicurarsi di disporre di una protezione antistatica prima di eseguire la procedura riportata di
seqguito.

Fasi

1. Disimballare il nuovo chassis e impostarlo su una superficie piana. Conservare il materiale di imballaggio
per quando si restituisce lo chassis guasto a NetApp.

2. Etichettare ciascun cavo inserito nella parte posteriore dello chassis che si desidera rimuovere. Dopo aver
installato il nuovo chassis, inserire nuovamente i cavi nelle porte originali.

3. Scollegare tutti i cavi dal retro dello chassis.

4. Rimuovere il telaio svitando le viti a testa zigrinata sulle linguette di montaggio. E necessario imballare e
restituire lo chassis guasto a NetApp.

5. Far scorrere il telaio sostitutivo sulle guide.

@ Assicurarsi di non esercitare una forza eccessiva quando si fa scorrere il telaio sulle guide.
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6. Solo per H615C. Rimuovere i DIMM dal telaio guasto e inserirli nel telaio sostitutivo.
@ Sostituire i DIMM negli stessi slot da cui sono stati rimossi nel nodo guasto.

7. Rimuovere le due unita di alimentazione su entrambi i lati dello chassis guasto e inserirle nello chassis
sostitutivo.

8. Ricollegare i cavi alle porte da cui sono stati precedentemente scollegati. Le etichette aggiunte ai cavi
quando vengono scollegati saranno di aiuto.

Se le prese d’aria sul retro del telaio sono bloccate da cavi o etichette, possono verificarsi
guasti prematuri dei componenti dovuti al surriscaldamento. Non forzare i cavi nelle porte,
poiché si potrebbero danneggiare i cavi, le porte o entrambe.

9. Accendere lo chassis.

Aggiungere il nodo al cluster
E necessario configurare NetApp HCI in modo che utilizzi il nuovo nodo di calcolo.

Di cosa hai bisogno

* L'istanza vSphere in uso da NetApp HCI dispone di licenze vSphere Enterprise Plus se si aggiunge il nodo
a un’implementazione con Virtual Distributed Switch.

* Nessuna delle istanze vCenter o vSphere in uso con NetApp HCI dispone di licenze scadute.

* Gliindirizzi IPv4 liberi e inutilizzati si trovano sullo stesso segmento di rete dei nodi esistenti (il nuovo nodo
deve essere installato sulla stessa rete dei nodi esistenti del suo tipo).

* Le credenziali del’account amministratore vCenter sono pronte.

Fasi
1. Aprire I'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:

https://<ManagementNodeIP>

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

3. Nel riquadro di espansione dell'installazione, selezionare Espandi. Il browser apre NetApp Deployment
Engine.

4. Accedere al motore di implementazione NetApp fornendo le credenziali di amministratore del cluster di
storage NetApp HCI locale.

@ Non & possibile accedere utilizzando le credenziali Lightweight Directory Access Protocol.

5. Nella pagina di benvenuto, selezionare Si.

6. Nella pagina End User License (licenza per I'utente finale), eseguire le seguenti operazioni:
a. Leggi il contratto di licenza con l'utente finale di VMware.
b. Se si accettano i termini, selezionare Accetto alla fine del testo del contratto.

7. Selezionare continua.
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8. Nella pagina vCenter, attenersi alla seguente procedura:

a. Immettere un indirizzo FQDN o IP e le credenziali di amministratore per l'istanza di vCenter associata
all'installazione di NetApp HCI.

b. Selezionare continua.

c. Selezionare un data center vSphere esistente a cui aggiungere i nuovi nodi di calcolo oppure
selezionare Create New Datacenter (Crea nuovo data center) per aggiungere i nuovi nodi di calcolo a
un nuovo data center.

@ Se si seleziona Create New Datacenter (Crea nuovo data center), il campo Cluster
viene compilato automaticamente.

d. Se é stato selezionato un data center esistente, selezionare un cluster vSphere a cui associare i nuovi
nodi di calcolo.

Se NetApp HCI non riconosce le impostazioni di rete del cluster selezionato per
I'espansione, assicurarsi che il mapping vmkernel e vmnic per le reti di gestione, storage
e vMotion sia impostato sui valori predefiniti di implementazione.

e. Selezionare continua.

9. Nella pagina delle credenziali ESXi, immettere una password radice ESXi per il nodo di calcolo o i nodi che
si desidera aggiungere. Utilizzare la stessa password creata durante la distribuzione iniziale di NetApp
HCI.

10. Selezionare continua.

11. Se & stato creato un nuovo cluster di data center vSphere, nella pagina topologia di rete, selezionare una
topologia di rete che corrisponda ai nuovi nodi di calcolo che si stanno aggiungendo.

@ E possibile selezionare I'opzione a due cavi solo se i nodi di calcolo utilizzano la topologia a
due cavi e 'implementazione NetApp HCI esistente & configurata con ID VLAN.

12. Nella pagina inventario disponibile, selezionare il nodo da aggiungere all'installazione di NetApp HCI
esistente.

Per alcuni nodi di calcolo, potrebbe essere necessario abilitare EVC al livello piu elevato

supportato dalla versione di vCenter prima di poterli aggiungere all’installazione. Utilizzare il
client vSphere per abilitare EVC per questi nodi di calcolo. Una volta attivata, aggiornare la
pagina Inventory e provare ad aggiungere nuovamente i nodi di calcolo.

13. Selezionare continua.

14. Facoltativo: Se & stato creato un nuovo cluster di data center vSphere, nella pagina Impostazioni di rete,
importare le informazioni di rete da un’implementazione NetApp HCI esistente selezionando la casella di
controllo Copia impostazione da un cluster esistente. In questo modo vengono inserite le informazioni
predefinite relative al gateway e alla subnet per ciascuna rete.

15. Nella pagina Network Settings (Impostazioni di rete), alcune informazioni di rete sono state rilevate dalla
distribuzione iniziale. Ogni nuovo nodo di calcolo viene elencato in base al numero di serie e si devono
assegnare nuove informazioni di rete. Per ogni nuovo nodo di calcolo, attenersi alla seguente procedura:

a. Se NetApp HCI ha rilevato un prefisso di denominazione, copiarlo dal campo prefisso di
denominazione rilevato e inserirlo come prefisso per il nuovo nome host univoco aggiunto nel campo
Nome host.
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16.
17.

18.

19.

20.

b. Nel campo Management IP Address (Indirizzo IP di gestione), immettere un indirizzo IP di gestione per
il nodo di calcolo all’interno della subnet della rete di gestione.

c. Nel campo vMotion IP Address (Indirizzo IP vMotion), immettere un indirizzo IP vMotion per il nodo di
calcolo che si trova all'interno della subnet di rete vMotion.

d. Nel campo iSCSI A - IP Address (Indirizzo IP iISCSI A), immettere un indirizzo IP per la prima porta
iSCSI del nodo di calcolo che si trova nella subnet di rete iISCSI.

e. Nel campo iSCSI B - IP Address (Indirizzo IP - iISCSI B), immettere un indirizzo IP per la seconda porta
iSCSI del nodo di calcolo che si trova all’interno della subnet di rete iSCSI.

Selezionare continua.

Nella pagina Review della sezione Network Settings (Impostazioni di rete), il nuovo nodo viene visualizzato
in grassetto. Se € necessario apportare modifiche alle informazioni contenute in qualsiasi sezione,
attenersi alla seguente procedura:

a. Selezionare Modifica per la sezione.

b. Una volta apportate le modifiche, selezionare continua nelle pagine successive per tornare alla pagina
di revisione.

Facoltativo: Se non si desidera inviare statistiche del cluster e informazioni di supporto ai server SolidFire
Active 1Q ospitati da NetApp, deselezionare la casella di controllo finale. In questo modo si disattiva il
monitoraggio diagnostico e dello stato di salute in tempo reale per NetApp HCI. La disattivazione di questa
funzione elimina la possibilita per NetApp di supportare e monitorare in modo proattivo NetApp HCI per
rilevare e risolvere i problemi prima che la produzione venga compromessa.

Selezionare Aggiungi nodi. E possibile monitorare 'avanzamento mentre NetApp HCI aggiunge e
configura le risorse.

Facoltativo: Verificare che i nuovi nodi di calcolo siano visibili in vCenter.

Installare i driver della GPU

I nodi di calcolo con unita di elaborazione grafica NVIDIA (GPU), come il nodo H610C, necessitano dei driver
software NVIDIA installati in VMware ESXi per poter sfruttare la maggiore potenza di elaborazione. Per
installare i driver della GPU, il nodo di calcolo deve disporre di una scheda GPU.

Fasi

1.

2.

3.

Aprire un browser e accedere al portale delle licenze NVIDIA al seguente URL:
https://nvid.nvidia.com/dashboard/

Scaricare uno dei seguenti pacchetti di driver sul computer, a seconda del’ambiente in uso:

Versione di vSphere Pacchetto di driver

VSphere 6.0 NVIDIA-GRID-vSphere-6.0-390.94-390.96-
392.05.zip

VSphere 6.5 NVIDIA-GRID-vSphere-6.5-410.92-410.91-
412.16.zip

VSphere 6.7 NVIDIA-GRID-vSphere-6.7-410.92-410.91-
412.16.zip

Estrarre il pacchetto di driver sul computer. Il file .VIB risultante ¢ il file del driver non compresso.
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4. Copiare il file del driver .VIB dal computer a ESXi in esecuzione sul nodo di calcolo. | seguenti comandi di
esempio per ciascuna versione presuppongono che il driver si trovi nella directory €EHOME/NVIDIA/ESX6.x/
sull’host di gestione. L'utility SCP & facilmente disponibile nella maggior parte delle distribuzioni Linux o &
disponibile come utility scaricabile per tutte le versioni di Windows:

Opzione Descrizione

ESXi 6,0 casa/NVIDIA/ESX6.0/NVIDIA*.vib
root@<ESXi_IP_ADDR>/.

ESXi 6,5 casa/NVIDIA/ESX6.5/NVIDIA**.vib
root@<ESXi_IP_ADDR>:/.

ESXi 6,7 casa/NVIDIA/ESX6.7/NVIDIA* vib
root@<ESXi_IP_ADDR>/.

5. Attenersi alla seguente procedura per accedere come root all’host ESXi e installare NVIDIA vGPU
manager in ESXi.

a. Eseguire il seguente comando per accedere al’host ESXi come utente root:
ssh root@<ESXi IP ADDRESS>

b. Eseguire il comando seguente per verificare che non siano attualmente installati driver GPU NVIDIA:
nvidia-smi Questo comando dovrebbe restituire il messaggio nvidia-smi: not found.

c. Eseguire i seguenti comandi per attivare la modalita di manutenzione sull’host e installare NVIDIA
vGPU Manager dal file VIB:

esxcli system maintenanceMode set --enable true
esxcli software vib install -v /NVIDIA**.vib Viene visualizzato il messaggio
Operation finished successfully

d. Eseguire il seguente comando e verificare che tutti gli otto driver GPU siano elencati nell’'output del
comando:
nvidia-smi

e. Eseguire il comando seguente per verificare che il pacchetto NVIDIA vGPU sia stato installato e
caricato correttamente:
vmkload mod -1 | grep nvidia Il comando dovrebbe restituire un output simile al seguente:
nvidia 816 13808

f. Eseguire i seguenti comandi per uscire dalla modalita di manutenzione e riavviare I'host:
esxcli system maintenanceMode set —-enable false
reboot -f

6. Ripetere i passaggi 4-6 per tutti gli altri nodi di calcolo appena implementati con GPU NVIDIA.

7. Eseguire le seguenti operazioni seguendo le istruzioni riportate nel sito della documentazione NVIDIA:
a. Installare il server di licenza NVIDIA.
b. Configurare le macchine virtuali guest per il software NVIDIA vGPU.

c. Se si utilizzano desktop compatibili con vGPU in un contesto di infrastruttura di desktop virtuale (VDI),
configurare VMware Horizon View per il software NVIDIA vGPU.
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Trova ulteriori informazioni

» "Pagina delle risorse NetApp HCI"

« "Centro di documentazione software SolidFire ed Element"

Sostituire i nodi H610S

Potrebbe essere necessario sostituire lo chassis se la ventola, I'unita di elaborazione
centrale (CPU) o il modulo DIMM (Dual Inline Memory Module) si guasta o se si
verificano problemi di surriscaldamento o problemi durante il processo di avvio. Il LED
ambra lampeggiante nella parte anteriore dello chassis indica la possibile necessita di
sostituire lo chassis. Prima di procedere, contatta il supporto NetApp.

Consultare la "Articolo della Knowledge base" per informazioni sui requisiti di installazione per

@ H610S nodi. | nodi storage H610S nuovi e spare potrebbero avere requisiti di installazione
aggiuntivi in base alla versione software Element esistente del cluster di storage. Per ulteriori
informazioni, contatta il supporto NetApp.

| termini "nodo" e "chassis" sono utilizzati in modo intercambiabile nel caso di H610S, che & uno
chassis a un’unita rack (1U).

Best practice per I’aggiunta e la rimozione di dischi
Attenersi alle seguenti Best practice per aggiungere dischi al cluster:
« Aggiungi tutti i dischi a blocchi e assicurati che la sincronizzazione dei blocchi sia completa prima di
aggiungere i dischi slice.

* Per il software Element 10.x e versioni successive, aggiungere tutti i dischi a blocchi
contemporaneamente. Assicurarsi di non eseguire questa operazione per piu di tre nodi alla volta.

* Per il software Element 9.x e versioni precedenti, aggiungere tre dischi alla volta per sincronizzarli
completamente prima di aggiungere il gruppo successivo di tre.

* Rimuovere il disco slice e assicurarsi che la sincronizzazione slice sia completa prima di rimuovere i dischi
a blocchi.

» Rimuovere tutti i dischi a blocchi da un singolo nodo alla volta. Assicurarsi che la sincronizzazione di tutti i
blocchi sia completa prima di passare al nodo successivo.

Di cosa hai bisogno

» Hai contattato il supporto NetApp. Se stai ordinando un prodotto sostitutivo, dovresti avere un caso aperto
con il supporto NetApp.

* Il nodo sostitutivo € stato ottenuto.
« Si dispone di un braccialetto per le scariche elettrostatiche (ESD) o di un’altra protezione antistatica.

* Se € necessario eseguire la procedura di ripristino del’limmagine di fabbrica (RTFI), € stata ottenuta la
chiave USB. Il supporto NetApp puo aiutarti a decidere se eseguire il processo RTFI.

» Si dispone di una tastiera e di un monitor.
¢ Il nodo guasto & stato rimosso correttamente dal cluster.

¢ In caso di guasto di un DIMM, sono state rimosse le unita prima di rimuovere il nodo dal cluster.
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A proposito di questa attivita

Gli allarmi di VMware vSphere Web Client avvisano I'utente in caso di guasto di un host. Il numero di serie
dell’host guasto di VMware vSphere Web Client deve corrispondere al numero di serie riportato sull’etichetta
sul retro del nodo.

Fasi

1. Individuare il codice di matricola nella parte anteriore dello chassis guasto.

A= 11 AT

2. Verificare che il numero di serie sul codice di matricola corrisponda al numero del caso NetApp Support al
momento dell’ordine dello chassis sostitutivo.

. Collegare la tastiera e il monitor al retro dello chassis guasto.
. Verificare il numero di serie del nodo guasto con il supporto NetApp.

. Spegnere lo chassis.

o o0~ W

poterle riposizionare nelle stesse posizioni dopo la sostituzione.

Vedere la seguente immagine per il posizionamento delle unita nello chassis:

7. Rimuovere i cavi.

8. Rimuovere il telaio svitando le viti a testa zigrinata sulle linguette di montaggio. E necessario imballare e
restituire lo chassis guasto a NetApp.

9. Installare il telaio sostitutivo.

10. Rimuovere con cautela le unita dallo chassis guasto e inserirle nello chassis sostitutivo.

@ Inserire le unita negli stessi slot in cui si trovavano prima di rimuoverle.
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11. Rimuovere le unita di alimentazione dallo chassis guasto e inserirle nello chassis sostitutivo.
12. Inserire i cavi di alimentazione e di rete nelle porte originali.

13. | ricetrasmettitori SFP (Small Form-factor Pluggable) potrebbero essere inseriti nelle porte 10 GbE del
nodo sostitutivo. Rimuoverli prima di collegare via cavo le porte 10GbE.

@ Se lo switch non riconosce i cavi, consultare la documentazione del fornitore dello switch.

14. Accendere lo chassis premendo il pulsante di accensione sulla parte anteriore. L’avvio del nodo richiede
circa cinque minuti e 30 secondi.

15. Eseguire la procedura di configurazione.

> Se il nodo H6108S fa parte di un’installazione NetApp HCI, utilizzare il controllo del cloud ibrido NetApp
per configurare la risorsa di storage. Vedere "Espandere le risorse di storage NetApp HCI".

> Se il nodo H610S fa parte di un’installazione di storage all-flash SolidFire, configurare il nodo
utilizzando l'interfaccia utente del software NetApp Element. Contattare il supporto NetApp per
assistenza.

Trova ulteriori informazioni

+ "Pagina delle risorse NetApp HCI"

» "Centro di documentazione software SolidFire ed Element”

Sostituire le unita di alimentazione

Ogni chassis include due alimentatori per la ridondanza dell’alimentazione. Se un
alimentatore & difettoso, sostituirlo il prima possibile per assicurarsi che lo chassis
disponga di una fonte di alimentazione ridondante.

Di cosa hai bisogno
» L'alimentatore € guasto.
« Si dispone di un alimentatore sostitutivo.
 Hai verificato che il secondo alimentatore funziona.
« Si dispone di un braccialetto per le scariche elettrostatiche (ESD) o si sono prese altre precauzioni
antistatiche.

A proposito di questa attivita

La procedura di sostituzione si applica ai seguenti modelli di nodi:

* Due unita rack (2U), chassis NetApp HCI a quattro nodi
» Chassis di calcolo 2U H610C

» Uno chassis di calcolo H615C per unita rack (1U)

* Chassis storage 1U H610S

Nel caso di H610C, H615C e H610S, i termini "nodo" e "chassis" sono utilizzati in modo
@ intercambiabile perché nodo e chassis non sono componenti separati, a differenza del caso
di chassis 2U a quattro nodi.
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Gli allarmi di VMware vSphere Web Client forniscono informazioni sull’unita di alimentazione guasta,
riferendosi a PS1 0 PS2. In uno chassis NetApp HCI 2U a quattro nodi, PS1 si riferisce all’'unita nella riga
superiore dello chassis e PS2 all’unita nella riga inferiore dello chassis. E possibile sostituire I'unita di
alimentazione difettosa mentre lo chassis € acceso e funzionante, purché 'unita di alimentazione ridondante
funzioni.

Fasi
1. Individuare I'unita di alimentazione difettosa nel telaio. Il LED sull’'unita guasta & di colore ambra.

@ Le unita di alimentazione si trovano in modo diverso a seconda del tipo di chassis.
Vedere le immagini riportate di seguito per le posizioni degli alimentatori:

Modello Ubicazione delle unita di alimentazione

Chassis storage NetApp HCI 2U a quattro nodi PSU1

| nodi nello chassis potrebbero
@ essere diversi a seconda del tipo di
nodi (storage o calcolo) in uso.

Chassis H610C

FrrrrrT—
LI
—

PsU1 PSUO

Chassis H615C

Chassis H610S

2. Scollegare il cavo di alimentazione dall’'unita di alimentazione.

3. Sollevare la maniglia della camma e premere il fermo blu per estrarre I'alimentatore.
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@ Lillustrazione & un esempio. La posizione dell’alimentatore nello chassis e il colore del
pulsante di rilascio variano a seconda del tipo di chassis in uso.

@ Assicurarsi di utilizzare entrambe le mani per sostenere il peso dell’alimentatore.

4. Allineare con entrambe le mani i bordi dell’alimentatore con I'apertura del telaio, spingere delicatamente
l'unita nel telaio utilizzando la maniglia della camma fino a bloccarla in posizione e riportare la maniglia
della camma in posizione verticale.

5. Collegare il cavo di alimentazione.

6. Restituire l'unita difettosa a NetApp seguendo le istruzioni riportate nella confezione.

Trova ulteriori informazioni

 "Pagina delle risorse NetApp HCI"

» "Centro di documentazione software SolidFire ed Element"

Sostituire gli switch SN2010, SN2100 e SN2700

E possibile sostituire uno switch serie SN2000 guasto senza interruzioni seguendo le
Best practice e le procedure fornite da NetApp.
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Di cosa hai bisogno

« Assicurarsi che Putty sia installato sul laptop e che I'output venga acquisito. Guarda questo video per
scoprire come configurare Putty per acquisire la sessione di output.

[1| https://img.youtube.com/vi/2LZIWHS8HffA/maxresdefault. jpg

« Assicurarsi di eseguire NetApp Config Advisor prima e dopo la sostituzione. Questo pud aiutare a
identificare altri problemi prima dell’inizio della manutenzione. Scaricare e installare Config Advisor e
accedere alla Guida di avvio rapido dal sito Web "qui (accesso richiesto)".

» Procurarsi un cavo di alimentazione, gli attrezzi manuali di base e le etichette.

« Assicurarsi di aver pianificato una finestra di manutenzione di due o quattro ore.

» Acquisire familiarita con le porte dello switch riportate di seguito:

18 Ports 1/10/25 GbE 4 Ports 40/100 GbE Management
SFP+ / SFP28 QSFP Ports

Figura 1. Porta e mascherina dello switch SN2010

SN2100
MM}II.IM:
10101 & vﬁs

16 Ports 40/100 GbE, QSFP Management Ports

Figura 2. Porta e mascherina dello switch SN2100

Figura 3. Switch SN2010 e SN2100 posteriore
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32 Ports 40/100 GbE, QSFP
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Eseguire i passaggi descritti in questa procedura nell’ordine riportato di seguito. In questo modo si garantisce
che il downtime sia minimo e che lo switch sostitutivo sia preconfigurato prima della sostituzione dello switch.

A proposito di questa attivita

@ Contatta il supporto NetApp se hai bisogno di assistenza.

Di seguito viene riportata una panoramica delle fasi della procedura:

* Prepararsi a sostituire I'interruttore difettoso

* Creare il file di configurazione

« Rimuovere l'interruttore difettoso e installare quello sostitutivo
* Verificare la versione del sistema operativo sullo switch

+ Configurare lo switch sostitutivo

* Completare la sostituzione

Prepararsi a sostituire I’interruttore difettoso
Prima di sostituire lo switch difettoso, procedere come segue.

Fasi

1. Verificare che lo switch sostitutivo sia dello stesso modello dello switch guasto.
2. Etichettare tutti i cavi collegati allo switch guasto.
3. ldentificare il file server esterno in cui sono salvati i file di configurazione dello switch.
4. Assicurarsi di aver ottenuto le seguenti informazioni:
a. Interfaccia utilizzata per la configurazione iniziale: Porta RJ-45 o interfaccia terminale seriale.

b. Credenziali necessarie per I'accesso allo switch: Indirizzo IP della porta di gestione dello switch non
difettoso e dello switch guasto.

c. Le password per I'accesso allamministrazione.

Creare il file di configurazione

E possibile configurare uno switch utilizzando i file di configurazione creati. Scegliere una delle seguenti
opzioni per creare il file di configurazione per lo switch.
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Opzione Fasi

Creare il file di configurazione di backup dallo switch 1. Connettersi allo switch in remoto utilizzando SSH
difettoso come illustrato nellesempio seguente:

ssh admin@<switch IP address

2. Accedere alla modalita di configurazione come
illustrato nell’esempio seguente:

switch > enable
switch # configure terminal

3. Individuare i file di configurazione disponibili come
mostrato nell’esempio seguente:

switch (config) #
switch (config) # show
configuration files

4. Salvare il file di configurazione BIN attivo su un
server esterno:

switch (config) # configuration
upload my-filename
scp://myusername@my-—
server/path/to/my/<file>
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Opzione Fasi

Creare il file di configurazione di backup modificando 1. Connettersi allo switch in remoto utilizzando SSH
il file da un altro switch come illustrato nell’esempio seguente:

ssh admin@<switch IP address

2. Accedere alla modalita di configurazione come
illustrato nell’esempio seguente:

switch > enable
switch # configure terminal

3. Caricare un file di configurazione basato su testo
dallo switch a un server esterno, come illustrato
nell’esempio seguente:

switch (config) #

switch (config) # configuration
text file my-filename upload
scp://root@my-
server/root/tmp/my—-filename

4. Modificare i seguenti campi nel file di testo in
modo che corrispondano allo switch guasto:

## Network interface

configuration

##

no interface mgmt0 dhcp
interface mgmtO0 ip address

XX .XXX.XX.XXX /22

##
## Other IP configuration
##

hostname oldhostname

Rimuovere l'interruttore difettoso e installare quello sostitutivo
Eseguire la procedura per rimuovere lo switch difettoso e installare il prodotto sostitutivo.

Fasi
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1. Individuare i cavi di alimentazione sullo switch difettoso.
2. Etichettare e scollegare i cavi di alimentazione dopo il riavvio dello switch.

3. Etichettare e scollegare tutti i cavi dallo switch difettoso e fissarli per evitare di danneggiarli durante la
sostituzione dello switch.

4. Rimuovere lo switch dal rack.
5. Installare lo switch sostitutivo nel rack.

6. Collegare i cavi di alimentazione e i cavi delle porte di gestione.

L'interruttore si accende automaticamente quando viene applicata I'alimentazione CA. Non &
presente alcun pulsante di accensione. Potrebbero essere necessari fino a cinque minuti
prima che il LED di stato del sistema diventi verde.

7. Connettersi allo switch utilizzando la porta di gestione RJ-45 o l'interfaccia terminale seriale.

Verificare la versione del sistema operativo sullo switch

Verificare la versione del software del sistema operativo sullo switch. La versione dello switch difettoso e quella
dello switch integro devono corrispondere.

Fasi
1. Connettersi allo switch in remoto utilizzando SSH.

2. Accedere alla modalita di configurazione.

3. Eseguire il show version comando. Vedere il seguente esempio:

SFPS-HCI-SW02-A (config) #show version

Product name: Onyx

Product release: 3.7.1134

Build ID: #l-dev

Build date: 2019-01-24 13:38:57
Target arch: x86 64

Target hw: x86 64

Built by: Jjenkins@e4f385ab3£f49

Version summary: X86 64 3.7.1134 2019-01-24 13:38:57 x86 64

Product model: x86onie

Host ID: 506B4B3238F38

System serial num: MT1812X24570

System UUID: 27fede7a-3277-11e8-8000-506b4b891c00
Uptime: 307d 3h 6m 33.344s

CPU load averages: 2.40 / 2.27 / 2.21

Number of CPUs: 4

System memory: 3525 MB used / 3840 MB free / 7365 MB total
Swap: 0 MB used / 0 MB free / 0 MB total
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4. Se le versioni non corrispondono, aggiornare il sistema operativo. Per ulteriori informazioni, vedere la
"Guida all’aggiornamento del software Mellanox".

Configurare lo switch sostitutivo

Eseguire la procedura per configurare lo switch sostitutivo. Per ulteriori informazioni, vedere "Gestione della
configurazione Mellanox" .

Fasi
1. Scegli tra le opzioni che piu ti riguardano:

Opzione Fasi

Dal file di configurazione BIN 1. Recuperare il file DI configurazione BIN come
mostrato nell’esempio seguente:

switch (config) # configuration
fetch scp://myusername@my-
server/path/to/my/<file>

2. Caricare il file di configurazione BIN recuperato
nella fase precedente, come mostrato
nell’esempio seguente:

switch (config) # configuration
switch-to my-filename

3. Digitare yes per confermare il riavvio.
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Opzione

Dal file di testo

Completare la sostituzione

Fasi

1.

Ripristinare le impostazioni predefinite dello
switch:

switch (config) # reset factory
keep-basic

Applicare il file di configurazione basato su testo:

switch (config) # configuration
text file my-filename apply

Caricare un file di configurazione basato su testo
dallo switch a un server esterno, come illustrato
nell’esempio seguente:

switch (config) #

switch (config) # configuration
text file my-filename upload
scp://root@my—
server/root/tmp/my-filename

Non & necessario riavviare |l
@ sistema quando si applica il file di
testo.

Eseguire i passaggi per completare la procedura di sostituzione.

Fasi

1. Inserire i cavi utilizzando le etichette come guida.

2. Eseguire NetApp Config Advisor. Accedere alla Guida di avvio rapido da "qui (accesso richiesto)".

3. Verificare 'ambiente di storage.

4. Restituire lo switch difettoso a NetApp.

Trova ulteriori informazioni

» "Pagina delle risorse NetApp HCI"

» "Centro di documentazione software SolidFire ed Element”
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Sostituire il nodo di storage in un cluster a due nodi

Prima di sostituire un nodo di storage che fa parte di un cluster a due nodi, € necessario
aggiungere un terzo nodo di storage (che richiede un nuovo set di indirizzi IP), consentire
il completamento della sincronizzazione, quindi rimuovere il nodo difettoso. Il cluster
rimane in stato degradato fino a quando un nodo sostitutivo non si unisce al cluster.

Di cosa hai bisogno
« Si dispone di nuovi indirizzi IP di gestione e IP di storage.

* E stato verificato che il cluster visualizza ClusterCannotSync un avviso dopo che il nodo diventa offline.
Cio garantisce che il cluster esegua una risincronizzazione completa quando il nuovo nodo viene aggiunto
di nuovo al cluster. Questo avviso viene visualizzato circa sei minuti dopo che il nodo di storage non € in
linea.

* Hai contattato il supporto NetApp. Se stai ordinando un prodotto sostitutivo, dovresti avere un caso aperto
con il supporto NetApp.

* |l nodo sostitutivo & stato ottenuto.

+ Si dispone di un braccialetto per le scariche elettrostatiche (ESD) o di un’altra protezione antistatica.

A proposito di questa attivita

Gli allarmi di VMware vSphere Web Client avvisano l'utente in caso di guasto di un host. Il numero di serie
dell’host guasto di VMware vSphere Web Client deve corrispondere al numero di serie riportato sull’etichetta
sul retro del nodo.

Fasi

1. Rimuovere fisicamente il nodo difettoso dal rack. | passaggi dipendono dal tipo di nodo di storage in uso.
Vedere "Sostituire i nodi H410S" e "Sostituire i nodi H610S".

@ Non rimuovere il nodo dal cluster a questo punto.

. Installare il nodo sostitutivo nello stesso slot.
. Collegare il nodo.
Accendere il nodo.

. Collegare una tastiera e un monitor al nodo.

o oA W N

. Eseguire la procedura di configurazione:

a. Configurare I'indirizzo IP IPMI/BMC.

b. Configurare il nuovo nodo con i nuovi indirizzi IP di gestione e di storage e il nome del cluster.
7. Una volta aggiunto il nodo al cluster, aggiungere i dischi.
8. Al termine della sincronizzazione, rimuovere i dischi guasti e il nodo guasto dal cluster.

9. Utilizza NetApp Hybrid Cloud Control per configurare il nuovo nodo di storage aggiunto. Vedere
"Espandere le risorse di storage NetApp HCI".

Trova ulteriori informazioni

* "Centro di documentazione NetApp HCI"

» "Centro di documentazione software SolidFire ed Element"
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http://docs.netapp.com/hci/index.jsp
http://docs.netapp.com/sfe-122/index.jsp

Note legali

Le note legali forniscono I'accesso a dichiarazioni di copyright, marchi, brevetti e altro
ancora.

Copyright

"https://www.netapp.com/company/legal/copyright/"

Marchi

NETAPP, il logo NETAPP e i marchi elencati nella pagina dei marchi NetApp sono marchi di NetApp, Inc. Altri
nomi di societa e prodotti potrebbero essere marchi dei rispettivi proprietari.

"https://www.netapp.com/company/legal/trademarks/"

Brevetti
Un elenco aggiornato dei brevetti di proprieta di NetApp € disponibile all’indirizzo:

https://www.netapp.com/pdf.html?item=/media/11887-patentspage.pdf

Direttiva sulla privacy

"https://www.netapp.com/company/legal/privacy-policy/"

Open source
| file di avviso forniscono informazioni sul copyright e sulle licenze di terze parti utilizzate nel software NetApp.

* "Avviso per Compute firmware Bundle 2.146"

* "Avviso per il bundle del firmware di archiviazione 2,146"

* "Avviso per il bundle del firmware di archiviazione 2.99.2"

» "Avviso per Compute firmware Bundle 2.76"

* "Awviso per il bundle del firmware di archiviazione 2,76"

* "Avviso per Compute firmware Bundle 2.27"

* "Awviso per il bundle del firmware di archiviazione 2,27"

* "Avviso per I'lSO del firmware di calcolo"

* "Avviso per H610S BMC"

* "Avviso per i servizi di gestione 2.23.64 (plug-in NetApp Element per VMware vCenter Server 5,1.12)"
* "Avviso per i servizi di gestione 2.22.7 (plug-in NetApp Element per VMware vCenter Server 5,0.37)"
* "Avviso per i servizi di gestione 2.21.61 (plug-in NetApp Element per vCenter Server 4.10.12)"

* "Avviso per i servizi di gestione 2.20.69 (plug-in NetApp Element per vCenter Server 4,9.14)"

* "Avviso per i servizi di gestione 2.19.48 (plug-in NetApp Element per vCenter Server 4,8.34)"
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https://www.netapp.com/company/legal/copyright/
https://www.netapp.com/company/legal/trademarks/
https://www.netapp.com/pdf.html?item=/media/11887-patentspage.pdf
https://www.netapp.com/company/legal/privacy-policy/
https://docs.netapp.com/it-it/hci18/media/compute_firmware_bundle_2.146_notices.pdf
https://docs.netapp.com/it-it/hci18/media/storage_firmware_bundle_2.146_notices.pdf
https://docs.netapp.com/it-it/hci18/media/storage_firmware_bundle_2.99_notices.pdf
https://docs.netapp.com/it-it/hci18/media/compute_firmware_bundle_2.76_notices.pdf
https://docs.netapp.com/it-it/hci18/media/storage_firmware_bundle_2.76_notices.pdf
https://docs.netapp.com/it-it/hci18/media/compute_firmware_bundle_2.27_notices.pdf
https://docs.netapp.com/it-it/hci18/media/storage_firmware_bundle_2.27_notices.pdf
https://docs.netapp.com/it-it/hci18/media/compute_iso_notice.pdf
https://docs.netapp.com/it-it/hci18/media/H610S_BMC_notice.pdf
https://docs.netapp.com/it-it/hci18/media/mgmt_svcs_2.23_notice.pdf
https://docs.netapp.com/it-it/hci18/media/mgmt_svcs_2.22_notice.pdf
https://docs.netapp.com/it-it/hci18/media/mgmt_svcs_2.21_notice.pdf
https://docs.netapp.com/it-it/hci18/media/2.20_notice.pdf
https://docs.netapp.com/it-it/hci18/media/2.19.48_notice.pdf

"Avviso per i servizi di gestione 2.18.91 (plug-in NetApp Element per vCenter Server 4,7.10)"
"Avviso per i servizi di gestione 2.17.56 (plug-in NetApp Element per vCenter Server 4,6.32)"

"Avviso per i servizi di gestione 2,17 (plug-in NetApp Element per vCenter Server 4,6.29

"Avviso per i servizi di gestione 2,16 (plug-in NetApp Element per vCenter Server 4,6.29

"Avviso per i servizi di gestione 2,14 (plug-in NetApp Element per vCenter Server 4,5.42

)
( )
( )
"Avviso per i servizi di gestione 2,13 (plug-in NetApp Element per vCenter Server 4,5.42)"
"Avviso per i servizi di gestione 2,11 (plug-in NetApp Element per vCenter Server 4,4.72)"

"Avviso per NetApp HCI 1,8"
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https://docs.netapp.com/it-it/hci18/media/2.18.91_notice.pdf
https://docs.netapp.com/it-it/hci18/media/2.17.56-notice.pdf
https://docs.netapp.com/it-it/hci18/media/2.17_notice.pdf
https://docs.netapp.com/it-it/hci18/media/2.16_notice.pdf
https://docs.netapp.com/it-it/hci18/media/mgmt_svcs_2.14_notice.pdf
https://docs.netapp.com/it-it/hci18/media/2.13_notice.pdf
https://docs.netapp.com/it-it/hci18/media/mgmt_svcs2.11_notice.pdf
https://library.netapp.com/ecm/ecm_download_file/ECMLP2870307

Informazioni sul copyright

Copyright © 2025 NetApp, Inc. Tutti i diritti riservati. Stampato negli Stati Uniti d’America. Nessuna porzione di
questo documento soggetta a copyright pud essere riprodotta in qualsiasi formato o mezzo (grafico, elettronico
0 meccanico, inclusi fotocopie, registrazione, nastri o storage in un sistema elettronico) senza previo consenso
scritto da parte del detentore del copyright.

Il software derivato dal materiale sottoposto a copyright di NetApp € soggetto alla seguente licenza e
dichiarazione di non responsabilita:

IL PRESENTE SOFTWARE VIENE FORNITO DA NETAPP "COSI COM’E" E SENZA QUALSIVOGLIA TIPO
DI GARANZIA IMPLICITA O ESPRESSA FRA CUI, ATITOLO ESEMPLIFICATIVO E NON ESAUSTIVO,
GARANZIE IMPLICITE DI COMMERCIABILITA E IDONEITA PER UNO SCOPO SPECIFICO, CHE
VENGONO DECLINATE DAL PRESENTE DOCUMENTO. NETAPP NON VERRA CONSIDERATA
RESPONSABILE IN ALCUN CASO PER QUALSIVOGLIA DANNO DIRETTO, INDIRETTO, ACCIDENTALE,
SPECIALE, ESEMPLARE E CONSEQUENZIALE (COMPRESI, ATITOLO ESEMPLIFICATIVO E NON
ESAUSTIVO, PROCUREMENT O SOSTITUZIONE DI MERCI O SERVIZI, IMPOSSIBILITA DI UTILIZZO O
PERDITA DI DATI O PROFITTI OPPURE INTERRUZIONE DELL'ATTIVITA AZIENDALE) CAUSATO IN
QUALSIVOGLIA MODO O IN RELAZIONE A QUALUNQUE TEORIA DI RESPONSABILITA, SIAESSA
CONTRATTUALE, RIGOROSA O DOVUTA A INSOLVENZA (COMPRESA LA NEGLIGENZA O ALTRO)
INSORTA IN QUALSIASI MODO ATTRAVERSO L'UTILIZZO DEL PRESENTE SOFTWARE ANCHE IN
PRESENZA DI UN PREAVVISO CIRCA LEVENTUALITA DI QUESTO TIPO DI DANNI.

NetApp si riserva il diritto di modificare in qualsiasi momento qualunque prodotto descritto nel presente
documento senza fornire alcun preavviso. NetApp non si assume alcuna responsabilita circa I'utilizzo dei
prodotti o materiali descritti nel presente documento, con I'eccezione di quanto concordato espressamente e
per iscritto da NetApp. L'utilizzo o I'acquisto del presente prodotto non comporta il rilascio di una licenza
nell’ambito di un qualche diritto di brevetto, marchio commerciale o altro diritto di proprieta intellettuale di
NetApp.

Il prodotto descritto in questa guida puo essere protetto da uno o piu brevetti degli Stati Uniti, esteri o in attesa
di approvazione.

LEGENDA PER I DIRITTI SOTTOPOSTI A LIMITAZIONE: I'utilizzo, la duplicazione o la divulgazione da parte
degli enti governativi sono soggetti alle limitazioni indicate nel sottoparagrafo (b)(3) della clausola Rights in
Technical Data and Computer Software del DFARS 252.227-7013 (FEB 2014) e FAR 52.227-19 (DIC 2007).

| dati contenuti nel presente documento riguardano un articolo commerciale (secondo la definizione data in
FAR 2.101) e sono di proprieta di NetApp, Inc. Tutti i dati tecnici e il software NetApp forniti secondo i termini
del presente Contratto sono articoli aventi natura commerciale, sviluppati con finanziamenti esclusivamente
privati. Il governo statunitense ha una licenza irrevocabile limitata, non esclusiva, non trasferibile, non cedibile,
mondiale, per l'utilizzo dei Dati esclusivamente in connessione con e a supporto di un contratto governativo
statunitense in base al quale i Dati sono distribuiti. Con la sola esclusione di quanto indicato nel presente
documento, i Dati non possono essere utilizzati, divulgati, riprodotti, modificati, visualizzati o mostrati senza la
previa approvazione scritta di NetApp, Inc. | diritti di licenza del governo degli Stati Uniti per il Dipartimento
della Difesa sono limitati ai diritti identificati nella clausola DFARS 252.227-7015(b) (FEB 2014).

Informazioni sul marchio commerciale

NETAPP, il logo NETAPP e i marchi elencati alla pagina http://www.netapp.com/TM sono marchi di NetApp,
Inc. Gli altri nomi di aziende e prodotti potrebbero essere marchi dei rispettivi proprietari.

402


http://www.netapp.com/TM

	Documentazione NetApp HCI : HCI
	Sommario
	Documentazione NetApp HCI
	Soluzioni NetApp HCI
	Note di rilascio
	Novità di NetApp HCI
	Ulteriori informazioni sulla release

	Concetti
	Panoramica del prodotto NetApp HCI
	Account utente
	Protezione dei dati
	Cluster
	Nodi
	Storage
	Licenze NetApp HCI
	Configurazioni massime di NetApp Hybrid Cloud Control
	Sicurezza NetApp HCI
	Performance e Quality of Service

	Requisiti e attività di pre-implementazione
	Panoramica dei requisiti per l’implementazione di NetApp HCI
	Requisiti delle porte di rete
	Requisiti di rete e switch
	Requisiti dei cavi di rete
	Requisiti dell’indirizzo IP
	Configurazione di rete
	DNS e requisiti di conservazione dei tempi
	Requisiti ambientali
	Domini di protezione
	Requisiti di risorse di Witness Node per cluster di storage a due nodi

	Inizia a utilizzare NetApp HCI
	Panoramica dell’installazione e dell’implementazione di NetApp HCI
	Installare l’hardware della serie H.
	Configurare LACP per ottenere performance di storage ottimali
	Validate il vostro ambiente con Active IQ Config Advisor
	Configurare IPMI per ciascun nodo

	Implementare NetApp HCI
	Accedi al NetApp Deployment Engine
	Avviare l’implementazione
	Configurare VMware vSphere
	Configurazione delle credenziali NetApp HCI
	Selezionare una topologia di rete
	Selezione dell’inventario
	Configurare le impostazioni di rete
	Esaminare e implementare la configurazione
	Attività post-implementazione

	Gestire NetApp HCI
	Panoramica sulla gestione di NetApp HCI
	Aggiornare le credenziali vCenter ed ESXi
	Gestire lo storage NetApp HCI
	Lavorare con il nodo di gestione
	Spegnere e riaccendere il sistema NetApp HCI

	Monitorate il vostro sistema NetApp HCI con il controllo del cloud ibrido NetApp
	Monitorate le risorse di storage e di calcolo sulla dashboard di controllo del cloud ibrido
	Visualizzare l’inventario nella pagina nodi
	Modificare le informazioni di connessione del Baseboard Management Controller
	Monitorare i volumi nel cluster di storage
	Monitoraggio delle performance, della capacità e dello stato dei cluster con SolidFire Active IQ
	Raccogliere i registri per la risoluzione dei problemi

	Aggiornare il sistema NetApp HCI versione 1.8
	Panoramica della sequenza di aggiornamento
	Procedure di aggiornamento del sistema
	Aggiorna i componenti vSphere per un sistema NetApp HCI con il plug-in Element per vCenter Server

	Espandere il sistema NetApp HCI
	Panoramica dell’espansione
	Espandere le risorse di storage NetApp HCI
	Espandere le risorse di calcolo di NetApp HCI
	Espandere le risorse di calcolo e storage NetApp HCI contemporaneamente
	Rimuovere i nodi di controllo dopo l’espansione del cluster

	USA Rancher su NetApp HCI
	Panoramica di Rancher on NetApp HCI
	Rancher sui concetti di NetApp HCI
	Requisiti per Rancher su NetApp HCI
	Implementare Rancher su NetApp HCI
	Attività post-implementazione
	Implementare cluster di utenti e applicazioni
	Gestire Rancher su NetApp HCI
	Monitorare un rancher sull’implementazione di NetApp HCI
	Upgrade Rancher su NetApp HCI
	Rimuovere un’installazione di Rancher su NetApp HCI

	Manutenzione dell’hardware della serie H.
	Panoramica sulla manutenzione dell’hardware della serie H.
	Sostituire lo chassis 2U serie H.
	Sostituire le unità di alimentazione CC nei nodi H615C e H610S
	Sostituire i DIMM nei nodi di calcolo
	Sostituire le unità per i nodi di storage
	Sostituire i nodi H410C
	Sostituire i nodi H410S
	Sostituire i nodi H610C e H615C
	Sostituire i nodi H610S
	Sostituire le unità di alimentazione
	Sostituire gli switch SN2010, SN2100 e SN2700
	Sostituire il nodo di storage in un cluster a due nodi

	Note legali
	Copyright
	Marchi
	Brevetti
	Direttiva sulla privacy
	Open source


