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Gestire NetApp HCI

Panoramica sulla gestione di NetApp HCI

E possibile configurare il nome di dominio completo e gestire le credenziali per NetApp
HCI, account utente, cluster di storage, volumi, gruppi di accesso ai volumi, Iniziatori,
policy di QoS dei volumi e nodo di gestione.

Di seguito sono riportati gli elementi che € possibile utilizzare:

* "Configurare I'accesso completo all'interfaccia utente Web Domain Name"
* "Modificare le credenziali in NetApp HCI"

« "Aggiornare le credenziali vCenter ed ESXi"

+ "Gestire le risorse di storage NetApp HCI"

+ "Lavorare con il nodo di gestione"

» "Spegnere e riaccendere il sistema NetApp HCI"

Configurare I’'accesso completo all’interfaccia utente Web
Domain Name

NetApp HCI con software Element 12.2 o versione successiva consente di accedere alle
interfacce Web del cluster di storage utilizzando il nome di dominio completo (FQDN). Se
si desidera utilizzare 'lFQDN per accedere alle interfacce utente Web, ad esempio
l'interfaccia utente Web Element, l'interfaccia utente per nodo o l'interfaccia utente del
nodo di gestione, &€ necessario prima aggiungere un’impostazione del cluster di storage
per identificare 'FQDN utilizzato dal cluster.

E ora possibile accedere alle interfacce Web del cluster di storage utilizzando il nome di dominio completo
(FQDN, Fully Qualified Domain Name). Se si desidera utilizzare I'FQDN per accedere alle interfacce utente
Web, ad esempio I'interfaccia utente Web Element, 'interfaccia utente per nodo o I'interfaccia utente del nodo
di gestione, & necessario prima aggiungere un’impostazione del cluster di storage per identificare 'lFQDN
utilizzato dal cluster. Cid consente al cluster di reindirizzare correttamente una sessione di accesso e di
migliorare 'integrazione con servizi esterni come i key manager e i provider di identita per I'autenticazione a
piu fattori.

Di cosa hai bisogno
* Questa funzione richiede Element 12.2 o versione successiva.

+ La configurazione di questa funzionalita utilizzando le APl REST di NetApp Hybrid Cloud Control richiede
servizi di gestione 2.15 o successivi.

 La configurazione di questa funzione mediante l'interfaccia utente di NetApp Hybrid Cloud Control richiede
servizi di gestione 2.19 o successivi.

* Per utilizzare le API REST, & necessario aver implementato un nodo di gestione con versione 11.5 0
successiva.

» Sono necessari nomi di dominio completi per il nodo di gestione e ciascun cluster di storage che si
risolvono correttamente nell’indirizzo IP del nodo di gestione e in ciascun indirizzo IP del cluster di storage.


https://docs.netapp.com/it-it/hci19/{relative_path}task_nde_access_ui_fqdn.html
https://docs.netapp.com/it-it/hci19/{relative_path}task_post_deploy_credentials.html
https://docs.netapp.com/it-it/hci19/{relative_path}task_hci_credentials_vcenter_esxi.html
https://docs.netapp.com/it-it/hci19/{relative_path}task_hcc_manage_storage_overview.html
https://docs.netapp.com/it-it/hci19/{relative_path}task_mnode_work_overview.html
https://docs.netapp.com/it-it/hci19/{relative_path}concept_nde_hci_power_off_on.html

E possibile configurare o rimqovere I'accesso all’interfaccia utente Web FQDN utilizzando NetApp Hybrid
Cloud Control e 'API REST. E inoltre possibile risolvere i problemi relativia FQDN configurati in modo errato.
+ Configurare I'accesso all’interfaccia utente Web FQDN utilizzando NetApp Hybrid Cloud Control
+ Configurare I'accesso all'interfaccia utente Web FQDN utilizzando 'API REST
* Rimuovere I'accesso allinterfaccia utente Web FQDN utilizzando NetApp Hybrid Cloud Control
» Rimuovere I'accesso all’interfaccia utente Web FQDN utilizzando 'API REST

* Risoluzione dei problemi

Configurare I'accesso all’interfaccia utente Web FQDN utilizzando NetApp Hybrid
Cloud Control

Fasi

1. Aprire I'indirizzo IP del nodo di gestione in un browser Web:

https://<ManagementNodeIP>

2. Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.
3. Selezionare I'icona del menu nella parte superiore destra della pagina.
4. Selezionare Configura.
5. Nel riquadro Fully Qualified Domain Names, selezionare Set Up.
6. Nella finestra visualizzata, immettere gli FQDN per il nodo di gestione e ciascun cluster di storage.
7. Selezionare Salva.
Il riquadro Fully Qualified Domain Names elenca ciascun cluster di storage con i relativi MVIP e FQDN
associati.
@ Solo i cluster di storage connessi con il set FQDN sono elencati nel riquadro Fully Qualified
Domain Names.

Configurare I'accesso all’interfaccia utente Web FQDN utilizzando I’API REST

Fasi

1. Assicurarsi che i nodi storage Element e il nodo di gestione abbiano il DNS configurato correttamente per
I'ambiente di rete in modo che gli FQDN nell’ambiente possano essere risolti. Per impostare il DNS,
accedere all'interfaccia utente per nodo per i nodi di storage e al nodo di gestione, quindi selezionare
Impostazioni di rete > rete di gestione.

a. Interfaccia utente per nodo per nodi di storage: https://<storage node management IP>:442
b. Interfaccia utente per nodo per il nodo di gestione: https://<management node IP>:442

2. Modificare le impostazioni del cluster di storage utilizzando I’API Element.

a. Accedere all’API Element e creare la seguente preferenza di interfaccia cluster utilizzando

CreateClusterInterfacePreference API e inserire 'TFQDN MVIP del cluster come valore di
preferenza:


https://<storage_node_management_IP>:442
https://<management_node_IP>:442

* Nome: mvip fgdn

= Valore: <Fully Qualified Domain Name for the Cluster MVIP>

Ad esempio, il nome FQDN & storagecluster.my.org:

https://<Cluster MVIP>/json-
rpc/12.2?method=CreateClusterInterfacePreference&name=mvip fgdn&value=st
oragecluster.my.org

3. Modificare le impostazioni del nodo di gestione utilizzando I'API REST sul nodo di gestione:

a. Accedere all'interfaccia utente API REST per il nodo di gestione immettendo I'indirizzo IP del nodo di
gestione seguito da /mnode/2/. Ad esempio:

https://<management node IP>/mnode/2/

b. Selezionare autorizzare o un’icona a forma di lucchetto e inserire il nome utente e la password del
cluster di elementi.

C. Immettere I'ID client come mnode-client.

Selezionare autorizzare per avviare una sessione.

Chiudere la finestra.

-~ © o

Selezionare GET /settings.

Selezionare Provalo.

I @

Selezionare Esegui.

Si noti se il proxy viene utilizzato o meno come indicato nella "use proxy" di true oppure false.
j- Selezionare PUT /settings.
k. Selezionare Provalo.

l. Nell'area del corpo della richiesta, inserire il nodo di gestione FQDN come valore per mnode fqdn
parametro. Specificare inoltre se utilizzare il proxy (true oppure false dalla fase precedente) per
use proxy parametro.

"mnode fgdn": "mnode.my.org",
"use proxy": false

m. Selezionare Esegui.

Rimuovere I’'accesso all’interfaccia utente Web FQDN utilizzando NetApp Hybrid
Cloud Control

E possibile utilizzare questa procedura per rimuovere I'accesso Web FQDN per il nodo di gestione e i cluster di



storage.

Fasi

1. Nel riquadro Fully Qualified Domain Names, selezionare Edit (Modifica).

2. Nella finestra visualizzata, eliminare il contenuto del campo di testo FQDN.

3. Selezionare Salva.

La finestra si chiude e 'lFQDN non ¢ piu elencato nel riquadro Fully Qualified Domain Names.

Rimuovere ’accesso all’interfaccia utente Web FQDN utilizzando ’API REST

Fasi

1. Modificare le impostazioni del cluster di storage utilizzando I’API Element.

a.

Accedere all’API Element ed eliminare la seguente preferenza di interfaccia cluster utilizzando
DeleteClusterInterfacePreference Metodo API:

* Nome: mvip fgdn

Ad esempio:

https://<Cluster MVIP>/json-

rpc/12.2?method=DeleteClusterInterfacePreference&name=mvip fqgdn

2. Modificare le impostazioni del nodo di gestione utilizzando 'API REST sul nodo di gestione:

a.

-~ © o
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Accedere all'interfaccia utente APl REST per il nodo di gestione immettendo l'indirizzo IP del nodo di
gestione seguito da /mnode/2/. Ad esempio:

https://<management node IP>/mnode/2/

Selezionare autorizzare o un’icona a forma di lucchetto e inserire il nome utente e la password del
cluster di elementi.

Immettere I'ID client come mnode-client.
Selezionare autorizzare per avviare una sessione.
Chiudere la finestra.

Selezionare PUT /settings.

Selezionare Provalo.

Nell'area del corpo della richiesta, non inserire un valore per mnode fgdn parametro. Specificare
inoltre se utilizzare il proxy (true oppure false) per use proxy parametro.
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"mnode fgdn":
"use proxy": false

i. Selezionare Esegui.

Risoluzione dei problemi

Se gli FQDN non sono configurati correttamente, potrebbero verificarsi problemi di accesso al nodo di
gestione, a un cluster di storage o a entrambi. Utilizzare le seguenti informazioni per risolvere il problema.

Problema Causa

* Viene visualizzato un errore del L’FQDN del nodo di gestione e
browser quando si tenta di I'FQDN del cluster di storage non
accedere al nodo di gestione o sono configurati correttamente.
al cluster di storage utilizzando
I'FQDN.

* Non ¢ possibile accedere al
nodo di gestione o al cluster di
storage utilizzando un indirizzo
IP.

* Viene visualizzato un errore del L'FQDN del nodo di gestione &

browser quando si tenta di configurato correttamente, ma
accedere al FQDN del cluster  I'FQDN del cluster di storage non &
di storage. configurato correttamente.

* Non & possibile accedere al
nodo di gestione o al cluster di
storage utilizzando un indirizzo

IP.

« Si verifica un errore del L’FQDN del nodo di gestione non &
browser quando si tenta di configurato correttamente, ma
accedere al nodo di gestione I'FQDN del cluster di storage &
FQDN. configurato correttamente.

« E possibile accedere al nodo di
gestione e al cluster di storage
utilizzando un indirizzo IP.

Trova ulteriori informazioni

Risoluzione

Utilizzare le istruzioni REST API
riportate in questa pagina per
rimuovere le impostazioni FQDN
del nodo di gestione e del cluster di
storage e configurarle di nuovo.

Utilizzare le istruzioni REST API
riportate in questa pagina per
rimuovere le impostazioni FQDN
del cluster di storage e configurarle
di nuovo.

Accedere a NetApp Hybrid Cloud
Control per correggere le
impostazioni FQDN del nodo di
gestione nell’interfaccia utente
oppure utilizzare le istruzioni API
REST in questa pagina per
correggere le impostazioni.

» "CreateClusterinterfacePerferta le informazioni API nella documentazione SolidFire ed Element"

» "Pagina delle risorse NetApp HCI"

* "Documentazione software SolidFire ed Element"


https://docs.netapp.com/us-en/element-software/api/reference_element_api_createclusterinterfacepreference.html
https://www.netapp.com/us/documentation/hci.aspx
https://docs.netapp.com/us-en/element-software/index.html

Modificare le credenziali in NetApp HCI e NetApp SolidFire

A seconda delle policy di sicurezza dell’organizzazione che ha implementato NetApp HCI
o NetApp SolidFire, la modifica delle credenziali o delle password & generalmente parte
delle procedure di sicurezza. Prima di modificare le password, € necessario essere
consapevoli dell'impatto sugli altri componenti software nellimplementazione.

Se si modificano le credenziali per un componente di un'implementazione di NetApp HCI o NetApp SolidFire,
la seguente tabella fornisce indicazioni sull'impatto sugli altri componenti.

Interazioni dei componenti NetApp

HCI:
Element Plugin
for vCenter
® 6 ———=  Hybrid Cloud Control § +——e ®
o—> = < @ P Y
-. |_| » QoS integration service @ Storage admin
VM admin —
vCenter
>
@ vcsavm VM VM VM VM VM mNode 0 o
0 ESXi 0 Esxi ¥ 0 ESXi
N Eaar—— "1 § | --"--_-E W ECE—T_"1 B
(] BMC (] BMC (] BMC i
| Compute !
i Ear— 1 B
i ECxc— "1 § l
e ECr e T TH R
NN | L —1T— TN B |
z —> g 5 —_ = N o B s
. 2 P . i
Storage admin | BT A B E - 1 B
; BT A B o
6 Element cluster (Authoritative) | | Element cluster | | Element cluster
NetApp HCI

Hybrid Cloud Control and administrator use VMware vSphere Single Sign-on credentials to log into vCenter
Hybrid Cloud Control uses per-node ‘root’ account to communicate with VMware ESXi

Hybrid Cloud Control uses per-node BMC credentials to communicate with BMC on compute nodes

Element Plugin for VMware vCenter uses password to communicate with QoS service on mNode
Administrator uses administrative Element storage credentials to log into Element Ul and Hybrid Cloud Control

mNode and services use Element certificates to communicate with authoritative storage cluster

mNode and services use Element administrative credentials for additional storage clusters
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Utilizzo da parte dell’amministratore

Applicabile a: NetApp HCI e SolidFire
Gli amministratori utilizzano queste credenziali per accedere a:

* Interfaccia utente Element sul cluster di storage Element

+ Controllo del cloud ibrido sul nodo di gestione (mnode)

Quando Hybrid Cloud Control gestisce piu cluster di storage,
accetta solo le credenziali di amministratore per i cluster di
storage, noto come cluster autorevole per cui € stato inizialmente
configurato mnode. Per i cluster di storage aggiunti in seguito a
Hybrid Cloud Control, mnode memorizza in modo sicuro le
credenziali di amministratore. Se le credenziali per i cluster di
storage aggiunti successivamente vengono modificate, le
credenziali devono essere aggiornate anche in mnode
utilizzando I’API mnode.

Applicabile a: Solo NetApp HCI

Gli amministratori utilizzano queste credenziali per accedere a
VMware vSphere Client. Quando vCenter fa parte
dell'installazione di NetApp HCI, le credenziali vengono
configurate nel motore di implementazione NetApp come segue:

» username@vsphere.local con la password specificata, e.

» administrator@vsphere.local con la password specificata.
Quando si utilizza un vCenter esistente per implementare
NetApp HCI, le credenziali di accesso singolo vSphere
vengono gestite dagli amministratori IT VMware.

Consultare queste istruzioni

» "Aggiornare le password di
amministrazione del cluster
di storage".

» Aggiornare le credenziali di
amministratore del cluster
di storage in mnode
utilizzando "API
modifyclusteradmin”.

"Aggiornare le credenziali
vCenter ed ESXi".


https://docs.netapp.com/us-en/element-software/storage/concept_system_manage_manage_cluster_administrator_users.html
https://docs.netapp.com/us-en/element-software/storage/concept_system_manage_manage_cluster_administrator_users.html
https://docs.netapp.com/us-en/element-software/storage/concept_system_manage_manage_cluster_administrator_users.html
https://docs.netapp.com/us-en/element-software/api/reference_element_api_modifyclusteradmin.html
https://docs.netapp.com/us-en/element-software/api/reference_element_api_modifyclusteradmin.html
mailto:username@vsphere.local
mailto:administrator@vsphere.local

Tipo di
credenzi
alee
icona

Credenzi
ali BMC
(Baseboa
rd
Manage
ment
Controller

)

Credenzi
ali ESXi

&

Utilizzo da parte dell’amministratore Consultare queste istruzioni

Applicabile a: Solo NetApp HCI + "Configurare IPMI per ogni
nodo su NetApp HCI".

* Perinodi H410C, H610C e
H615C, "Modificare la
password IPMI predefinita".

Gli amministratori utilizzano queste credenziali per accedere al
BMC dei nodi di calcolo NetApp in un'implementazione NetApp
HCI. BMC offre funzioni di base per il monitoraggio dell’hardware
e la console virtuale.

* Perinodi H410S e H6108S,
Le credenziali BMC (a volte denominate /PMI) per ciascun nodo "Modificare la password
di calcolo NetApp vengono memorizzate in modo sicuro IPM predefinita".

sul’'mnode nelle implementazioni NetApp HCI. NetApp Hybrid
Cloud Control utilizza le credenziali BMC in una capacita di
account di servizio per comunicare con BMC nei nodi di calcolo
durante gli aggiornamenti del firmware del nodo di calcolo.

* "Modificare le credenziali
BMC sul nodo di gestione".

Quando le credenziali BMC vengono modificate, le credenziali
per i rispettivi nodi di calcolo devono essere aggiornate anche su
mnode per mantenere tutte le funzionalita di controllo del cloud
ibrido.

Applicabile a: Solo NetApp HCI "Aggiorna le credenziali per gli
host vCenter e ESXi".

Gli amministratori possono accedere agli host ESXi utilizzando

SSH o DCUI locale con un account root locale. Nelle

implementazioni NetApp HCI, il nome utente € "root" e la

password € stata specificata durante l'installazione iniziale del

nodo di calcolo nel motore di implementazione NetApp.

Le credenziali radice ESXi per ciascun nodo di calcolo NetApp
vengono memorizzate in modo sicuro sul’mnode nelle
implementazioni NetApp HCI. NetApp Hybrid Cloud Control
utilizza le credenziali in una capacita di account di servizio per
comunicare direttamente con gli host ESXi durante gli
aggiornamenti del firmware del nodo di calcolo e i controlli dello
stato.

Quando le credenziali root di ESXi vengono modificate da un
amministratore VMware, le credenziali per i rispettivi nodi di
calcolo devono essere aggiornate su mnode per mantenere la
funzionalita di controllo del cloud ibrido.


https://docs.netapp.com/it-it/hci19/docs/hci_prereqs_final_prep.html
https://docs.netapp.com/it-it/hci19/docs/hci_prereqs_final_prep.html
https://docs.netapp.com/it-it/hci19/docs/hci_prereqs_final_prep.html
https://docs.netapp.com/it-it/hci19/docs/hci_prereqs_final_prep.html
https://docs.netapp.com/us-en/element-software/storage/task_post_deploy_credential_change_ipmi_password.html
https://docs.netapp.com/us-en/element-software/storage/task_post_deploy_credential_change_ipmi_password.html
https://docs.netapp.com/it-it/hci19/docs/task_hcc_edit_bmc_info.html
https://docs.netapp.com/it-it/hci19/docs/task_hcc_edit_bmc_info.html
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Utilizzo da parte dell’amministratore

Applicabile a: NetApp HCI e opzionale in SolidFire
Non utilizzato dagli amministratori per gli accessi interattivi.

L'integrazione QoS tra VMware vSphere ed Element Software &
abilitata tramite:

* Plug-in Element per vCenter Server e.

e Servizio QoS su mnode.

Per l'autenticazione, il servizio QoS utilizza una password
utilizzata esclusivamente in questo contesto. La password QoS
viene specificata durante I'installazione iniziale del plug-in
Element per vCenter Server o generata automaticamente
durante I'implementazione di NetApp HCI.

Nessun impatto su altri componenti.

Applicabile a: NetApp HCI solo se configurato dal motore di
implementazione NetApp

Gli amministratori possono accedere alle macchine virtuali
dell'appliance vCenter Server. Nelle implementazioni NetApp
HCI, il nome utente € "root" e la password ¢ stata specificata
durante l'installazione iniziale del nodo di calcolo nel motore di
implementazione NetApp. A seconda della versione di VMware
vSphere implementata, alcuni amministratori del dominio di
Single Sign-on di vSphere possono anche accedere
all'appliance.

Nessun impatto su altri componenti.

Applicabile a: NetApp HCI e opzionale in SolidFire

Gli amministratori possono accedere alle macchine virtuali del
nodo di gestione NetApp per la configurazione avanzata e la
risoluzione dei problemi. A seconda della versione del nodo di
gestione implementata, 'accesso tramite SSH non ¢ attivato per
impostazione predefinita.

Nelle implementazioni NetApp HCI, il nome utente e la password

sono stati specificati dall’'utente durante l'installazione iniziale di
tale nodo di calcolo nel motore di implementazione NetApp.

Nessun impatto su altri componenti.

Consultare queste istruzioni

"Aggiornare le credenziali
QoSSIOC nel plug-in NetApp
Element per vCenter Server".

Il plug-in NetApp Element per la
password SIOC del server
vCenter € noto anche come
password QoSSIOC.

Consulta l'articolo Element
Plug-in for vCenter Server KB
article.

Non sono necessarie
modifiche.

Non sono necessarie
modifiche.


https://docs.netapp.com/us-en/vcp/vcp_task_qossioc.html
https://docs.netapp.com/us-en/vcp/vcp_task_qossioc.html
https://docs.netapp.com/us-en/vcp/vcp_task_qossioc.html
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Element_Plug-in_for_vCenter_server/mNode_Status_shows_as_'Network_Down'_or_'Down'_in_the_mNode_Settings_tab_of_the_Element_Plugin_for_vCenter_(VCP)
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Element_Plug-in_for_vCenter_server/mNode_Status_shows_as_'Network_Down'_or_'Down'_in_the_mNode_Settings_tab_of_the_Element_Plugin_for_vCenter_(VCP)
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Element_Plug-in_for_vCenter_server/mNode_Status_shows_as_'Network_Down'_or_'Down'_in_the_mNode_Settings_tab_of_the_Element_Plugin_for_vCenter_(VCP)

Trova ulteriori informazioni

* "Modificare il certificato SSL predefinito del software Element"
* "Modificare la password IPMI per i nodi"

 "Abilitare I'autenticazione a piu fattori"

* "Inizia a utilizzare la gestione esterna delle chiavi"

* "Creare un cluster che supporti i dischi FIPS"

Aggiornare le credenziali vCenter ed ESXi

Per mantenere la piena funzionalita di NetApp Hybrid Cloud Control per la tua
installazione NetApp HCI, quando modifichi le tue credenziali negli host vCenter ed ESXi,
devi anche aggiornare tali credenziali nel servizio asset sul nodo di gestione.

A proposito di questa attivita

NetApp Hybrid Cloud Control comunica con vCenter e i singoli nodi di calcolo che eseguono VMware vSphere
ESXi per recuperare le informazioni per la dashboard e facilitare gli aggiornamenti a rotazione di firmware,
software e driver. NetApp Hybrid Cloud Control e i relativi servizi sul nodo di gestione utilizzano credenziali
(nome utente/password) per I'autenticazione con VMware vCenter ed ESXi.

Se la comunicazione tra questi componenti non riesce, NetApp Hybrid Cloud Control e vCenter visualizzano
messaggi di errore quando si verificano problemi di autenticazione. Se non riesce a comunicare con l'istanza
di VMware vCenter associata nell'installazione di NetApp HCI, il controllo del cloud ibrido NetApp visualizza un
banner di errore rosso. VMware vCenter visualizza i messaggi di blocco dell’account ESXi per i singoli host
ESXi in seguito al NetApp Hybrid Cloud Control che utilizza credenziali obsolete.

Il nodo di gestione in NetApp HCI fa riferimento a questi componenti utilizzando i seguenti nomi:

* Le "risorse dei controller" sono istanze di vCenter associate all’installazione di NetApp HCI.

* Le "risorse dei nodi di calcolo" sono gli host ESXi presenti nell’installazione di NetApp HCI.

Durante l'installazione iniziale di NetApp HCI utilizzando il motore di implementazione NetApp, il nodo di
gestione ha memorizzato le credenziali dell’'utente amministrativo specificato per vCenter e la password
dell’account "root" sui server ESXi.

Aggiornare la password di vCenter utilizzando I’API REST del nodo di gestione

Seguire la procedura per aggiornare le risorse del controller. Vedere "Visualizzare o modificare le risorse dei
controller esistenti".

Aggiornare la password ESXi utilizzando I’API REST del nodo di gestione

Fasi

1. Per una panoramica dell’interfaccia utente REST API del nodo di gestione, vedere "Panoramica
dell’interfaccia utente REST API del nodo di gestione".

2. Accedere all'interfaccia utente APl REST per i servizi di gestione sul nodo di gestione:

https://<ManagementNodeIP>/mnode
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Sostituire <management node IP> con l'indirizzo IPv4 del nodo di gestione sulla rete di gestione utilizzata
per NetApp HCI.

. Fare clic su autorizzare o su un’icona a forma di lucchetto e completare le seguenti operazioni:
a. Inserire il nome utente e la password amministrativi del cluster NetApp SolidFire.

b. Immettere I'ID client come mnode-client.

c. Fare clic su autorizzare per avviare una sessione.

d. Chiudere la finestra.

. Dall’interfaccia utente APl REST, fare clic su GET /Assets/compute_nodes.

In questo modo vengono recuperati i record delle risorse dei nodi di calcolo memorizzate nel nodo di
gestione.

Di seguito viene riportato il collegamento diretto a questa API nell'interfaccia utente:

https://<ManagementNodeIP>/mnode/#/assets/routes.vl.assets api.get compu
te nodes

5. Fare clic su Provalo.

. Fare clic su Execute (Esegui).

. Dal corpo di risposta, identificare i record delle risorse del nodo di calcolo che richiedono credenziali
aggiornate. E possibile utilizzare le proprieta "ip" e "nome_host" per trovare i record host ESXi corretti.

"config": { 1},

"credentialid": <credential id>,
"hardware tag": <tag>,

"host name": <host name>,

"id":. <id>,

"ip": <ip>,

"parent": <parent>,

"type": ESXi Host

@ Il passaggio successivo utilizza i campi "padre" e "id" nel record di risorsa di calcolo per fare
riferimento al record da aggiornare.

8. Configurare la risorsa specifica del nodo di calcolo:

a. Fare clic su PUT /assets/{asset_id}/compute-nodes/{compute_id}.

Di seguito viene riportato il collegamento diretto allAPI nell’interfaccia utente:

https://<ManagementNodeIP>/mnode/#/assets/routes.vl.assets api.put asset
s_compute id
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a. Fare clic su Provalo.
b. Inserire I"asset_id" con le informazioni "padre”.
c. Inserire I"ID_calcolo" con le informazioni "id".

d. Modificare il corpo della richiesta nell’interfaccia utente per aggiornare solo i parametri di password e
nome utente nel record della risorsa di calcolo:

{

"password": "<password>",
"username": "<username>"

}

e. Fare clic su Execute (Esegui).

f. Verificare che la risposta sia HTTP 200, che indica che le nuove credenziali sono state memorizzate
nel record delle risorse di calcolo a cui si fa riferimento

9. Ripetere i due passaggi precedenti per le risorse aggiuntive dei nodi di calcolo che devono essere
aggiornate con una nuova password.

10. Selezionare https://<mNode_ip>/inventory/1/.
a. Fare clic su autorizzare o su un’icona a forma di lucchetto e completare le seguenti operazioni:
i. Inserire il nome utente e la password amministrativi del cluster NetApp SolidFire.
ii. Immettere I'ID client come mnode-client.
iii. Fare clic su autorizzare per avviare una sessione.
iv. Chiudere la finestra.
b. Dall'interfaccia utente API REST, fare clic su GET /Installations.
c. Fare clic su Provalo.
d. Selezionare True dall’elenco a discesa Refresh description (Descrizione aggiornamento).
e. Fare clic su Execute (Esegui).
f. Verificare che la risposta sia HTTP 200.

11. Attendere circa 15 minuti per far scomparire il messaggio di blocco dell’account in vCenter.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

Gestire lo storage NetApp HCI

Panoramica sullo storage Manage NetApp HCI

Con NetApp HCI, puoi gestire queste risorse di storage utilizzando il controllo del cloud
ibrido NetApp.

» "Creare e gestire gli account utente"

» "Aggiungere e gestire cluster di storage"
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* "Creare e gestire i volumi"
» "Creare e gestire i gruppi di accesso ai volumi"
« "Creare e gestire gli iniziatori"

* "Creare e gestire policy di QoS per volumi"

Trova ulteriori informazioni

"Plug-in NetApp Element per server vCenter"

Creare e gestire gli account utente utilizzando NetApp Hybrid Cloud Control

Nei sistemi storage basati su elementi, € possibile creare utenti di cluster autorevoli per
consentire 'accesso a NetApp Hybrid Cloud Control in base alle autorizzazioni che si
desidera concedere agli utenti "Administrator" o "Read-only". Oltre agli utenti del cluster,
esistono anche account di volume che consentono ai client di connettersi ai volumi su un
nodo di storage.

Gestire i seguenti tipi di account:

+ Gestire gli account cluster autorevoli

+ Gestire gli account dei volumi

Attivare LDAP
Per utilizzare LDAP per qualsiasi account utente, € necessario prima attivare LDAP.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, fare clic sull'icona Opzioni in alto a destra e selezionare Gestione utenti.
Nella pagina utenti, fare clic su Configura LDAP.
Definire la configurazione LDAP.

Selezionare il tipo di autenticazione Search and Bind (Cerca e bind) o Direct Bind (Bind diretto).

© o > w0 Db

Prima di salvare le modifiche, fare clic su Test LDAP Log in (verifica accesso LDAP) nella parte superiore
della pagina, immettere il nome utente e la password di un utente noto esistente e fare clic su Test.

7. Fare clic su Save (Salva).

Gestire gli account cluster autorevoli

"Account utente autorevoli” Sono gestiti dal menu in alto a destra dell’opzione User Management in NetApp
Hybrid Cloud Control. Questi tipi di account consentono di eseguire I'autenticazione con qualsiasi risorsa di
storage associata a un’istanza di nodi e cluster di NetApp Hybrid Cloud Control. Con questo account, puoi
gestire volumi, account, gruppi di accesso e molto altro in tutti i cluster.

Creare un account cluster autorevole

Puoi creare un account utilizzando NetApp Hybrid Cloud Control.
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Questo account pud essere utilizzato per accedere al controllo del cloud ibrido, allinterfaccia utente per nodo
per il cluster e al cluster di storage nel software NetApp Element.

Fasi

1.

o k~ 0 DN

7.
8.

Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, fare clic sul'icona Opzioni in alto a destra e selezionare Gestione utenti.
Selezionare Create User (Crea utente).

Selezionare il tipo di autenticazione del cluster o LDAP.

Completare una delle seguenti operazioni:

o Se si seleziona LDAP, inserire il DN.
Per utilizzare LDAP, & necessario prima attivare LDAP o LDAPS. Vedere Attivare LDAP.

o Se si seleziona Cluster come tipo di autorizzazione, immettere un nome e una password per il nuovo
account.

. Selezionare le autorizzazioni di amministratore o di sola lettura.

Per visualizzare le autorizzazioni dal software NetApp Element, fare clic su Mostra

permessi legacy. Se si seleziona un sottoinsieme di queste autorizzazioni, all’account
vengono assegnate autorizzazioni di sola lettura. Se si selezionano tutte le autorizzazioni
legacy, all’account vengono assegnate le autorizzazioni di amministratore.

Per garantire che tutti i figli di un gruppo ereditino le autorizzazioni, creare un gruppo di
amministratori dell’organizzazione DN nel server LDAP. Tutti gli account figlio di quel gruppo
erediteranno tali autorizzazioni.

Selezionare la casella "ho letto e accettato il Contratto di licenza con 'utente finale di NetApp".

Fare clic su Create User (Crea utente).

Modificare un account cluster autorevole

E possibile modificare le autorizzazioni o la password di un account utente utilizzando NetApp Hybrid Cloud
Control.

Fasi

1.
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Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

. Dalla dashboard, fare clic sull’icona in alto a destra e selezionare User Management (Gestione utenti).

. E possibile filtrare I'elenco degli account utente selezionando Cluster, LDAP o IDP.

Se sono stati configurati utenti sul cluster di storage con LDAP, questi account visualizzano il tipo utente
"LDAP". Se sono stati configurati utenti sul cluster di storage con IDP, questi account mostrano un tipo di
utente "IDP".

Nella colonna azioni della tabella, espandere il menu dell’account e selezionare Modifica.

Apportare le modifiche necessarie.

Selezionare Salva.



7. Disconnettersi da NetApp Hybrid Cloud Control.

8. "Aggiornare le credenziali" Per la risorsa cluster autorevole che utilizza I'API di controllo del cloud ibrido di
NetApp.

L’aggiornamento dell'inventario potrebbe richiedere fino a 2 minuti dall'interfaccia utente di
NetApp Hybrid Cloud Control. Per aggiornare manualmente I'inventario, accedere al servizio

@ di inventario dell'interfaccia utente REST APl https://<ManagementNodeIP>/
inventory/1/ ed eseguire GET /installations/{id} per il cluster.

9. Accedi a NetApp Hybrid Cloud Control.

Eliminare un account utente autorevole

E possibile eliminare uno o pitl account quando non sono pill necessari. E possibile eliminare un account
utente LDAP.

Non & possibile eliminare I'account utente amministratore principale per il cluster autorevole.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

2. Dalla dashboard, fare clic sull’icona in alto a destra e selezionare User Management (Gestione utenti).
3. Nella colonna azioni della tabella utenti, espandere il menu dell’account e selezionare Elimina.

4. Confermare I'eliminazione selezionando Si.

Gestire gli account dei volumi

"Account di volume" Sono gestiti all'interno della tabella NetApp Hybrid Cloud Control Volumes. Questi account
sono specifici solo per il cluster di storage in cui sono stati creati. Questi tipi di account consentono di
impostare le autorizzazioni sui volumi in rete, ma non hanno alcun effetto al di fuori di tali volumi.

Un account volume contiene I'autenticazione CHAP richiesta per accedere ai volumi assegnati.

Creare un account volume
Creare un account specifico per questo volume.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, selezionare Storage > Volumes.
Selezionare la scheda account.
Selezionare il pulsante Crea account.

Immettere un nome per il nuovo account.

o g~ w0 D

Nella sezione CHAP Settings (Impostazioni CHAP), immettere le seguenti informazioni:
o Initiator Secret per I'autenticazione della sessione del nodo CHAP

o Segreto di destinazione per l'autenticazione della sessione del nodo CHAP
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@ Per generare automaticamente una password, lasciare vuoti i campi delle credenziali.
7. Selezionare Crea account.

Modificare un account volume

E possibile modificare le informazioni CHAP e modificare se un account & attivo o bloccato.

@ L’eliminazione o il blocco di un account associato al nodo di gestione comporta un nodo di
gestione inaccessibile.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

. Dalla dashboard, selezionare Storage > Volumes.
. Selezionare la scheda account.
Nella colonna azioni della tabella, espandere il menu dell’account e selezionare Modifica.

Apportare le modifiche necessarie.

o o A W N

Confermare le modifiche selezionando Si.

Eliminare un account volume

Eliminare un account non piu necessario.

Prima di eliminare un account di volume, eliminare e rimuovere i volumi associati all’account.

@ L’eliminazione o il blocco di un account associato al nodo di gestione comporta un nodo di
gestione inaccessibile.

| volumi persistenti associati ai servizi di gestione vengono assegnati a un nuovo account

@ durante l'installazione o I'aggiornamento. Se si utilizzano volumi persistenti, non modificare o
eliminare i volumi o I'account associato. Se si eliminano questi account, si potrebbe rendere
inutilizzabile il nodo di gestione.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, selezionare Storage > Volumes.

2.

3. Selezionare la scheda account.

4. Nella colonna azioni della tabella, espandere il menu dell’account e selezionare Elimina.
5.

Confermare I'eliminazione selezionando Si.

Trova ulteriori informazioni

* "Scopri di piu sugli account"
* "Utilizzare gli account utente"

* "Plug-in NetApp Element per server vCenter"
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Aggiungi e gestisci cluster di storage utilizzando NetApp Hybrid Cloud Control

E possibile aggiungere cluster di storage all’inventario delle risorse dei nodi di gestione in
modo che possano essere gestiti utilizzando NetApp Hybrid Cloud Control (HCC). Il
primo cluster di storage aggiunto durante l'installazione del sistema & quello predefinito
“cluster di storage autorevole", Ma € possibile aggiungere cluster aggiuntivi utilizzando
l'interfaccia utente HCC.

Dopo I'aggiunta di un cluster di storage, & possibile monitorare le prestazioni del cluster, modificare le
credenziali del cluster di storage per la risorsa gestita o rimuovere un cluster di storage dall'inventario delle
risorse del nodo di gestione se non & piu necessario gestirlo con HCC.

A partire da Element 12.2, € possibile utilizzare "modalita di manutenzione" opzioni per attivare e disattivare la
modalita di manutenzione per i nodi del cluster di storage.

Di cosa hai bisogno

» Cluster Administrator permissions (autorizzazioni amministratore cluster): Si dispone delle
autorizzazioni di amministratore su "cluster di storage autorevole". Il cluster autorevole & il primo cluster
aggiunto all'inventario dei nodi di gestione durante I'installazione del sistema.

« Software Element: La versione del cluster di storage in uso esegue il software NetApp Element 11.3 o
versione successiva.

+ Nodo di gestione: E stato implementato un nodo di gestione con versione 11.3 o successiva.

 Servizi di gestione: |l bundle di servizi di gestione € stato aggiornato alla versione 2.17 o successiva.
Opzioni

» Aggiungere un cluster di storage

* Confermare lo stato del cluster di storage

* Modificare le credenziali del cluster di storage

* Rimuovere un cluster di storage

« Attiva e disattiva la modalita di manutenzione

Aggiungere un cluster di storage

E possibile aggiungere un cluster di storage all'inventario delle risorse del nodo di gestione utilizzando NetApp
Hybrid Cloud Control. Cio consente di gestire e monitorare il cluster utilizzando l'interfaccia utente HCC.

Fasi

—_

. Accedi a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.
. Dalla dashboard, selezionare il menu delle opzioni in alto a destra e selezionare Configura.
. Nel riquadro Storage Clusters, selezionare Storage Cluster Details (Dettagli cluster di storage).

. Selezionare Add Storage Cluster (Aggiungi cluster di storage).

a A WO DN

. Inserire le seguenti informazioni:

o Indirizzo IP virtuale per la gestione del cluster di storage

@ E possibile aggiungere solo cluster di storage remoto che non sono attualmente gestiti
da un nodo di gestione.
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> Nome utente e password del cluster di storage

6. Selezionare Aggiungi.

Dopo aver aggiunto il cluster di storage, I'inventario del cluster pud impiegare fino a 2 minuti
per 'aggiornamento e la visualizzazione della nuova aggiunta. Potrebbe essere necessario
aggiornare la pagina del browser per visualizzare le modifiche.

7. Se si aggiungono cluster eSDS Element, inserire o caricare la chiave privata SSH e I'account utente SSH.

Confermare lo stato del cluster di storage

E possibile monitorare lo stato di connessione delle risorse dei cluster di storage utilizzando 'interfaccia utente
di NetApp Hybrid Cloud Control.

Fasi

1. Accedi a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.
2. Dalla dashboard, selezionare il menu delle opzioni in alto a destra e selezionare Configura.
3. Esaminare lo stato dei cluster di storage nell'inventario.

4. Dal riquadro Storage Clusters, selezionare Storage Cluster Details per ulteriori dettagli.

Modificare le credenziali del cluster di storage

E possibile modificare il nome utente e la password dell’'amministratore del cluster di storage utilizzando
l'interfaccia utente di NetApp Hybrid Cloud Control.

Fasi

1. Accedi a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.
Dalla dashboard, selezionare il menu delle opzioni in alto a destra e selezionare Configura.

Nel riquadro Storage Clusters, selezionare Storage Cluster Details (Dettagli cluster di storage).
Selezionare il menu azioni del cluster e selezionare Modifica credenziali cluster.

Aggiornare il nome utente e la password del cluster di storage.

© o kc w0 BN

Selezionare Salva.

Rimuovere un cluster di storage

La rimozione di un cluster di storage da NetApp Hybrid Cloud Control rimuove il cluster dall'inventario dei nodi
di gestione. Dopo aver rimosso un cluster di storage, il cluster non puo piu essere gestito da HCC e I'accesso
e possibile solo accedendo direttamente al relativo indirizzo IP di gestione.

Non & possibile rimuovere il cluster autorevole dall’inventario. Per determinare il cluster
autorevole, accedere a User Management > Users (Gestione utenti > utenti). Il cluster
autorevole € elencato accanto all’intestazione Users.

Fasi
1. Accedi a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage.
2. Dalla dashboard, selezionare il menu delle opzioni in alto a destra e selezionare Configura.

3. Nel riquadro Storage Clusters, selezionare Storage Cluster Details (Dettagli cluster di storage).
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4. Selezionare il menu azioni del cluster e selezionare Rimuovi cluster di storage.
@ Facendo clic su Yes NEXT (Si), il cluster viene rimosso dall’'installazione.
5. Selezionare Si.

Attiva e disattiva la modalita di manutenzione

Questo "modalita di manutenzione" le opzioni delle funzionalita ti offrono la possibilita di abilitare e. disattiva
modalita di manutenzione per un nodo del cluster di storage.

Di cosa hai bisogno

» Software Element: La versione del cluster di storage in uso esegue il software NetApp Element 12.2 o
versione successiva.

+ Nodo di gestione: E stato implementato un nodo di gestione con versione 12.2 o successiva.
« Servizi di gestione: Il bundle di servizi di gestione & stato aggiornato alla versione 2.19 o successiva.

» Hai accesso per accedere al livello di amministratore.

attiva la modalita di manutenzione

E possibile utilizzare la procedura seguente per attivare la modalita di manutenzione per un nodo del cluster di
storage.

@ Solo un nodo puo essere in modalita di manutenzione alla volta.
Fasi

1. Aprire l'indirizzo IP del nodo di gestione in un browser Web. Ad esempio:

https://<ManagementNodeIP>

2. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI.

@ Le opzioni della funzione della modalita di manutenzione sono disattivate a livello di sola
lettura.

. Nella casella blu di navigazione a sinistra, selezionare I'installazione di NetApp HCI.
Nel riquadro di navigazione a sinistra, selezionare Nodes (nodi).

Per visualizzare le informazioni sull’inventario dello storage, selezionare Storage.

o o k~ w

Abilitare la modalita di manutenzione su un nodo di storage:

19


https://docs.netapp.com/it-it/hci19/docs/concept_hci_storage_maintenance_mode.html

La tabella dei nodi di storage viene aggiornata automaticamente ogni due minuti per le
azioni non avviate dall’utente. Prima di eseguire un’azione, per assicurarsi di disporre dello
stato piu aggiornato, € possibile aggiornare la tabella Nodes utilizzando I'icona di refresh
situata nella parte superiore destra della tabella Nodes.

Y~ m~ c/
@ +

Management P Address Actions

10,117
Enable Maintenance Mode

a. In azioni, selezionare Enable Maintenance Mode (attiva modalita di manutenzione).

Mentre & attivata la modalita Maintenance Mode, le azioni della modalita di manutenzione non sono
disponibili per il nodo selezionato e per tutti gli altri nodi dello stesso cluster.

Una volta completata I'attivazione della modalita di manutenzione®, nella colonna Node Status (Stato
nodo) viene visualizzata I'icona di una chiave a forma di chiave e il testo "Maintenance Mode" (modalita di
manutenzione) per il nodo in modalita di manutenzione.

Disattiva la modalita di manutenzione

Dopo che un nodo & stato impostato correttamente in modalita di manutenzione, I'azione Disable
Maintenance Mode (Disattiva modalita di manutenzione) € disponibile per questo nodo. Le azioni sugli altri
nodi non sono disponibili fino a quando la modalita di manutenzione non viene disattivata correttamente sul
nodo sottoposto a manutenzione.

Fasi
1. Per il nodo in modalita di manutenzione, in azioni, selezionare Disattiva modalita di manutenzione.

Mentre Maintenance Mode ¢ disattivato, le azioni della modalita di manutenzione non sono disponibili per
il nodo selezionato e per tutti gli altri nodi dello stesso cluster.

Una volta completata la funzione Disabling Maintenance Mode (disattivazione modalita di
manutenzione), la colonna Node Status (Stato nodo) visualizza Active (attivo).

Quando un nodo & in modalita di manutenzione, non accetta nuovi dati. Di conseguenza, la
disattivazione della modalita di manutenzione puo richiedere piu tempo, poiché il nodo deve

@ sincronizzare il backup dei dati prima di uscire dalla modalita di manutenzione. Maggiore ¢ il
tempo impiegato in modalita di manutenzione, maggiore sara il tempo necessario per
disattivare la modalita di manutenzione.

Risolvere i problemi

Se si verificano errori durante I'attivazione o la disattivazione della modalita di manutenzione, viene
visualizzato un errore di intestazione nella parte superiore della tabella Nodes (nodi). Per ulteriori informazioni
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sull’errore, selezionare il collegamento Mostra dettagli fornito sul banner per visualizzare i risultati dell’API.

Trova ulteriori informazioni

"Creare e gestire le risorse del cluster di storage"

Crea e gestisci i volumi utilizzando NetApp Hybrid Cloud Control

E possibile creare un volume e associarlo a un determinato account. L’associazione di un
volume a un account consente all’account di accedere al volume tramite gli iniziatori
iISCSI e le credenziali CHAP.

E possibile specificare le impostazioni QoS per un volume durante la creazione.
Puoi gestire i volumi in NetApp Hybrid Cloud Control nei seguenti modi:

* Creare un volume

 Applicare un criterio QoS a un volume

+ Modificare un volume

+ Clonare i volumi

» Aggiungere volumi a un gruppo di accesso al volume
+ Eliminare un volume

* Ripristinare un volume cancellato

¢ Eliminare un volume cancellato
Creare un volume

E possibile creare un volume di storage utilizzando NetApp Hybrid Cloud Control.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

2. Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.

3. Selezionare la scheda volumi > Panoramica.

OVERVIEW  ACCESSGROUPS ~ ACCOUNTS  IMITIATORS — QOSPOLICIES

VOLUMES
Qverview

Access Groups Access

=
&
@
H
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o
o

Snapshots QoS Palicy Min 10PS Max10PS BurstlOPS  ISCSISessions Actions

NetApp-HCl-GeeTbseT- 21578 o 50 15000 15000

24578 (] 50 15000 15000
NetApp-HCl-credentia Resd/Write 1000 2000 4000

NetApp-HC-

e-3pi 53.69G8 0 1000 2000 4000

s NetApp-HCl-hei-monitor Read/irite 107GB [ 1000 2000 4000

4. Selezionare Create Volume (Crea volume).

5. Immettere un nome per il nuovo volume.
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10.

Inserire le dimensioni totali del volume.

@ La dimensione predefinita del volume & in GB. E possibile creare volumi utilizzando
dimensioni misurate in GB o GiB: 1 GB =1 000 000 000 byte 1 GiB =1 073 741 824 byte

Selezionare una dimensione di blocco per il volume.
Dall’'elenco account, selezionare I'account che deve avere accesso al volume.
Se non esiste un account, fare clic su Create New account (Crea nuovo account), immettere un nuovo

nome account e fare clic su Create account (Crea account). L'account viene creato e associato al nuovo
volume nell’elenco account.

@ Se sono presenti piu di 50 account, I'elenco non viene visualizzato. Iniziare a digitare e la
funzione di completamento automatico visualizza i valori da scegliere.

Per configurare la qualita del servizio per il volume, effettuare una delle seguenti operazioni:

o In Quality of Service Settings (Impostazioni qualita del servizio), impostare i valori minimi, massimi e
burst personalizzati per IOPS o utilizzare i valori QoS predefiniti.

> Selezionare una policy QoS esistente attivando il comando Assign Quality of Service Policy
(Assegna policy di qualita del servizio) e scegliendo una policy QoS esistente dall’elenco risultante.

o Creare e assegnare una nuova policy QoS attivando I'opzione Assign Quality of Service Policy
(Assegna policy di qualita del servizio) e facendo clic su Create New QoS Policy (Crea nuova policy
QoS). Nella finestra visualizzata, immettere un nome per il criterio QoS, quindi immettere i valori QoS.
Al termine, fare clic su Crea policy sulla qualita del servizio.

| volumi con un valore massimo o burst IOPS superiore a 20,000 IOPS potrebbero richiedere una
profondita di coda elevata o piu sessioni per ottenere questo livello di IOPS su un singolo volume.

Fare clic su Create Volume (Crea volume).

Applicare un criterio QoS a un volume

E possibile applicare una policy di QoS ai volumi di storage esistenti utilizzando NetApp Hybrid Cloud Control.
Se invece € necessario impostare valori QoS personalizzati per un volume, & possibile Modificare un volume.
Per creare un nuovo criterio QoS, vedere "Creare e gestire policy di QoS per volumi".

Fasi

1.

o~ N
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Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
Selezionare volumi > Panoramica.
Selezionare uno o piu volumi da associare a un criterio QoS.

Fare clic sull’elenco a discesa Actions (azioni) nella parte superiore della tabella Volumes (volumi) e
selezionare Apply QoS Policy (Applica policy QoS).

Nella finestra visualizzata, selezionare un criterio QoS dall’elenco e fare clic su Apply QoS Policy (Applica
policy QoS).



Se si utilizzano policy QoS su un volume, & possibile impostare una QoS personalizzata per
rimuovere I'affiliazione della policy QoS con il volume. | valori di QoS personalizzati
sovrascrivono i valori dei criteri di QoS per le impostazioni di QoS del volume.

Modificare un volume

Utilizzando NetApp Hybrid Cloud Control, € possibile modificare gli attributi del volume, ad esempio i valori

QoS, le dimensioni del volume e I'unita di misura in base alla quale vengono calcolati i valori di byte. E inoltre

possibile modificare I'accesso all’account per I'utilizzo della replica o per limitare 'accesso al volume.

A proposito di questa attivita
E possibile ridimensionare un volume quando lo spazio disponibile sul cluster & sufficiente nelle seguenti

condizioni:
» Condizioni di funzionamento normali.
* Vengono segnalati errori o errori del volume.
* Il volume ¢ in fase di clonaggio.

* Il volume ¢ in fase di risyncing.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage

NetApp HCI o Element.
2. Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
3. Selezionare volumi > Panoramica.
4. Nella colonna azioni della tabella volumi, espandere il menu del volume e selezionare Modifica.

5. Apportare le modifiche necessarie:

a. Modificare le dimensioni totali del volume.

E possibile aumentare, ma non diminuire, le dimensioni del volume. E possibile

@ ridimensionare un solo volume in una singola operazione di ridimensionamento. Le
operazioni di garbage collection e gli aggiornamenti software non interrompono
I'operazione di ridimensionamento.

Se si stanno regolando le dimensioni del volume per la replica, aumentare innanzitutto
@ le dimensioni del volume assegnato come destinazione della replica. Quindi, € possibile

ridimensionare il volume di origine. Il volume di destinazione pud avere dimensioni

maggiori o uguali a quelle del volume di origine, ma non pud essere piu piccolo.

La dimensione predefinita del volume & in GB. E possibile creare volumi utilizzando
@ dimensioni misurate in GB o GiB: 1 GB =1 000 000 000 byte 1 GiB =1 073 741 824
byte

b. Selezionare un diverso livello di accesso all’account:
= Di sola lettura
= Lettura/scrittura

= Bloccato
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= Destinazione della replica

c. Selezionare 'account che deve avere accesso al volume.
Inizia a digitare e la funzione di completamento automatico visualizza i valori possibili da scegliere.

Se non esiste un account, fare clic su Create New account (Crea nuovo account), immettere un nuovo
nome account e fare clic su Create (Crea). L'account viene creato e associato al volume esistente.

d. Modificare la qualita del servizio effettuando una delle seguenti operazioni:

i. Selezionare un criterio esistente.

i. In Custom Settings (Impostazioni personalizzate), impostare i valori minimo, massimo e burst per
IOPS o utilizzare i valori predefiniti.

Se si utilizzano policy QoS su un volume, & possibile impostare una QoS

@ personalizzata per rimuovere I'affiliazione della policy QoS con il volume. La QoS
personalizzata sovrascrivera i valori dei criteri QoS per le impostazioni QoS del
volume.

Quando si modificano i valori IOPS, & necessario aumentare in decine o centinaia. | valori di
input richiedono numeri interi validi. Configurare volumi con un valore burst estremamente

elevato. Cio consente al sistema di elaborare piu rapidamente carichi di lavoro sequenziali a
blocchi di grandi dimensioni occasionali, limitando al contempo gli IOPS sostenuti per un
volume.

6. Selezionare Salva.

Clonare i volumi

E possibile creare un clone di un singolo volume di storage o clonare un gruppo di volumi per creare una copia
point-in-time dei dati. Quando si clonano un volume, il sistema crea uno snapshot del volume e quindi una
copia dei dati a cui fa riferimento lo snapshot.

Prima di iniziare
« E necessario aggiungere ed eseguire almeno un cluster.
« E stato creato almeno un volume.
« E stato creato un account utente.

* Lo spazio disponibile senza provisioning deve essere uguale o superiore alle dimensioni del volume.

A proposito di questa attivita

Il cluster supporta fino a due richieste di cloni in esecuzione per volume alla volta e fino a 8 operazioni di cloni
di volume attivi alla volta. Le richieste che superano questi limiti vengono messe in coda per I'elaborazione
successiva.

La clonazione del volume & un processo asincrono e il tempo richiesto dal processo dipende dalle dimensioni
del volume che si sta clonando e dal carico corrente del cluster.

@ I volumi clonati non ereditano I'appartenenza al gruppo di accesso al volume dal volume di
origine.

Fasi
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. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage

NetApp HCI o Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
Selezionare la scheda volumi > Panoramica.

Selezionare ciascun volume che si desidera clonare.

Fare clic sull’elenco a discesa azioni nella parte superiore della tabella volumi e selezionare Clone.

Nella finestra visualizzata, procedere come segue:

a. Immettere un prefisso per il nome del volume (facoltativo).
b. Scegliere il tipo di accesso dall’elenco Access.

c. Scegliere un account da associare al nuovo clone del volume (per impostazione predefinita, &
selezionata 'opzione Copy from Volume (Copia da volume), che utilizzera lo stesso account utilizzato
dal volume originale).

d. Se non esiste un account, fare clic su Create New account (Crea nuovo account), immettere un nuovo
nome account e fare clic su Create account (Crea account). L’account viene creato e associato al
volume.

Utilizzare le Best practice di denominazione descrittive. Cid € particolarmente importante
se nell’ambiente vengono utilizzati piu cluster o server vCenter.

L’aumento delle dimensioni del volume di un clone comporta la creazione di un nuovo

@ volume con ulteriore spazio libero alla fine del volume. A seconda dell’utilizzo del volume,
potrebbe essere necessario estendere le partizioni o creare nuove partizioni nello spazio
libero per utilizzarlo.

a. Fare clic su Clone Volumes (Copia volumi).

Il tempo necessario per completare un’operazione di cloning dipende dalle dimensioni
del volume e dal carico corrente del cluster. Aggiornare la pagina se il volume clonato
non compare nell’elenco dei volumi.

Aggiungere volumi a un gruppo di accesso al volume

E possibile aggiungere un singolo volume o un gruppo di volumi a un gruppo di accesso al volume.

Fasi

1.
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Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
Selezionare volumi > Panoramica.
Selezionare uno o piu volumi da associare a un gruppo di accesso al volume.

Fare clic sull’elenco a discesa azioni nella parte superiore della tabella volumi e selezionare Aggiungi a
gruppo di accesso.

Nella finestra visualizzata, selezionare un gruppo di accesso al volume dall’elenco Volume Access
Group.
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7. Fare clic su Add Volume (Aggiungi volume).

Eliminare un volume

E possibile eliminare uno o pit volumi da un cluster di storage Element.

A proposito di questa attivita

Il sistema non elimina immediatamente i volumi cancellati, ma rimangono disponibili per circa otto ore. Dopo
otto ore, vengono eliminati € non piu disponibili. Se si ripristina un volume prima che venga spurgato dal
sistema, il volume torna online e le connessioni iISCSI vengono ripristinate.

Se un volume utilizzato per creare uno snapshot viene cancellato, le relative snapshot associate diventano
inattive. Quando i volumi di origine cancellati vengono rimossi, anche le snapshot inattive associate vengono
rimosse dal sistema.

| volumi persistenti associati ai servizi di gestione vengono creati e assegnati a un nuovo

@ account durante l'installazione o I'aggiornamento. Se si utilizzano volumi persistenti, non
modificare o eliminare i volumi o I'account associato. Se si eliminano questi volumi, si potrebbe
rendere inutilizzabile il nodo di gestione.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
Selezionare volumi > Panoramica.

Selezionare uno o piu volumi da eliminare.

o~ N

Fare clic sull’elenco a discesa Actions (azioni) nella parte superiore della tabella Volumes (volumi) e
selezionare Delete (Elimina).

6. Nella finestra visualizzata, confermare I'azione facendo clic su Si.

Ripristinare un volume cancellato

Una volta eliminato un volume di storage, € comunque possibile ripristinarlo entro otto ore dall’eliminazione.

Il sistema non elimina immediatamente i volumi cancellati, ma rimangono disponibili per circa otto ore. Dopo
otto ore, vengono eliminati € non piu disponibili. Se si ripristina un volume prima che venga spurgato dal
sistema, il volume torna online e le connessioni iISCSI vengono ripristinate.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
Selezionare volumi > Panoramica.
Selezionare Deleted.

Nella colonna Actions della tabella VVolumes, espandere il menu del volume e selezionare Restore.

© o > w0 Db

Confermare il processo selezionando Si.
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Eliminare un volume cancellato

Una volta cancellati, i volumi di storage rimangono disponibili per circa otto ore. Dopo otto ore, vengono
eliminati automaticamente e non piu disponibili. Se non si desidera attendere le otto ore, & possibile eliminare

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
Selezionare volumi > Panoramica.
Selezionare Deleted.

Selezionare uno o piu volumi da eliminare.

o o &~ 0 DN

Effettuare una delle seguenti operazioni:
o Se sono stati selezionati piu volumi, fare clic sul filtro rapido Purge nella parte superiore della tabella.

o Se é stato selezionato un singolo volume, nella colonna Actions della tabella Volumes (volumi),
espandere il menu del volume e selezionare Purge (Rimuovi).

7. Nella colonna Actions della tabella Volumes, espandere il menu del volume e selezionare Purge.

8. Confermare il processo selezionando Si.

Trova ulteriori informazioni

* "Scopri i volumi"
* "Documentazione software SolidFire ed Element"

* "Plug-in NetApp Element per server vCenter"

Creare e gestire i gruppi di accesso ai volumi

E possibile creare nuovi gruppi di accesso ai volumi, apportare modifiche al nome, agli
iniziatori associati 0 ai volumi associati dei gruppi di accesso oppure eliminare i gruppi di
accesso ai volumi esistenti utilizzando NetApp Hybrid Cloud Control.

Di cosa hai bisogno
» Si dispone delle credenziali di amministratore per questo sistema NetApp HCI.

* | servizi di gestione sono stati aggiornati almeno alla versione 2.15.28. La gestione dello storage NetApp
Hybrid Cloud Control non & disponibile nelle versioni precedenti dei service bundle.

* Assicurarsi di disporre di uno schema di denominazione logico per i gruppi di accesso ai volumi.

Aggiungere un gruppo di accesso al volume

E possibile aggiungere un gruppo di accesso a un volume a un cluster di storage utilizzando NetApp Hybrid
Cloud Control.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

2. Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
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https://docs.netapp.com/it-it/hci19/docs/concept_hci_volumes.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html
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Selezionare volumi.

Selezionare la scheda gruppi di accesso.

Selezionare il pulsante Create Access Group (Crea gruppo di accesso).

Nella finestra di dialogo visualizzata, immettere un nome per il nuovo gruppo di accesso al volume.
(Facoltativo) nella sezione initiator, selezionare uno o piu iniziatori da associare al nuovo gruppo di

accesso al volume.

Se si associa un iniziatore al gruppo di accesso al volume, tale iniziatore pud accedere a ciascun volume
del gruppo senza necessita di autenticazione.

(Facoltativo) nella sezione volumi, selezionare uno o piu volumi da includere in questo gruppo di accesso
al volume.

Selezionare Crea gruppo di accesso.

Modificare un gruppo di accesso al volume

E possibile modificare le proprieta di un gruppo di accesso a un volume esistente utilizzando NetApp Hybrid
Cloud Control. E possibile modificare il nome, gli iniziatori associati o i volumi associati di un gruppo di
accesso.

Fasi

1.
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Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
Selezionare volumi.
Selezionare la scheda gruppi di accesso.

Nella colonna azioni della tabella dei gruppi di accesso, espandere il menu delle opzioni del gruppo di
accesso da modificare.

Nel menu delle opzioni, selezionare Modifica.
Apportare le modifiche necessarie al nome, agli iniziatori associati o ai volumi associati.
Confermare le modifiche selezionando Salva.

Nella tabella gruppi di accesso, verificare che il gruppo di accesso rifletta le modifiche.

Eliminare un gruppo di accesso al volume

E possibile rimuovere un gruppo di accesso al volume utilizzando NetApp Hybrid Cloud Control e, allo stesso
tempo, rimuovere dal sistema gli iniziatori associati a questo gruppo di accesso.

Fasi

1.
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Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
Selezionare volumi.
Selezionare la scheda gruppi di accesso.

Nella colonna azioni della tabella dei gruppi di accesso, espandere il menu delle opzioni per il gruppo di
accesso da eliminare.



6. Nel menu delle opzioni, selezionare Delete (Elimina).

7. Se non si desidera eliminare gli iniziatori associati al gruppo di accesso, deselezionare la casella di
controllo Delete initiator in this access group (Elimina iniziatori in questo gruppo di accesso).

8. Confermare I'operazione di eliminazione selezionando Si.

Trova ulteriori informazioni

* "Informazioni sui gruppi di accesso ai volumi"
» "Aggiungere l'iniziatore a un gruppo di accesso al volume"

* "Plug-in NetApp Element per server vCenter"

Creare e gestire gli iniziatori

E possibile utilizzare "iniziatori" Per 'accesso ai volumi basato su CHAP e non basato su
account. E possibile creare ed eliminare gli iniziatori e assegnare loro alias semplici per
semplificare 'amministrazione e 'accesso ai volumi. Quando si aggiunge un iniziatore a
un gruppo di accesso al volume, tale iniziatore consente I'accesso a tutti i volumi del

gruppo.
Di cosa hai bisogno
» Si dispone delle credenziali di amministratore del cluster.
* | servizi di gestione sono stati aggiornati almeno alla versione 2.17. La gestione degli iniziatori di NetApp
Hybrid Cloud Control non & disponibile nelle versioni precedenti dei service bundle.
Opzioni
* Creare un iniziatore
» Aggiungere gli iniziatori a un gruppo di accesso al volume
* Modificare un alias iniziatore

* Eliminare gli iniziatori

Creare un iniziatore
E possibile creare iniziatori iSCSI o Fibre Channel e, facoltativamente, assegnarli alias.

A proposito di questa attivita

Il formato accettato di un IQN Initiator € ign.yyyy-mm dove y e m sono cifre seguite da testo che deve
contenere solo cifre, caratteri alfabetici minuscoli € un punto (. ), due punti (:) o trattino (-). Un esempio del
formato & il seguente:

ign.2010-01.com.solidfire:c2r9.£c0.2100000ele09bb8b

Il formato accettato di un iniziatore Fibre Channel WWPN €& :Aa:bB:CC:dd:11:22:33:44 oppure
AabBCCdd11223344. Un esempio del formato & il seguente:

5f:47:ac:c0:5¢c:74:d4:02
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Fasi

1.
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Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage

Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.

Selezionare volumi.

Selezionare la scheda iniziatori.

Selezionare il pulsante Crea iniziatori.

Opzione

Creare uno o piu iniziatori

Iniziatori di creazione in blocco

a.

Fasi

Immettere I'IQN o il WWPN dell’iniziatore nel
campo IQN/WWPN.

Immettere un nome descrittivo per l'iniziatore
nel campo Alias.

(Facoltativo) selezionare Add Initiator
(Aggiungi iniziatore) per aprire nuovi campi
iniziatore o utilizzare I'opzione di creazione in
blocco.

Selezionare Crea iniziatori.

Selezionare Aggiungi IQN/WWPN in blocco.

Inserire un elenco di IQN o WWPN nella casella
di testo. Ogni IQN o WWPN deve essere
separato da virgole o spazi 0 su una propria
riga.

Selezionare Aggiungi IQN/WWPN.

(Facoltativo) aggiungere alias univoci a ciascun
iniziatore.

Rimuovere dall’elenco qualsiasi iniziatore che
potrebbe gia esistere nell'installazione.

Selezionare Crea iniziatori.

Aggiungere gli iniziatori a un gruppo di accesso al volume

E possibile aggiungere gli iniziatori a un gruppo di accesso al volume. Quando si aggiunge un iniziatore a un
gruppo di accesso al volume, l'iniziatore consente I'accesso a tutti i volumi in tale gruppo di accesso al volume.

Fasi

1.
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Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage

Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.

Selezionare volumi.

Selezionare la scheda iniziatori.

Selezionare uno o piu iniziatori da aggiungere.



6. Selezionare azioni > Aggiungi a gruppo di accesso.

7. Selezionare il gruppo di accesso.

8.

Confermare le modifiche selezionando Add Initiator (Aggiungi iniziatore).

Modificare un alias iniziatore

E possibile modificare I'alias di un iniziatore esistente o aggiungere un alias se non ne esiste gia uno.

Fasi

1.
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Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage
Element.

. Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
. Selezionare volumi.

. Selezionare la scheda iniziatori.

Nella colonna azioni, espandere il menu delle opzioni per I'iniziatore.
Selezionare Modifica.
Apportare le modifiche necessarie all’alias o aggiungere un nuovo alias.

Selezionare Salva.

Eliminare gli iniziatori

E possibile eliminare uno o piu iniziatori. Quando si elimina un iniziatore, il sistema lo rimuove da qualsiasi
gruppo di accesso al volume associato. Tutte le connessioni che utilizzano l'iniziatore rimangono valide fino al
ripristino della connessione.

Fasi

1.
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Accedere a NetApp Hybrid Cloud Control fornendo le credenziali di amministratore del cluster di storage
Element.

Dalla dashboard, espandere il nome del cluster di storage nel menu di navigazione a sinistra.
Selezionare volumi.
Selezionare la scheda iniziatori.
Eliminare uno o piu iniziatori:
a. Selezionare uno o piu iniziatori da eliminare.
b. Selezionare azioni > Elimina.

c. Confermare I'operazione di eliminazione e selezionare Si.

Trova ulteriori informazioni

"Scopri di piu sugli iniziatori"
"Informazioni sui gruppi di accesso ai volumi"

"Plug-in NetApp Element per server vCenter"

Creare e gestire policy di QoS per volumi

Una policy QoS (Quality of Service) consente di creare e salvare un'impostazione di
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qualita del servizio standardizzata che pud essere applicata a molti volumi. Il cluster
selezionato deve essere I'elemento 10.0 o successivo per utilizzare i criteri QoS; in caso
contrario, le funzioni dei criteri QoS non sono disponibili.

@ Per ulteriori informazioni sull’utilizzo, consulta il contenuto dei concetti di NetApp HCI "Policy di
QoS" invece di un singolo volume "QoS".

Utilizzando NetApp Hybrid Cloud Control, € possibile creare e gestire policy QoS completando le seguenti
attivita:

* Creare una policy QoS

* Applicare un criterio QoS a un volume

* Modificare 'assegnazione del criterio QoS di un volume

* Modificare un criterio QoS

« Eliminare una policy QoS

Creare una policy QoS

E possibile creare policy QoS e applicarle a volumi che devono avere performance equivalenti.

@ Se si utilizzano criteri QoS, non utilizzare QoS personalizzati su un volume. La QoS
personalizzata sovrascrive e regola i valori dei criteri QoS per le impostazioni QoS del volume.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

. Dalla dashboard, espandere il menu del cluster di storage.
. Selezionare Storage > Volumes (Storage > volumi).
. Fare clic sulla scheda QoS Policies (Criteri QoS).

. Fare clic su Crea policy.

o o0 A WODN

. Inserire il nome * Policy Name*.

Utilizzare le Best practice di denominazione descrittive. Cid & particolarmente importante se
nell’ambiente vengono utilizzati piu cluster o server vCenter.

7. Inserire i valori minimo IOPS, massimo IOPS e burst IOPS.
8. Fare clic su Crea policy QoS.
Viene generato un ID di sistema per il criterio e il criterio viene visualizzato nella pagina QoS Policies
(Criteri QoS) con i relativi valori QoS assegnati.
Applicare un criterio QoS a un volume
E possibile assegnare una policy QoS esistente a un volume utilizzando NetApp Hybrid Cloud Control.

Di cosa hai bisogno
Il criterio QoS che si desidera assegnare ¢ stato creato.
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A proposito di questa attivita

Questa attivita descrive come assegnare un criterio QoS a un singolo volume modificandone le impostazioni.
La versione piu recente di NetApp Hybrid Cloud Control non dispone di un’opzione di assegnazione in blocco
per piu di un volume. Fino a quando la funzionalita di assegnazione in blocco non sara fornita in una release
futura, & possibile utilizzare l'interfaccia utente Web Element o l'interfaccia utente del plug-in vCenter per
assegnare in blocco i criteri QoS.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il menu del cluster di storage.
Selezionare Storage > Volumes (Storage > volumi).
Fare clic sul menu azioni accanto al volume che si desidera modificare.

Nel menu visualizzato, selezionare Edit (Modifica).

o g k~ WD

Nella finestra di dialogo, attivare Assign QoS Policy (Assegna policy QoS) e selezionare il criterio QoS
dall’elenco a discesa da applicare al volume selezionato.

@ L'assegnazione di QoS sovrascrivera i valori di QoS dei singoli volumi precedentemente
applicati.

7. Fare clic su Save (Salva).

Il volume aggiornato con il criterio QoS assegnato viene visualizzato nella pagina Panoramica.

Modificare I’assegnazione del criterio QoS di un volume

E possibile rimuovere 'assegnazione di una policy QoS da un volume o selezionare una policy QoS diversa o
una QoS personalizzata.

Di cosa hai bisogno
Il volume che si desidera modificare € assegnato Una policy QoS.

Fasi

1. Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il menu del cluster di storage.
Selezionare Storage > Volumes (Storage > volumi).
Fare clic sul menu azioni accanto al volume che si desidera modificare.

Nel menu visualizzato, selezionare Edit (Modifica).
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Nella finestra di dialogo, eseguire una delle seguenti operazioni:

o Disattivare Assign QoS Policy e modificare i valori min IOPS, Max IOPS e Burst IOPS per la QoS
dei singoli volumi.

@ Quando i criteri QoS sono disattivati, il volume utilizza i valori IOPS QoS predefiniti, a
meno che non vengano modificati diversamente.

> Selezionare un criterio QoS diverso dall’elenco a discesa da applicare al volume selezionato.

33



7. Fare clic su Save (Salva).

Il volume aggiornato viene visualizzato nella pagina Panoramica.

Modificare un criterio QoS

E possibile modificare il nome di un criterio QoS esistente o i valori associati al criterio. La modifica dei valori
delle performance dei criteri QoS influisce sulla QoS per tutti i volumi associati al criterio.

Fasi

1.
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Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il menu del cluster di storage.

Selezionare Storage > Volumes (Storage > volumi).

Fare clic sulla scheda QoS Policies (Criteri QoS).

Fare clic sul menu azioni accanto al criterio QoS che si desidera modificare.
Fare clic su Edit (Modifica).

Nella finestra di dialogo Edit QoS Policy (Modifica policy QoS), modificare una o piu delle seguenti
opzioni:

o Name: Il nome definito dall’'utente per la policy QoS.
o IOPS min: Il numero minimo di IOPS garantito per il volume. Impostazione predefinita = 50.
> IOPS max: Il numero massimo di IOPS consentito per il volume. Impostazione predefinita = 15,000.

o Burst IOPS: Il numero massimo di IOPS consentito per un breve periodo di tempo per il volume.
Impostazione predefinita = 15,000.

Fare clic su Save (Salva).

Il criterio QoS aggiornato viene visualizzato nella pagina QoS Policies (Criteri QoS).

E possibile fare clic sul collegamento nella colonna volumi attivi per visualizzare un elenco
filtrato dei volumi assegnati a tale criterio.

Eliminare una policy QoS

E possibile eliminare una policy QoS se non & pitl necessaria. Quando si elimina un criterio QoS, tutti i volumi
assegnati con il criterio mantengono i valori QoS precedentemente definiti dal criterio, ma come QoS dei
singoli volumi. Qualsiasi associazione con la policy QoS eliminata viene rimossa.

Fasi

1.
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Accedi al controllo del cloud ibrido NetApp fornendo le credenziali di amministratore del cluster di storage
NetApp HCI o Element.

Dalla dashboard, espandere il menu del cluster di storage.

Selezionare Storage > Volumes (Storage > volumi).

Fare clic sulla scheda QoS Policies (Criteri QoS).

Fare clic sul menu azioni accanto al criterio QoS che si desidera modificare.

Fare clic su Delete (Elimina).



7. Confermare 'azione.

Trova ulteriori informazioni

* "Plug-in NetApp Element per server vCenter"

* "Documentazione software SolidFire ed Element"

Lavorare con il nodo di gestione

Panoramica del nodo di gestione

E possibile utilizzare il nodo di gestione (mNode) per utilizzare i servizi di sistema, gestire
le risorse e le impostazioni del cluster, eseguire test e utility di sistema, configurare Active
IQ per il monitoraggio del sistema e abilitare I'accesso al supporto NetApp per la
risoluzione dei problemi.

Come Best practice, associare un solo nodo di gestione a un’istanza di VMware vCenter ed
evitare di definire le stesse risorse di storage e calcolo o istanze di vCenter in piu nodi di
gestione.

Per i cluster che eseguono Element Software versione 11.3 o successiva, € possibile utilizzare il nodo di
gestione utilizzando una delle due interfacce seguenti:

* Con l'interfaccia utente del nodo di gestione (https:// [mNode IP]:442), € possibile apportare
modifiche alle impostazioni di rete e del cluster, eseguire test di sistema o utilizzare le utility di sistema.

* Con linterfaccia utente API REST integrata (https:// [mNode IP]/mnode), & possibile eseguire o
comprendere le API relative ai servizi del nodo di gestione, tra cui la configurazione del server proxy, gli
aggiornamenti del livello di servizio o la gestione delle risorse.

Installare o ripristinare un nodo di gestione:

* "Installare un nodo di gestione"
* "Configurazione di un NIC (Network Interface Controller) per lo storage"

* "Ripristinare un nodo di gestione"
Accedere al nodo di gestione:

* "Accedere al nodo di gestione (Ul o REST API)"
Modificare il certificato SSL predefinito:

* "Modificare il certificato SSL predefinito del nodo di gestione"
Eseguire le attivita con l'interfaccia utente del nodo di gestione:

« "Panoramica dell'interfaccia utente del nodo di gestione"
Eseguire le attivita con le API REST del nodo di gestione:

+ "Panoramica dellinterfaccia utente REST API del nodo di gestione"
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Disattivare o attivare la funzionalita SSH remota o avviare una sessione di tunnel di supporto remoto con il
supporto NetApp per risolvere i problemi:

 "Abilitare le connessioni remote del supporto NetApp"

» "Gestire la funzionalita SSH sul nodo di gestione"

Trova ulteriori informazioni

"Plug-in NetApp Element per server vCenter"

Installare o ripristinare un nodo di gestione

Installare un nodo di gestione

E possibile installare manualmente il nodo di gestione del cluster che esegue il software
NetApp Element utilizzando I'immagine appropriata per la configurazione.

Questo processo manuale € destinato agli amministratori NetApp HCI che non utilizzano il motore di
implementazione NetApp per l'installazione del nodo di gestione.

Di cosa hai bisogno
« La versione del cluster in uso esegue il software NetApp Element 11.3 o versione successiva.

* L'installazione utilizza IPv4. Il nodo di gestione 11.3 non supporta IPv6.
@ Se € necessario supportare IPv6, € possibile utilizzare il nodo di gestione 11.1.

* Hai il permesso di scaricare il software dal NetApp Support Site.

 Hai identificato il tipo di immagine del nodo di gestione corretto per la tua piattaforma:

Piattaforma Tipo di immagine di installazione
Microsoft Hyper-V. iso

KVM iSO

VMware vSphere iso, .ova

Citrix XenServer iso

OpenStack iso

* (Nodo di gestione 12.0 e versioni successive con server proxy) hai aggiornato NetApp Hybrid Cloud
Control alla versione 2.16 dei servizi di gestione prima di configurare un server proxy.

A proposito di questa attivita

Il nodo di gestione di Element 12.2 & un aggiornamento opzionale. Non & richiesto per le implementazioni
esistenti.

Prima di seguire questa procedura, € necessario conoscere "volumi persistenti" e se si desidera o meno
utilizzarli. | volumi persistenti sono opzionali ma consigliati per il ripristino dei dati di configurazione del nodo di
gestione in caso di perdita di macchine virtuali.

Fasi
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1. Scarica ISO o OVA e implementa la macchina virtuale
Creare il nodo di gestione admin e configurare la rete
Configurare la sincronizzazione dell’'ora

Configurare il nodo di gestione

Configurare le risorse dei controller

© o &~ w0 Db

(Solo NetApp HCI) configurare le risorse dei nodi di calcolo

Scarica ISO o OVA e implementa la macchina virtuale

1. Scaricare 'OVA o I'|SO per l'installazione dal "NetApp HCI" Pagina sul sito di supporto NetApp:
a. Selezionare Download Latest Release (Scarica ultima versione) e accettare il contratto EULA.
b. Selezionare 'immagine del nodo di gestione che si desidera scaricare.

2. Se I'OVA ¢ stato scaricato, attenersi alla seguente procedura:
a. Implementare OVA.

b. Se il cluster di storage si trova su una subnet separata dal nodo di gestione (eth0) e si desidera
utilizzare volumi persistenti, aggiungere un secondo controller di interfaccia di rete (NIC) alla VM sulla
subnet di storage (ad esempio eth1) o assicurarsi che la rete di gestione possa instradare verso la rete
di storage.

3. Se é stato scaricato I'lSO, attenersi alla seguente procedura:
a. Creare una nuova macchina virtuale a 64 bit dall’hypervisor con la seguente configurazione:
= Sei CPU virtuali
= 24 GB DI RAM

= Tipo di scheda di storage impostato su LSI Logic Parallel

L'impostazione predefinita per il nodo di gestione potrebbe essere LS| Logic SAS.

@ Nella finestra Nuova macchina virtuale, verificare la configurazione della scheda di
storage selezionando Personalizza hardware > hardware virtuale. Se necessario,
modificare LSI Logic SAS in LSI Logic Parallel.

= Disco virtuale da 400 GB, con thin provisioning
= Un’interfaccia di rete virtuale con accesso a Internet e accesso allo storage MVIP.

= Un’interfaccia di rete virtuale con accesso alla rete di gestione al cluster di storage. Se il cluster di
storage si trova su una subnet separata dal nodo di gestione (eth0) e si desidera utilizzare volumi
persistenti, aggiungere un secondo controller di interfaccia di rete (NIC) alla macchina virtuale sulla
subnet di storage (eth1) o assicurarsi che la rete di gestione possa essere instradata alla rete di
storage.

@ Non accendere la macchina virtuale prima della fase indicata in questa procedura.
b. Collegare I'lSO alla macchina virtuale e avviare I'immagine di installazione .iso.

@ Linstallazione di un nodo di gestione mediante I'immagine potrebbe causare un ritardo
di 30 secondi prima della visualizzazione della schermata iniziale.

4. Al termine dell'installazione, accendere la macchina virtuale per il nodo di gestione.
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Creare il nodo di gestione admin e configurare la rete

1. Utilizzando I'interfaccia utente del terminale (TUI), creare un utente admin del nodo di gestione.

Per spostarsi tra le opzioni di menu, premere i tasti freccia su o giu. Per spostarsi tra i
pulsanti, premere Tab. Per spostarsi dai pulsanti ai campi, premere Tab. Per spostarsi tra i
campi, premere i tasti freccia su o giu.

2. Configurare la rete dei nodi di gestione (eth0).

Se é necessaria una scheda di rete aggiuntiva per isolare il traffico di storage, consultare le
@ istruzioni per la configurazione di un’altra scheda di rete: "Configurazione di un NIC
(Network Interface Controller) per lo storage".

Configurare la sincronizzazione dell’ora

1. Assicurarsi che il tempo sia sincronizzato tra il nodo di gestione e il cluster di storage utilizzando NTP:

A partire dall’elemento 12.3.1, i passaggi da (a) a (e) vengono eseguiti automaticamente.
@ Per il nodo di gestione 12.3.1, passare a. sottopase (f) per completare la configurazione di
time sync.

a. Accedere al nodo di gestione utilizzando SSH o la console fornita dall’hypervisor.
b. Stop NTPD:

sudo service ntpd stop

C. Modificare il file di configurazione NTP /etc/ntp.conf:

i. Commentare i server predefiniti (server 0.gentoo.pool.ntp.org) aggiungendo un # davanti
a ciascuno.

ii. Aggiungere una nuova riga per ciascun server di riferimento orario predefinito che si desidera
aggiungere. | server di riferimento orario predefiniti devono essere gli stessi server NTP utilizzati
nel cluster di storage in "passo successivo".

vi /etc/ntp.conf

#server 0.gentoo.pool.ntp.org

#server l.gentoo.pool.ntp.org

fserver 2.gentoo.pool.ntp.org

#server 3.gentoo.pool.ntp.org

server <insert the hostname or IP address of the default time
server>

ii. Al termine, salvare il file di configurazione.

d. Forzare una sincronizzazione NTP con il server appena aggiunto.
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sudo ntpd -ggq
e. Riavviare NTPD.
sudo service ntpd start

f. Disattiva la sincronizzazione dell’ora con 'host tramite I'hypervisor (il seguente € un esempio
VMware):

Se si implementa mNode in un ambiente hypervisor diverso da VMware, ad esempio
(D dallimmagine .iso in un ambiente OpenStack, fare riferimento alla documentazione
dell’hypervisor per i comandi equivalenti.

i. Disattivare la sincronizzazione periodica dell’ora:
vmware-toolbox-cmd timesync disable
ii. Visualizzare e confermare lo stato corrente del servizio:

vmware-toolbox-cmd timesync status

iii. In vSphere, verificare che Synchronize guest time with host Nelle opzioni della macchina
virtuale, la casella di controllo non & selezionata.

(D Non attivare questa opzione se si apportano modifiche future alla macchina virtuale.
(D Non modificare 'NTP dopo aver completato la configurazione di Time Sync, in quanto influisce
sul’NTP quando si esegue "comando di installazione" sul nodo di gestione.

Configurare il nodo di gestione

1. Configurare ed eseguire il comando di setup del nodo di gestione:

Viene richiesto di inserire le password in un prompt sicuro. Se il cluster si trova dietro un
server proxy, € necessario configurare le impostazioni del proxy in modo da poter accedere
a una rete pubblica.

sudo /sf/packages/mnode/setup-mnode --mnode admin user [username]
--storage mvip [mvip] --storage username [username] --telemetry active

[true]

a. Sostituire il valore tra parentesi [ ] (comprese le parentesi) per ciascuno dei seguenti parametri richiesti:
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@ La forma abbreviata del nome del comando ¢ tra parentesi ( ) e pud essere sostituita
con il nome completo.

= --mnode_admin_user (-mu) [nome utente]: || nome utente per 'account amministratore del nodo

di gestione. Probabilmente si tratta del nome utente dell’account utente utilizzato per accedere al
nodo di gestione.

--storage_mvip (-SM) [indirizzo MVIP]: L’indirizzo IP virtuale di gestione (MVIP) del cluster di
storage che esegue il software Element. Configurare il nodo di gestione con lo stesso cluster di
storage utilizzato durante "Configurazione dei server NTP".

--storage_Username (-su) [Username]: Il nome utente del’amministratore del cluster di storage
per il cluster specificato da --storage mvip parametro.

--Telemetry_Active (-t) [true]: Conserva il valore true che consente la raccolta dei dati per I'analisi
di Active IQ.

b. (Facoltativo): Aggiungere i parametri dell’endpoint Active I1Q al comando:

--Remote_host (-rh) [AIQ_endpoint]: L'endpoint in cui vengono inviati i dati di telemetria Active 1Q
per I'elaborazione. Se il parametro non & incluso, viene utilizzato I'endpoint predefinito.

c. (Consigliato): Aggiungere i seguenti parametri di volume persistente. Non modificare o eliminare
I'account e i volumi creati per la funzionalita dei volumi persistenti, altrimenti si verifichera una perdita
delle funzionalita di gestione.

--use_persistent_Volumes (-pv) [true/false, default: False]: Attiva o disattiva i volumi persistenti.
Inserire il valore true per abilitare la funzionalita dei volumi persistenti.

--Persistent_Volumes_account (-pva) [nome_account]: IF --use persistent volumes &
impostato su true, utilizzare questo parametro e inserire il nome dell’account di storage che verra
utilizzato per i volumi persistenti.

Utilizzare un nome account univoco per i volumi persistenti diverso da qualsiasi
nome account esistente nel cluster. E di fondamentale importanza mantenere
I'account dei volumi persistenti separato dal resto dell’lambiente.

--persistent_Volumes_mvip (-pvm) [mvip]: Immettere 'indirizzo IP virtuale di gestione (MVIP) del
cluster di storage che esegue il software Element che verra utilizzato con i volumi persistenti.
Questo € necessario solo se il nodo di gestione gestisce piu cluster di storage. Se non vengono
gestiti piu cluster, viene utilizzato il cluster predefinito MVIP.

d. Configurare un server proxy:

--use_proxy (-up) [true/false, default: False]: Attiva o disattiva I'utilizzo del proxy. Questo
parametro & necessario per configurare un server proxy.

--proxy_hostname_or_ip (-pi) [host]: Il nome host o I'|P del proxy. Questa opzione € necessaria
se si desidera utilizzare un proxy. Se si specifica questa opzione, viene richiesto di immettere
--proxy port.

--proxy_Username (-pu) [nome utente]: Il nome utente del proxy. Questo parametro & facoltativo.
--proxy_password (-pp) [password]: La password del proxy. Questo parametro & facoltativo.

--proxy_port (-pq) [port, default: 0]: La porta proxy. Se si specifica questa opzione, viene
richiesto di inserire il nome host o I'lP del proxy (--proxy hostname or ip).

--proxy_ssh_port (-ps) [port, default: 443]: La porta proxy SSH. Per impostazione predefinita,
viene impostata la porta 443.



e. (Facoltativo) utilizzare la guida ai parametri se sono necessarie ulteriori informazioni su ciascun
parametro:

= --help (-h): Restituisce informazioni su ciascun parametro. | parametri sono definiti come
obbligatori o facoltativi in base all’implementazione iniziale. | requisiti dei parametri di
aggiornamento e ridistribuzione potrebbero variare.

f. Eseguire setup-mnode comando.

Configurare le risorse dei controller

1. Individuare I'ID di installazione:
a. Da un browser, accedere all'interfaccia utente AP REST del nodo di gestione:

b. Accedere a Storage MVIP ed effettuare 'accesso. Questa azione fa si che il certificato venga accettato
per la fase successiva.

c. Aprire I'interfaccia utente REST API del servizio di inventario sul nodo di gestione:

https://<ManagementNodeIP>/inventory/1/

d. Selezionare autorizzare e completare le seguenti operazioni:

i. Inserire il nome utente e la password del cluster.

i. Immettere I'ID client come mnode-client.

ii. Selezionare autorizzare per avviare una sessione.
e. Dall'interfaccia utente API REST, selezionare GET /Installations.
f. Selezionare Provalo.

. Selezionare Esegui.

o @

. Dal corpo della risposta del codice 200, copiare e salvare id per l'installazione da utilizzare in un
passaggio successivo.

Linstallazione dispone di una configurazione delle risorse di base creata durante l'installazione o
'aggiornamento.
2. (Solo NetApp HCI) individuare il tag hardware per il nodo di calcolo in vSphere:
a. Selezionare I'host in vSphere Web Client Navigator.
b. Selezionare la scheda Monitor e selezionare hardware Health.

c. Vengono elencati il produttore e il numero di modello del BIOS del nodo. Copiare e salvare il valore per
tag da utilizzare in un passaggio successivo.

3. Aggiungere una risorsa del controller vCenter per il monitoraggio NetApp HCI (solo installazioni NetApp
HCI) e il controllo del cloud ibrido (per tutte le installazioni) al nodo di gestione risorse note:

a. Accedere all'interfaccia utente API del servizio mnode sul nodo di gestione immettendo l'indirizzo IP
del nodo di gestione seguito da /mnode:

https:/<ManagementNodeIP>/mnode
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g.

Selezionare autorizzare o qualsiasi icona a forma di lucchetto e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
i. Immettere I'ID client come mnode-client.
iii. Selezionare autorizzare per avviare una sessione.
iv. Chiudere la finestra.

Selezionare POST /assets/{asset_id}/controller per aggiungere una sottorisorsa del controller.

E necessario creare un nuovo ruolo NetApp HCC in vCenter per aggiungere una

@ sottorisorsa del controller. Questo nuovo ruolo di NetApp HCC limitera la vista dei servizi
del nodo di gestione alle risorse solo NetApp. Vedere "Creare un ruolo NetApp HCC in
vCenter".

Selezionare Provalo.
Inserire I'ID risorsa base principale copiato negli Appunti nel campo asset_id.
Inserire i valori del payload richiesti con il tipo vCenter E vCenter.

Selezionare Esegui.

(Solo NetApp HCI) configurare le risorse dei nodi di calcolo

1. (Solo per NetApp HCI) aggiungere una risorsa di nodo di calcolo al nodo di gestione risorse note:

a.

Selezionare POST /assets/{asset_id}/compute-nodes per aggiungere una sottorisorsa del nodo di
calcolo con credenziali per la risorsa del nodo di calcolo.

Selezionare Provalo.
Inserire I'ID risorsa base principale copiato negli Appunti nel campo asset_id.

Nel payload, inserire i valori del payload richiesti come definito nella scheda Model (modello). Invio
ESXi Host come type e inserire il tag hardware salvato durante un passaggio precedente per
hardware tag.

Selezionare Esegui.

Ulteriori informazioni

* "Volumi persistenti"

» "Aggiungere risorse di calcolo e controller al nodo di gestione"

* "Configurare una NIC storage"

* "Plug-in NetApp Element per server vCenter"

Configurazione di un NIC (Network Interface Controller) per lo storage

Se si utilizza una scheda NIC aggiuntiva per lo storage, € possibile accedere al nodo di
gestione tramite SSH o utilizzare la console vCenter ed eseguire un comando curl per
impostare un’interfaccia di rete con tag o senza tag.

Prima di iniziare

» Conosci il tuo indirizzo IP ethO.

» La versione del cluster in uso esegue il software NetApp Element 11.3 o versione successiva.
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« E stato implementato un nodo di gestione 11.3 o successivo.

Opzioni di configurazione
Scegli 'opzione piu adatta al tuo ambiente:

+ Configurare un Network Interface Controller (NIC) per un’interfaccia di rete senza tag

+ Configurare un NIC (Network Interface Controller) per lo storage per un’interfaccia di rete con tag

Configurare un Network Interface Controller (NIC) per un’interfaccia di rete senza tag

Fasi
1. Aprire una console SSH o vCenter.

2. Sostituire i valori nel seguente modello di comando ed eseguire il comando:

| valori sono rappresentati da $ per ciascuno dei parametri richiesti per la nuova interfaccia

@ di rete dello storage. Il c1luster I'oggetto nel seguente modello & obbligatorio e pud essere
utilizzato per la ridenominazione del nome host del nodo di gestione. -—insecure oppure
-k le opzioni non devono essere utilizzate negli ambienti di produzione.

curl -u $mnode user name:S$mnode password --insecure -X POST \
https://$mnode IP:442/json-rpc/10.0 \

-H 'Content-Type: application/json' \

-H 'cache-control: no-cache' \

-d ' {
"params": {
"network": {
"Sethl": ({
"$#default" : false,
"address" : "$storage IP",
"auto" : true,
"family" : "inet",
"method" : "static",
"mtu" : "9000",
"netmask" : "$subnet mask",
"status" : "Up"
}
by
"cluster": {
"name": "$mnode host name"
}
br
"method": "SetConfig"
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Configurare un NIC (Network Interface Controller) per lo storage per un’interfaccia di rete con tag

Fasi
1. Aprire una console SSH o vCenter.

2. Sostituire i valori nel seguente modello di comando ed eseguire il comando:

| valori sono rappresentati da $ per ciascuno dei parametri richiesti per la nuova interfaccia

(D di rete dello storage. Il c1luster l'oggetto nel seguente modello & obbligatorio e pud essere
utilizzato per la ridenominazione del nome host del nodo di gestione. -—insecure oppure
-k le opzioni non devono essere utilizzate negli ambienti di produzione.

curl -u $mnode user name:S$mnode password --insecure -X POST \
https://$mnode IP:442/json-rpc/10.0 \
-H 'Content-Type: application/json' \
-H 'cache-control: no-cache' \
_d' {
"params": {
"network": {
"Sethl": {
"#default" : false,
"address" : "$storage IP",
"auto" : true,
"family" : "inet",
"method" : "static",
"mtu" : "9000",
"netmask" : "$subnet mask",
"status" : "Up",
"virtualNetworkTag" : "S$vlan id"
}
by
"cluster": {
"name": "S$mnode host name",
"cipi": "Sethl.$vlan id",
"sipi": "Sethl.$vlan id"
}
y
"method": "SetConfig"

Ulteriori informazioni

» "Aggiungere risorse di calcolo e controller al nodo di gestione"

* "Plug-in NetApp Element per server vCenter"
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Ripristinare un nodo di gestione

E possibile ripristinare e ridistribuire manualmente il nodo di gestione per il cluster che
esegue il software NetApp Element se il nodo di gestione precedente utilizzava volumi
persistenti.

E possibile implementare un nuovo OVA ed eseguire uno script di ridistribuzione per estrarre i dati di
configurazione da un nodo di gestione precedentemente installato che esegue la versione 11.3 e successive.

Di cosa hai bisogno

* Il nodo di gestione precedente eseguiva il software NetApp Element versione 11.3 o successiva con
"volumi persistenti” funzionalita attivata.

» Conosci MVIP e SVIP del cluster contenente i volumi persistenti.

» La versione del cluster in uso esegue il software NetApp Element 11.3 o versione successiva.
* L'installazione utilizza IPv4. Il nodo di gestione 11.3 non supporta IPv6.

* Hai il permesso di scaricare il software dal NetApp Support Site.

 Hai identificato il tipo di immagine del nodo di gestione corretto per la tua piattaforma:

Piattaforma Tipo di immagine di installazione
Microsoft Hyper-V. iso
KVM iso
VMware vSphere iso, .ova
Citrix XenServer iso
OpenStack iso
Fasi

1. Scarica ISO o OVA e implementa la macchina virtuale
2. Configurare la rete
3. Configurare la sincronizzazione dell’'ora

4. Configurare il nodo di gestione

Scarica ISO o OVA e implementa la macchina virtuale

1. Scaricare 'OVA o I'lSO per l'installazione dal "NetApp HCI" Pagina sul sito di supporto NetApp:

a. Fare clic su Download Latest Release (Scarica ultima versione) e accettare il contratto di licenza con
l'utente finale.

b. Selezionare 'immagine del nodo di gestione che si desidera scaricare.
2. Se I'OVA ¢ stato scaricato, attenersi alla seguente procedura:
a. Implementare OVA.

b. Se il cluster di storage si trova su una subnet separata dal nodo di gestione (eth0) e si desidera
utilizzare volumi persistenti, aggiungere un secondo controller di interfaccia di rete (NIC) alla VM sulla
subnet di storage (ad esempio eth1) o assicurarsi che la rete di gestione possa instradare verso la rete
di storage.
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3. Se ¢ stato scaricato I'|SO, attenersi alla seguente procedura:
a. Creare una nuova macchina virtuale a 64 bit dall’hypervisor con la seguente configurazione:
= Sei CPU virtuali
= 24 GB DI RAM
= Disco virtuale da 400 GB, con thin provisioning
= Un’interfaccia di rete virtuale con accesso a Internet e accesso allo storage MVIP.

= Un’interfaccia di rete virtuale con accesso alla rete di gestione al cluster di storage. Se il cluster di
storage si trova su una subnet separata dal nodo di gestione (eth0Q) e si desidera utilizzare volumi
persistenti, aggiungere un secondo controller di interfaccia di rete (NIC) alla macchina virtuale sulla
subnet di storage (eth1) o assicurarsi che la rete di gestione possa essere instradata alla rete di
storage.

@ Non accendere la macchina virtuale prima della fase indicata in questa procedura.
b. Collegare I'lSO alla macchina virtuale e avviare 'immagine di installazione .iso.

@ Linstallazione di un nodo di gestione mediante I'immagine potrebbe causare un ritardo
di 30 secondi prima della visualizzazione della schermata iniziale.

4. Al termine dell'installazione, accendere la macchina virtuale per il nodo di gestione.

Configurare la rete

1. Utilizzando linterfaccia utente del terminale (TUI), creare un utente admin del nodo di gestione.

Per spostarsi tra le opzioni di menu, premere i tasti freccia su o giu. Per spostarsi tra i
@ pulsanti, premere Tab. Per spostarsi dai pulsanti ai campi, premere Tab. Per spostarsi tra i
campi, premere i tasti freccia su o giu.

2. Configurare la rete dei nodi di gestione (eth0).

Se € necessaria una scheda di rete aggiuntiva per isolare il traffico di storage, consultare le
@ istruzioni per la configurazione di un’altra scheda di rete: "Configurazione di un NIC
(Network Interface Controller) per lo storage".

Configurare la sincronizzazione dell’ora

1. Assicurarsi che il tempo sia sincronizzato tra il nodo di gestione e il cluster di storage utilizzando NTP:

@ A partire dall’elemento 12.3.1, i passaggi da (a) a (e) vengono eseguiti automaticamente. Per il
nodo di gestione 12.3.1, passare a. sottopase (f) per completare la configurazione di time sync.

1. Accedere al nodo di gestione utilizzando SSH o la console fornita dall’hypervisor.
2. Stop NTPD:

sudo service ntpd stop
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3. Modificare il file di configurazione NTP /etc/ntp.conf:

a. Commentare i server predefiniti (server 0.gentoo.pool.ntp.org)aggiungendo un # davanti a
ciascuno.

b. Aggiungere una nuova riga per ciascun server di riferimento orario predefinito che si desidera
aggiungere. | server di riferimento orario predefiniti devono essere gli stessi server NTP utilizzati nel
cluster di storage in "passo successivo".

vi /etc/ntp.conf

#server 0.gentoo.pool.ntp.org
#server l.gentoo.pool.ntp.org
fserver 2.gentoo.pool.ntp.org

#server 3.gentoo.pool.ntp.org
server <insert the hostname or IP address of the default time server>

c. Al termine, salvare il file di configurazione.

4. Forzare una sincronizzazione NTP con il server appena aggiunto.
sudo ntpd -gg

5. Riavviare NTPD.
sudo service ntpd start

6. Disattiva la sincronizzazione dell’'ora con I'host tramite I'hypervisor (il seguente & un esempio VMware):

Se si implementa mNode in un ambiente hypervisor diverso da VMware, ad esempio
(D dallimmagine .iso in un ambiente OpenStack, fare riferimento alla documentazione
dell’hypervisor per i comandi equivalenti.

a. Disattivare la sincronizzazione periodica dell’ora:
vmware-toolbox-cmd timesync disable
b. Visualizzare e confermare lo stato corrente del servizio:

vmware-toolbox-cmd timesync status

C. In vSphere, verificare che Synchronize guest time with host Nelle opzioni della macchina
virtuale, la casella di controllo non & selezionata.

(D Non attivare questa opzione se si apportano modifiche future alla macchina virtuale.
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@ Non modificare 'NTP dopo aver completato la configurazione di Time Sync, in quanto influisce
sul’NTP quando si esegue comando di ridistribuzione sul nodo di gestione.

Configurare il nodo di gestione

1. Creare una directory di destinazione temporanea per il contenuto del bundle di servizi di gestione:
mkdir -p /sf/etc/mnode/mnode-archive

2. Scaricare il bundle di servizi di gestione (versione 2.15.28 o successiva) precedentemente installato sul
nodo di gestione esistente e salvarlo in /sf/etc/mnode/ directory.

3. Estrarre il bundle scaricato utilizzando il seguente comando, sostituendo il valore tra parentesi quadre [ ]
(comprese le parentesi quadre) con il nome del file bundle:

tar -C /sf/etc/mnode -xvf /sf/etc/mnode/[management services bundle
file]

4. Estrarre il file risultante in /sf/etc/mnode-archive directory:

tar -C /sf/etc/mnode/mnode-archive -xvf
/sf/etc/mnode/services deploy bundle.tar.gz

5. Creare un file di configurazione per account e volumi:

echo '"{"trident": true, "mvip": "[mvip IP address]", "account name":
"[persistent volume account name]"}' | sudo tee /sf/etc/mnode/mnode-

archive/management-services-metadata.json

a. Sostituire il valore tra parentesi [ ] (comprese le parentesi) per ciascuno dei seguenti parametri richiesti:

= [mvip IP address]: L'indirizzo IP virtuale di gestione del cluster di storage. Configurare il nodo di
gestione con lo stesso cluster di storage utilizzato durante "Configurazione dei server NTP".

= [nome account volume persistente]: Il nome dell’account associato a tutti i volumi persistenti in
questo cluster di storage.

6. Configurare ed eseguire il comando di ridistribuzione del nodo di gestione per connettersi ai volumi
persistenti ospitati sul cluster e avviare i servizi con i dati di configurazione del nodo di gestione precedenti:

Viene richiesto di inserire le password in un prompt sicuro. Se il cluster si trova dietro un
server proxy, € necessario configurare le impostazioni del proxy in modo da poter accedere
a una rete pubblica.

sudo /sf/packages/mnode/redeploy-mnode --mnode admin user [username]
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a. Sostituire il valore tra parentesi quadre [ ] (comprese le parentesi quadre) con il nome utente
dell’'account amministratore del nodo di gestione. Probabilmente si tratta del nome utente dell’account
utente utilizzato per accedere al nodo di gestione.

@ E possibile aggiungere il nome utente o consentire allo script di richiedere le
informazioni.

b. Eseguire redeploy-mnode comando. Al termine della ridistribuzione, lo script visualizza un
messaggio di esito positivo.

c. Se si accede alle interfacce web Element o NetApp HCI (come il nodo di gestione o il controllo cloud
ibrido NetApp) utilizzando il nome di dominio completo (FQDN) del sistema, "riconfigurare
I'autenticazione per il nodo di gestione".

Funzionalita SSH che offre "Accesso alla sessione del NetApp Support Remote Support Tunnel
(RST)" e disattivato per impostazione predefinita sui nodi di gestione che eseguono i servizi di

@ gestione 2.18 e versioni successive. Se in precedenza era stata attivata la funzionalita SSH sul
nodo di gestione, potrebbe essere necessario "Disattivare nuovamente SSH" sul nodo di
gestione ripristinato.

Ulteriori informazioni

* "Volumi persistenti"

* "Plug-in NetApp Element per server vCenter"

Accedere al nodo di gestione

A partire dal software NetApp Element versione 11.3, il nodo di gestione contiene due UI:
Urn’interfaccia utente per la gestione dei servizi basati SU REST e un’interfaccia utente
per nodo per la gestione delle impostazioni di rete e cluster, nonché test e utility del
sistema operativo.

Per i cluster che eseguono Element Software versione 11.3 o successiva, € possibile utilizzare una delle due
interfacce seguenti:

* Utilizzando linterfaccia utente del nodo di gestione (https:// [mNode IP}:442), € possibile apportare
modifiche alle impostazioni di rete e del cluster, eseguire test di sistema o utilizzare le utility di sistema.

* Utilizzando l'interfaccia utente REST APl integrata (https:// [mNode IP}/mnode), € possibile eseguire
o comprendere le API relative ai servizi del nodo di gestione, tra cui la configurazione del server proxy, gli
aggiornamenti del livello di servizio o la gestione delle risorse.

Accedere all’interfaccia utente del nodo di gestione per nodo

Dallinterfaccia utente per nodo, € possibile accedere alle impostazioni di rete e cluster e utilizzare le utility e i
test di sistema.

Fasi

1. Accedere all'interfaccia utente per nodo per il nodo di gestione immettendo I'indirizzo IP del nodo di
gestione seguito da :442
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https://[IP address]:442

Support and Documentation Enzbie Debug Info!  Requests [ | Responses | | Logout

I NetApp

Network Settings Cluster Settings System Tests System Utilities

Management B
Network Settings - Management
Method :  static
Link Speed : 1000
[Pv4 Address : | 10,117
IPvd Subnet Mask : | 255.255
IPvd Gateway Address : | 10,117
IPvE Address : |
IPve Gateway Address : |
MTU : | 1500
DNS Servers : |
Search Domains : |
Status : | UpAndRunning v .
Routes | "
@) Add |

2. Inserire il nome utente e la password del nodo di gestione quando richiesto.

Accedere all’interfaccia utente REST API del nodo di gestione

Dallinterfaccia utente del’API REST, & possibile accedere a un menu di API correlate al servizio che
controllano i servizi di gestione sul nodo di gestione.

Fasi

1. Per accedere all'interfaccia utente API REST per i servizi di gestione, immettere I'indirizzo IP del nodo di
gestione seguito da /mnode:

https://[IP address]/mnode

50



MANAGEMENT SERVICES API“

[ sase uRL: jwncde ]

higps: 10117, mmodeizaaggerjzan

The configuration REST service for MANAGEMENT SERVICES
MNetipp - Website

MNetApp Commercial Softwars License

Iogs Log service ~
| Jlogs Gstlops from the MNODE ssnvice(z) -
assets Assstsenics v
| LOLIE fassets Add anew asset -]
| fassets Getal assats -]
|m Jassets/compute-nodes Get all compute nades. o
| fassets/compute-nodes/{ compute_node_id} Geta specific computs node by ID ™
|m Jassets/controllers Gstall controlers -
|m fassets/controllers/{controller_id} Getaspeciic controlier by ID -
|m fassets/storage-clusters Getal storage clusters ﬂ
| fassets/storage-clusters/{storage_cluster_id} Geta specific storage cluster by ID ™
|m Jassets/{asset_id} Modify an assst with 3 specfic ID ™
IEEIEE) /assets/{asset_id} Deiste an assetvith 3 specic D a
| fassets/{asset_id} GetanassetbyitzID o
| UL fassets/{asset_id}/compute-nodes Add acompute asset 2
| m fassets/{asset_id}/compute-nodes Gstcompuie sssats 5
| m fassets/{asset_id}/compute-nodes/{compute_id} Updat= s specific computs node asset 5
lm fassets/{asset_id}/compute-nodes/{compute id} Delete a specific compuie node assat -

|
|
|
|
|
|
|
|
|
l
|
|
|
|
l

2. Fare clic su autorizzare o su un’icona a forma di lucchetto e immettere le credenziali di amministratore del

cluster per le autorizzazioni per I'utilizzo delle API.

Ulteriori informazioni

+ "Abilitare il monitoraggio Active 1Q e NetApp HCI"

* "Plug-in NetApp Element per server vCenter"

Modificare il certificato SSL predefinito del nodo di gestione

E possibile modificare il certificato SSL predefinito e la chiave privata del nodo di

gestione utilizzando I'API NetApp Element.

Quando si configura un nodo di gestione, viene creato un certificato SSL (Secure Sockets Layer) e una chiave
privata univoci, utilizzati per tutte le comunicazioni HTTPS tramite I'interfaccia utente elemento, l'interfaccia
utente per nodo o le API. Il software Element supporta i certificati autofirmati e quelli emessi e verificati da

un’autorita di certificazione (CA) attendibile.
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E possibile utilizzare i seguenti metodi API per ottenere ulteriori informazioni sul certificato SSL predefinito e
apportare modifiche.

* GetNodeSSLCertificate

E possibile utilizzare "Metodo GetNodeSSL Certificate” Per recuperare informazioni sul certificato SSL
attualmente installato, inclusi tutti i dettagli del certificato.

» SetNodeSSLCertificate

E possibile utilizzare "Metodo SetNodeSSL Certificate" Per impostare i certificati SSL del cluster e per nodo
in base al certificato e alla chiave privata fornita. Il sistema convalida il certificato e la chiave privata per
impedire I'applicazione di un certificato non valido.

* RemoveNodeSSLCertificate
Questo "Metodo RemoveNodeSSL Certificate” Rimuove il certificato SSL e la chiave privata attualmente
installati. Il cluster genera quindi un nuovo certificato autofirmato e una nuova chiave privata.
Trova ulteriori informazioni

« "Modificare il certificato SSL predefinito del software Element"
+ "Quali sono i requisiti relativi al’impostazione di certificati SSL personalizzati in Element Software?"
* "Documentazione software SolidFire ed Element"

* "Plug-in NetApp Element per server vCenter"

Utilizzare I’interfaccia utente del nodo di gestione
Panoramica dell’interfaccia utente del nodo di gestione

Con l'interfaccia utente del nodo di gestione (https://<mNodeIP>:442), & possibile
apportare modifiche alle impostazioni di rete e del cluster, eseguire test di sistema o
utilizzare le utility di sistema.

Attivita che & possibile eseguire con linterfaccia utente del nodo di gestione:

« "Configurare il monitoraggio degli avvisi su NetApp HCI"
+ "Modificare e verificare le impostazioni di rete, cluster e sistema del nodo di gestione"

» "Esequire le utility di sistema dal nodo di gestione"

Trova ulteriori informazioni

» "Accedere al nodo di gestione"

* "Plug-in NetApp Element per server vCenter"

Configurare il monitoraggio degli avvisi su NetApp HCI
E possibile configurare le impostazioni per monitorare gli avvisi sul sistema NetApp HCI.

Il monitoraggio degli avvisi di NetApp HCI inoltra gli avvisi di sistema del cluster di storage NetApp HCI a
vCenter Server, consentendo di visualizzare tutti gli avvisi per NetApp HCI dallinterfaccia del client Web
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vSphere.

1. Aprire I'interfaccia utente del nodo di gestione per nodo (https://[IP address]:442).
2. Fare clic sulla scheda Alert Monitor.

3. Configurare le opzioni di monitoraggio degli avvisi.
Opzioni di monitoraggio degli avvisi

opzioni Descrizione

Esegquire i test di Alert Monitor Esegue i test di sistema del monitor per verificare
quanto segue:

» Connettivita NetApp HCIl e VMware vCenter

» Associazione di NetApp HCI e VMware vCenter
tramite le informazioni del datastore fornite dal
servizio QoSSIOC

* Elenchi degli allarmi NetApp HCI e vCenter
correnti

Raccogli avvisi Attiva o disattiva I'inoltro degli allarmi di storage
NetApp HCI a vCenter. E possibile selezionare il
cluster di storage di destinazione dall’elenco a
discesa. L'impostazione predefinita per questa
opzione € Enabled.

Raccogliere gli avvisi delle Best practice Attiva o disattiva I'inoltro degli avvisi di Best practice
per lo storage NetApp HCI a vCenter. Gli avvisi di
Best practice sono errori che vengono generati da una
configurazione di sistema non ottimale.
L'impostazione predefinita per questa opzione &
Disabled. Se disattivato, gli avvisi di Best practice
per lo storage NetApp HCI non vengono visualizzati in
vCenter.
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opzioni

Inviare i dati di supporto ad AlIQ

Inviare i dati del nodo di calcolo ad AlQ
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Descrizione

Controlla il flusso di dati di supporto e monitoraggio
da VMware vCenter a NetApp SolidFire Active Q.

Le opzioni sono le seguenti:

» Enabled (attivato): Tutti gli allarmi vCenter, gli
allarmi storage NetApp HCI e i dati di supporto
vengono inviati a NetApp SolidFire Active 1Q. Cid
consente a NetApp di supportare e monitorare in
modo proattivo I'installazione di NetApp HCI, in
modo che i possibili problemi possano essere
rilevati e risolti prima di influire sul sistema.

* Disabled (Disattivato): Non vengono inviati allarmi
vCenter, allarmi storage NetApp HCI o dati di
supporto a NetApp SolidFire Active 1Q.

®

Se ¢ stata disattivata 'opzione Send
data to AlQ (Invia dati ad AIQ*)
utilizzando NetApp Deployment
Engine, € necessario "abilitare la
telemetria" Utilizzando nuovamente
'API REST del nodo di gestione per
configurare il servizio da questa
pagina.

Controlla il flusso di dati di supporto e monitoraggio
dai nodi di calcolo a NetApp SolidFire Active 1Q.

Le opzioni sono le seguenti:

+ Abilitato: | dati di supporto e monitoraggio relativi
ai nodi di calcolo vengono trasmessi a NetApp
SolidFire Active I1Q per consentire il supporto
proattivo per I'hardware del nodo di calcolo.

» Disattivato: | dati di supporto e monitoraggio
relativi ai nodi di calcolo non vengono trasmessi a
NetApp SolidFire Active 1Q.

®

Se ¢ stata disattivata 'opzione Send
data to AlQ (Invia dati ad AIQ*)
utilizzando NetApp Deployment
Engine, € necessario "abilitare la
telemetria" Utilizzando nuovamente
'API REST del nodo di gestione per
configurare il servizio da questa
pagina.



Ulteriori informazioni

"Plug-in NetApp Element per server vCenter"

Modificare e verificare le impostazioni di rete, cluster e sistema del nodo di gestione

E possibile modificare e verificare le impostazioni di rete, cluster e sistema del nodo di
gestione.

» Aggiornare le impostazioni di rete del nodo di gestione
» Aggiornare le impostazioni del cluster del nodo di gestione

+ Verificare le impostazioni del nodo di gestione

Aggiornare le impostazioni di rete del nodo di gestione

Nella scheda Network Settings (Impostazioni di rete) dell’interfaccia utente del nodo di gestione per nodo, &
possibile modificare i campi dell'interfaccia di rete del nodo di gestione.
1. Aprire l'interfaccia utente del nodo di gestione per nodo.
2. Fare clic sulla scheda Impostazioni di rete.
3. Visualizzare o inserire le seguenti informazioni:
a. Metodo: Scegliere uno dei seguenti metodi per configurare l'interfaccia:

* loopback: Consente di definire I'interfaccia di loopback IPv4.

* manual: Consente di definire le interfacce per le quali non viene eseguita alcuna configurazione
per impostazione predefinita.

= “dhop’Consente di ottenere un indirizzo IP tramite DHCP.

* static: Consente di definire le interfacce Ethernet con indirizzi IPv4 allocati in modo statico.
b. Velocita di collegamento: La velocita negoziata dalla NIC virtuale.
c. IPv4 Address: Indirizzo IPv4 per la rete ethO.
d. IPv4 Subnet Mask: Suddivisioni di indirizzi della rete IPv4.

e. IPv4 Gateway Address (Indirizzo gateway IPv4): Indirizzo di rete del router per I'invio dei pacchetti
dalla rete locale.

f. IPv6 Address: L’indirizzo IPv6 per la rete ethO.

g. IPv6 Gateway Address (Indirizzo gateway IPv6): Indirizzo di rete del router per 'invio dei pacchetti
dalla rete locale.

@ Le opzioni IPv6 non sono supportate per la versione 11.3 o successive del nodo di
gestione.

h. MTU: Dimensione massima dei pacchetti che un protocollo di rete pud trasmettere. Deve essere
maggiore o uguale a 1500. Se si aggiunge una seconda scheda di rete per lo storage, il valore deve
essere 9000.

i. Server DNS: Interfaccia di rete utilizzata per la comunicazione del cluster.
j- Search Domains (Cerca domini): Consente di cercare ulteriori indirizzi MAC disponibili per il sistema.

k. Status: Valori possibili:
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" UpAndRunning
" Down
L Up

I. Routes: Route statiche verso host o reti specifici tramite I'interfaccia associata per I'utilizzo da parte
dei percorsi.

Aggiornare le impostazioni del cluster del nodo di gestione

Nella scheda Cluster Settings (Impostazioni cluster) dell’interfaccia utente per nodo per il nodo di gestione, &
possibile modificare i campi dell’interfaccia cluster quando un nodo si trova negli stati Available (disponibile),
PendingActive (PendingActive) e Active (attivo).
1. Aprire l'interfaccia utente del nodo di gestione per nodo.
2. Fare clic sulla scheda Cluster Settings (Impostazioni cluster).
3. Visualizzare o inserire le seguenti informazioni:
° Ruolo: Ruolo del nodo di gestione nel cluster. Valore possibile: Management.
> Version: Versione del software Element in esecuzione sul cluster.

- Default Interface: Interfaccia di rete predefinita utilizzata per la comunicazione del nodo di gestione
con il cluster che esegue il software Element.

Verificare le impostazioni del nodo di gestione

Dopo aver modificato le impostazioni di gestione e di rete per il nodo di gestione e aver eseguito le modifiche,
€ possibile eseguire test per convalidare le modifiche apportate.

1. Aprire l'interfaccia utente del nodo di gestione per nodo.

2. Nellinterfaccia utente del nodo di gestione, fare clic su Test di sistema.

3. Completare una delle seguenti operazioni:

a. Per verificare che le impostazioni di rete configurate siano valide per il sistema, fare clic su Test
Network Config.

b. Per verificare la connettivita di rete a tutti i nodi del cluster su entrambe le interfacce 1G e 10G
utilizzando pacchetti ICMP, fare clic su Test Ping.

4. Visualizzare o inserire quanto segue:
o Hosts: Specificare un elenco separato da virgole di indirizzi o nomi host dei dispositivi da ping.
o Tentativi: Specificare il numero di volte in cui il sistema deve ripetere il test ping. Predefinito: 5.

> Packet Size (dimensione pacchetto): Specificare il numero di byte da inviare nel pacchetto ICMP
inviato a ciascun IP. Il numero di byte deve essere inferiore al valore MTU massimo specificato nella
configurazione di rete.

> Timeout msec: Specificare il numero di millisecondi da attendere per ogni singola risposta ping.
Impostazione predefinita: 500 ms.

o Total Timeout sec: Specificare il tempo in secondi in cui il ping deve attendere una risposta di sistema
prima di eseguire il successivo tentativo di ping o terminare il processo. Predefinito: 5.

> Proibisci frammentazione: Attiva il flag DF (do not fragment) per i pacchetti ICMP.
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Ulteriori informazioni

"Plug-in NetApp Element per server vCenter"

Eseguire le utility di sistema dal nodo di gestione

E possibile utilizzare I'interfaccia utente per nodo per il nodo di gestione per creare o
eliminare i bundle di supporto del cluster, reimpostare le impostazioni di configurazione
del nodo o riavviare la rete.

Fasi

1. Aprire l'interfaccia utente del nodo di gestione per nodo utilizzando le credenziali admin del nodo di
gestione.

2. Fare clic su Utilita di sistema.

3. Fare clic sul pulsante dell'utilita che si desidera eseguire:

a. Control Power (alimentazione controllo): Riavvia, spegne e riaccende il nodo. Specificare una delle
seguenti opzioni.

@ Questa operazione causa la perdita temporanea della connettivita di rete.

Azione: Le opzioni includono Restart e. Halt (spegnere).

Wakeup Delay (ritardo di attivazione): Qualsiasi tempo aggiuntivo prima che il nodo torni online.

b. Create Cluster Support Bundle: Crea il bundle di supporto del cluster per assistere le valutazioni
diagnostiche del supporto NetApp di uno o piu nodi in un cluster. Specificare le seguenti opzioni:

Nome bundle: Nome univoco per ciascun bundle di supporto creato. Se non viene fornito alcun
nome, come nome del file vengono utilizzati "supportbundle" e il nome del nodo.

MVIP: L'MVIP del cluster. | bundle vengono raccolti da tutti i nodi del cluster. Questo parametro &
obbligatorio se il parametro Nodes non é specificato.

Nodes: Gli indirizzi IP dei nodi da cui raccogliere i bundle. Utilizzare nodi o MVIP, ma non entrambi,
per specificare i nodi da cui raccogliere i bundle. Questo parametro € obbligatorio se MVIP non &
specificato.

Username: || nome utente dell’amministratore del cluster.
Password: La password di amministrazione del cluster.

Allow Incomplete (Consenti incompleto): Consente di continuare I'esecuzione dello script se non
€ possibile raccogliere bundle da uno o piu nodi.

Extra args: Questo parametro viene inviato a. sf make support bundle script. Questo
parametro deve essere utilizzato solo su richiesta del supporto NetApp.

c. Delete All Support Bundle (Elimina tutti i pacchetti di supporto): Elimina tutti i pacchetti di supporto
correnti sul nodo di gestione.

d. Reset Node: Ripristina il nodo di gestione su una nuova immagine di installazione. In questo modo,
tutte le impostazioni, ad eccezione della configurazione di rete, vengono modificate nello stato
predefinito. Specificare le seguenti opzioni:

Build: URL di un’immagine software di elementi remoti in cui il nodo verra reimpostato.

Opzioni: Specifiche per I'esecuzione delle operazioni di ripristino. | dettagli sono forniti dal
supporto NetApp, se necessario.
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(D Questa operazione causa la perdita temporanea della connettivita di rete.
e. Restart Networking (Riavvia rete): Riavvia tutti i servizi di rete sul nodo di gestione.

(D Questa operazione causa la perdita temporanea della connettivita di rete.

Ulteriori informazioni

"Plug-in NetApp Element per server vCenter"

Utilizzare I’API REST del nodo di gestione
Panoramica dell’interfaccia utente REST API del nodo di gestione

Utilizzando l'interfaccia utente REST APl integrata (https://<ManagementNodeIP>/
mnode), & possibile eseguire o comprendere le API relative ai servizi del nodo di
gestione, tra cui la configurazione del server proxy, gli aggiornamenti del livello di servizio
o la gestione delle risorse.

Attivita che é possibile eseguire con le APl REST:

Autorizzazione

» "Ottenere l'autorizzazione per utilizzare le API REST"

Configurazione delle risorse

« "Abilitare il monitoraggio Active 1Q e NetApp HCI"

+ "Configurare un server proxy per il nodo di gestione"

* "Configurare NetApp Hybrid Cloud Control per piu vCenter"

+ "Aggiungere risorse di calcolo e controller al nodo di gestione"

» "Creare e gestire le risorse del cluster di storage”

Gestione delle risorse

* "Visualizzare o modificare le risorse dei controller esistenti"
« "Creare e gestire le risorse del cluster di storage"

* "Rimuovere una risorsa dal nodo di gestione"

 "Utilizzare 'API REST per raccogliere i log NetApp HCI"

+ "Verificare le versioni dei sistemi operativi e dei servizi del nodo di gestione

* "Recupero dei log dai servizi di gestione"

Trova ulteriori informazioni

+ "Accedere al nodo di gestione"

* "Plug-in NetApp Element per server vCenter"
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Ottenere 'autorizzazione per utilizzare le APl REST

E necessario autorizzare prima di poter utilizzare le API per i servizi di gestione
nell'interfaccia utente REST API. A tale scopo, & necessario ottenere un token di
accesso.

Per ottenere un token, fornire le credenziali di amministratore del cluster e un ID client. Ogni token dura circa
dieci minuti. Dopo la scadenza di un token, puoi autorizzare di nuovo per un nuovo token di accesso.

La funzionalita di autorizzazione viene impostata durante I'installazione e I'implementazione del nodo di
gestione. Il servizio token si basa sul cluster di storage definito durante I'installazione.

Prima di iniziare
+ La versione del cluster in uso deve disporre del software NetApp Element 11.3 o versione successiva.

+ Si dovrebbe aver implementato un nodo di gestione con versione 11.3 o successiva.

Comando API

TOKEN="curl -k -X POST https://MVIP/auth/connect/token -F client id=mnode-
client -F grant type=password -F username=CLUSTER ADMIN -F
password=CLUSTER PASSWORD|awk -F':' '{print $2}'Jawk -F',' '{print
$1}'|sed s/\"//g’

FASI DELL'INTERFACCIA UTENTE API REST

1. Accedere all'interfaccia utente API REST per il servizio immettendo, ad esempio, I'indirizzo IP del nodo di
gestione seguito dal nome del servizio /mnode/:

https://<ManagementNodeIP>/mnode/

2. Fare clic su autorizzare.

@ In alternativa, & possibile fare clic su un’icona a forma di lucchetto accanto a qualsiasi API
del servizio.

3. Completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
¢. Non inserire un valore per il client secret.
d. Fare clic su autorizzare per avviare una sessione.

4. Chiudere la finestra di dialogo Available Authorisations (autorizzazioni disponibili).

Se si tenta di eseguire un comando dopo la scadenza del token, viene visualizzato un 401
(D Error: UNAUTHORIZED viene visualizzato il messaggio. Se compare questo, autorizzare
di nuovo.
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Trova ulteriori informazioni

"Plug-in NetApp Element per server vCenter"

Abilitare il monitoraggio Active IQ e NetApp HCI

E possibile attivare il monitoraggio dello storage Active IQ per il monitoraggio del calcolo
di NetApp HCI e NetApp HCI, se non lo si € gia fatto durante l'installazione o
I'aggiornamento. Potrebbe essere necessario utilizzare questa procedura se la telemetria
e stata disattivata utilizzando il motore di implementazione di NetApp HCI.

Il servizio Active 1Q Collector inoltra i dati di configurazione e le metriche delle performance del cluster basate
su software Element a NetApp Active 1Q per il reporting storico e il monitoraggio delle performance quasi in
tempo reale. Il servizio di monitoraggio NetApp HCI consente di inoltrare gli errori del cluster di storage a
vCenter per la notifica degli avvisi.

Prima di iniziare
« Il cluster di storage esegue il software NetApp Element 11.3 o versione successiva.
+ E stato implementato un nodo di gestione con versione 11.3 o successiva.

* Hai accesso a Internet. Il servizio Active 1Q Collector non puo essere utilizzato da siti oscuri che non
dispongono di connettivita esterna.

Fasi

1. Ottenere I'ID risorsa di base per l'installazione:

a. Aprire l'interfaccia utente REST API del servizio di inventario sul nodo di gestione:
https://<ManagementNodeIP>/inventory/1/

b. Fare clic su autorizzare e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
i. Immettere I'ID client come mnode-client.
iii. Fare clic su autorizzare per avviare una sessione.
iv. Chiudere la finestra.
c. Dallinterfaccia utente API REST, fare clic su GET /Installations (OTTIENI installazione/installazioni).
d. Fare clic su Provalo.
e. Fare clic su Execute (Esegui).

f. Dal corpo della risposta del codice 200, copiare il id per l'installazione.
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"installations": [

{
" links": {
"collection":
"https://10.111.211.111/inventory/1l/installations”,
"self":
"https://10.111.217.111/inventory/1/installations/abcd0le2-ab00-1xxx-
9lee-12f111xxc7x0x"

by
"id": "abcdOle2-ab00-1xxx-9lee-12f111xxc7x0x",

@ L'installazione dispone di una configurazione delle risorse di base creata durante
l'installazione o I'aggiornamento.

2. Attivare la telemetria:

a. Accedere all'interfaccia utente API del servizio mnode sul nodo di gestione immettendo l'indirizzo IP
del nodo di gestione seguito da /mnode:

https://<ManagementNodeIP>/mnode

b. Fare clic su autorizzare o su un’icona a forma di lucchetto e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
i. Immettere I'ID client come mnode-client.
iii. Fare clic su autorizzare per avviare una sessione.
iv. Chiudere la finestra.
c. Configurare la risorsa di base:
i. Fare clic su PUT /assets/{asset_id}.
i. Fare clic su Provalo.

ii. Inserire quanto segue nel payload JSON:

{

"telemetry active": true
"config": {}

}

iv. Inserire I'ID di base del passaggio precedente in asset_ID.

v. Fare clic su Execute (Esegui).

Il servizio Active 1Q viene riavviato automaticamente ogni volta che si modificano le risorse. La
modifica delle risorse comporta un breve ritardo prima dell’applicazione delle impostazioni.
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3. Se non I'hai gia fatto, Aggiungi una risorsa controller vCenter per il monitoraggio NetApp HCI (solo
installazioni NetApp HCI) e il controllo cloud ibrido (per tutte le installazioni) al nodo di gestione risorse
note:

@ Per i servizi di monitoraggio NetApp HCI & necessaria una risorsa controller.

a. Fare clic su POST /assets/{asset_id}/controller per aggiungere una sottorisorsa del controller.
b. Fare clic su Provalo.
c. Inserire I'ID risorsa base principale copiato negli Appunti nel campo asset_id.

d. Inserire i valori del payload richiesti con type come vCenter E vCenter.

{

"username": "string",
"password": "string",
"ip
"type": "vCenter",

": "string",

"host name": "string",
"config": {}

}

@ ip E Pindirizzo IP di vCenter.

e. Fare clic su Execute (Esegui).

Trova ulteriori informazioni

"Plug-in NetApp Element per server vCenter"

Configurare NetApp Hybrid Cloud Control per piu vCenter

E possibile configurare NetApp Hybrid Cloud Control per gestire le risorse di due o piu
vCenter che non utilizzano Linked Mode.

Questa procedura deve essere utilizzata dopo I'installazione iniziale quando € necessario aggiungere risorse
per un’installazione scalata di recente o quando le nuove risorse non sono state aggiunte automaticamente
alla configurazione. Utilizza queste API per aggiungere risorse aggiunte di recente all’installazione.

Di cosa hai bisogno

« La versione del cluster in uso esegue il software NetApp Element 11.3 o versione successiva.

« E stato implementato un nodo di gestione con versione 11.3 o successiva.

Fasi

1. "Aggiungere nuovi vCenter come risorse del controller" alla configurazione del nodo di gestione.

2. "Aggiungi nuovi nodi di calcolo come risorse di calcolo" alla configurazione del nodo di gestione.
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Potrebbe essere necessario "Modificare le credenziali BMC per i nodi di calcolo" per
risolvere un Hardware ID not available oppure Unable to Detect Errore indicato
in NetApp Hybrid Cloud Control.

3. Aggiornare 'API del servizio di inventario sul nodo di gestione:

https://<ManagementNodeIP>/inventory/1/

@ In alternativa, & possibile attendere 2 minuti per 'aggiornamento dell’inventario
nell’interfaccia utente di NetApp Hybrid Cloud Control.

a. Fare clic su autorizzare e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
i. Immettere I'ID client come mnode-client.
iii. Fare clic su autorizzare per avviare una sessione.

iv. Chiudere la finestra.

b. Dall'interfaccia utente APl REST, fare clic su GET /Installations (OTTIENI installazione/installazioni).

c. Fare clic su Provalo.

d. Fare clic su Execute (Esegui).

e. Dalla risposta, copiare I'ID della risorsa di installazione ("id").

f. Dall'interfaccia utente APl REST, fare clic su GET /Installations/{id}.
g. Fare clic su Provalo.

h. Impostare Refresh su True.

i. Incollare I'ID della risorsa di installazione nel campo id.

j. Fare clic su Execute (Esegui).

4. Aggiorna il browser NetApp Hybrid Cloud Control per vedere le modifiche.

Trova ulteriori informazioni

"Plug-in NetApp Element per server vCenter"

Aggiungere risorse di calcolo e controller al nodo di gestione

E possibile aggiungere risorse di calcolo e controller alla configurazione del nodo di
gestione utilizzando l'interfaccia utente REST API.

Potrebbe essere necessario aggiungere una risorsa se l'installazione € stata scalata di recente e le nuove
risorse non sono state aggiunte automaticamente alla configurazione. Utilizza queste API per aggiungere
risorse aggiunte di recente all’installazione.
Di cosa hai bisogno

» La versione del cluster in uso esegue il software NetApp Element 11.3 o versione successiva.

« E stato implementato un nodo di gestione con versione 11.3 o successiva.
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* Lo hai fatto "Ha creato un nuovo ruolo NetApp HCC in vCenter" Per limitare la vista dei servizi del nodo di
gestione alle risorse solo NetApp.

« Si dispone dell’indirizzo IP e delle credenziali per la gestione di vCenter.
« Si dispone dell'indirizzo IP di gestione del nodo di calcolo (ESXi) e delle credenziali root.

« Si dispone dell'indirizzo IP di gestione dell’hardware (BMC) e delle credenziali di amministratore.

A proposito di questa attivita

(Solo NetApp HCI) se non vengono visualizzati nodi di calcolo nel controllo del cloud ibrido (HCC) dopo aver
scalato il sistema NetApp HCI, € possibile aggiungere un nodo di calcolo utilizzando POST
/assets/{asset id}/compute-nodes descritto in questa procedura.

(D Quando si aggiungono manualmente i nodi di calcolo, assicurarsi di aggiungere anche le risorse
BMC, altrimenti viene restituito un errore.

Fasi
1. Ottenere I'ID risorsa di base per l'installazione:

a. Aprire l'interfaccia utente REST API del servizio di inventario sul nodo di gestione:
https://<ManagementNodeIP>/inventory/1/

b. Selezionare autorizzare e completare le seguenti operazioni:
i. Inserire il nome utente e la password del cluster.
ii. Immettere I'ID client come mnode-client.
ii. Selezionare autorizzare per avviare una sessione.
iv. Chiudere la finestra.
c. Dall'interfaccia utente APl REST, selezionare GET /Installations.
d. Selezionare Provalo.
e. Selezionare Esegui.

f. Dal corpo della risposta del codice 200, copiare il 1d per I'installazione.

"installations": [
{
" links": {

"collection":
"https://10.111.211.111/inventory/1/installations",

"self":
"https://10.111.217.111/inventory/1/installations/abcd0le2-ab00-1xxx-
9lee-12f111xxc7x0x"

b
"id": "abcd0le2-ab00-1xxx-9lee-12£f111xxc7x0x",
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@ L'installazione dispone di una configurazione delle risorse di base creata durante
l'installazione o I'aggiornamento.

g. Dallinterfaccia utente API REST, selezionare GET /Installations/{id}.
h. Selezionare Provalo.

i. Incollare I'ID della risorsa di installazione nel campo id.

j- Selezionare Esegui.

k. Dalla risposta, copiare e salvare I'ID del controller del cluster ("controllerId") da utilizzare in un
passaggio successivo.

2. (Solo per nodi di calcolo) Individuare il tag hardware per il nodo di calcolo In vSphere.

3. Per aggiungere una risorsa controller (vCenter), un nodo di calcolo (ESXi) o un hardware (BMC) a una
risorsa di base esistente, selezionare una delle seguenti opzioni.

Opzione Descrizione

POST /Assets/{asset_id}/controller a. Aprire l'interfaccia utente del’API REST del servizio
mNode sul nodo di gestione:

https://<ManagementNodeIP>/mnode

i. Selezionare autorizzare e completare le seguenti
operazioni:

A. Inserire il nome utente e la password del cluster.
B. Immettere I'ID client come mnode-client.
C. Selezionare autorizzare per avviare una sessione.
D. Chiudere la finestra.
b. Selezionare POST /assets/{asset_id}/controller.
c. Selezionare Provalo.
d. Inserire I'ID risorsa di base principale nel campo asset_id.
e. Aggiungere i valori richiesti al payload.

f. Selezionare Esegui.
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Opzione Descrizione

POST /assets/{asset_id}/nodi di calcolo a. Aprire l'interfaccia utente del’API REST del servizio
mNode sul nodo di gestione:

https://<ManagementNodeIP>/mnode

i. Selezionare autorizzare e completare le seguenti
operazioni:

A. Inserire il nome utente e la password del cluster.
B. Immettere I'ID client come mnode-client.
C. Selezionare autorizzare per avviare una sessione.
D. Chiudere la finestra.
b. Selezionare POST /assets/{asset_id}/compute-nodes.
c. Selezionare Provalo.

d. Inserire I'ID risorsa base principale copiato in un passaggio
precedente nel campo asset_id.

e. Nel payload, procedere come segue:

i. Inserire I'IP di gestione per il nodo in ip campo.

i. Per hardwareTag, inserire il valore del tag hardware
salvato in una fase precedente.

iii. Inserire altri valori, come richiesto.

f. Selezionare Esegui.



Opzione Descrizione

POST /assets/{asset_id}/nodi-hardware a. Aprire l'interfaccia utente del’API REST del servizio
mNode sul nodo di gestione:

https://<ManagementNodeIP>/mnode

i. Selezionare autorizzare e completare le seguenti
operazioni:

A. Inserire il nome utente e la password del cluster.
B. Immettere I'ID client come mnode-client.
C. Selezionare autorizzare per avviare una sessione.
D. Chiudere la finestra.
b. Selezionare POST /assets/{asset_id}/hardware-nodes.
c. Selezionare Provalo.
d. Inserire I'ID risorsa di base principale nel campo asset_id.
e. Aggiungere i valori richiesti al payload.

f. Selezionare Esegui.

Trova ulteriori informazioni

"Plug-in NetApp Element per server vCenter"

Come individuare un tag hardware per un nodo di calcolo

E necessario il tag hardware per aggiungere le risorse del nodo di calcolo alla
configurazione del nodo di gestione utilizzando l'interfaccia utente REST API.
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VMware vSphere 8.0 e 7.0
Individuare il tag hardware per un nodo di calcolo in VMware vSphere Web Client 8.0 e 7.0.
Fasi

1. Selezionare I'host in vSphere Web Client Navigator.

2. Selezionare la scheda Configura.

3. Dalla barra laterale, selezionare hardware > Panoramica. Controllare se il tag hardware & elencato
in System tabella.
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4. Copiare e salvare il valore per Tag.

5. Aggiungi le risorse di calcolo e controller al nodo di gestione.

VMware vSphere 6.7 e 6.5

Individuare il tag hardware per un nodo di calcolo in VMware vSphere Web Client 6.7 € 6.5.
Fasi

1. Selezionare I'host in vSphere Web Client Navigator.

2. Selezionare la scheda Monitor e selezionare hardware Health.

3. Verificare che il tag sia elencato con il produttore e il numero di modello del BIOS.



SUMmImanry Monitor Configure P&fmissions ViMs Datastores Metworks Updates

¥ lssues and Alatms Hardware Health
All lssues BICIS Manufaciurer  BIDS Vergion MAT 1
Triggered Alarms Model HTO0E, Senal Mumber: 000172000247 1’-3:_: QOO0 _'.-13:.'.'-I"3'l.'--::':'=.'r.-'f.‘l‘.'t’_:-lTl:'-:J?}.J-'.'-:a-'&'?'.l'
» Performance Mo alerts or Warnings out of 58 sensors
Dheryisw SENSORS ALERTS AMND WARN N | SYSTEM EVEMT L
Advanced
= Expand rows to wiew morg information about SEL entnes and FRU data
= Tasks and Events
Tasks REFRESH EXPORT
Events
Hargwars Haalth ] T Sensors T Status T Reading T -]
Hgaith
029165 Fan Dewvice 1 FANI] v MNormal 10300 M c

4. Copiare e salvare il valore per Tag.

5. Aggiungi le risorse di calcolo e controller al nodo di gestione.

Creare e gestire le risorse del cluster di storage

E possibile aggiungere nuove risorse del cluster di storage al nodo di gestione,
modificare le credenziali memorizzate per le risorse del cluster di storage note ed
eliminare le risorse del cluster di storage dal nodo di gestione utilizzando 'API REST.

Di cosa hai bisogno

+ Assicurarsi che la versione del cluster di storage in uso utilizzi il software NetApp Element 11.3 o versione
successiva.

* Assicurarsi di aver implementato un nodo di gestione con versione 11.3 o successiva.

Opzioni di gestione delle risorse del cluster di storage
Scegliere una delle seguenti opzioni:

* Recuperare I'ID di installazione e I'ID del cluster di una risorsa del cluster di storage
» Aggiungere una nuova risorsa di cluster di storage
* Modificare le credenziali memorizzate per una risorsa del cluster di storage

* Eliminare una risorsa del cluster di storage

Recuperare I'ID di installazione e I'ID del cluster di una risorsa del cluster di storage

E possibile utilizzare LAPI REST per ottenere I'ID di installazione e I'ID del cluster di storage. Per aggiungere
una nuova risorsa del cluster di storage € necessario I'ID dell’installazione e I'ID del cluster per modificare o
eliminare una risorsa specifica del cluster di storage.

Fasi

1. Accedere all'interfaccia utente API REST per il servizio di inventario immettendo I'indirizzo IP del nodo di
gestione seguito da /inventory/1/:

https://<ManagementNodeIP>/inventory/1/
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2. Fare clic su autorizzare o su un’icona a forma di lucchetto e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Fare clic su autorizzare per avviare una sessione.
d. Chiudere la finestra.
3. Fare clic su GET /Installations.
4. Fare clic su Provalo.

5. Fare clic su Execute (Esegui).
L'API restituisce un elenco di tutte le installazioni note.
6. Dal corpo di risposta del codice 200, salvare il valore in id che si trova nell’elenco delle installazioni.

Questo € I'ID dell'installazione. Ad esempio:

"installations": [

{
"id": "1234a678-12ab-35dc-7b4a-1234a5b6a7ba",

"name": "my-hci-installation™,

" links": {
"collection": "https://localhost/inventory/l/installations",
"self": "https://localhost/inventory/1l/installations/1234a678-

12ab-35dc-7b4a-1234a5b6a7ba"
}

7. Accedere all'interfaccia utente APl REST per il servizio di storage immettendo I'indirizzo IP del nodo di
gestione seguito da /storage/1/:

https://<ManagementNodeIP>/storage/1/

8. Fare clic su autorizzare o su un’icona a forma di lucchetto e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Fare clic su autorizzare per avviare una sessione.
d. Chiudere la finestra.
9. Fare clic su GET /Clusters.

10. Fare clic su Provalo.
11. Inserire I'ID di installazione salvato in precedenza in installationId parametro.

12. Fare clic su Execute (Esegui).

L'API restituisce un elenco di tutti i cluster di storage noti in questa installazione.
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13. Dal corpo di risposta del codice 200, individuare il cluster di storage corretto e salvare il valore nel cluster
storageId campo. Questo € I'ID del cluster di storage.

Aggiungere una nuova risorsa di cluster di storage

E possibile utilizzare I'’API REST per aggiungere una o piti nuove risorse del cluster di storage all'inventario dei
nodi di gestione. Quando si aggiunge una nuova risorsa del cluster di storage, questa viene automaticamente
registrata con il nodo di gestione.

Di cosa hai bisogno

« E stata copiata la ID cluster storage e ID installazione per qualsiasi cluster di storage che si desidera
aggiungere.

« Se si aggiungono piu nodi di storage, sono state lette e comprese le limitazioni di "cluster autorevole" e
supporto di piu cluster di storage.

@ Tutti gli utenti definiti nel cluster autorevole sono definiti come utenti su tutti gli altri cluster
legati all'istanza di Hybrid Cloud Control.

Fasi

1. Accedere all'interfaccia utente API REST per il servizio di storage immettendo l'indirizzo IP del nodo di
gestione seguito da /storage/1/:

https://<ManagementNodeIP>/storage/1/

2. Fare clic su autorizzare o su un’icona a forma di lucchetto e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Fare clic su autorizzare per avviare una sessione.
d. Chiudere la finestra.
3. Fare clic su POST /cluster.
4. Fare clic su Provalo.

5. Inserire le informazioni del nuovo cluster di storage nei seguenti parametri nel campo Request Body
(corpo richiesta):

"installationId": "alb2c34d-e56f-1la2b-cl23-1ab2cd345d6e",

"mvip": "10.0.0.1",
"password": "admin",
"userId": "admin"
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6.

Parametro Tipo Descrizione

installationId stringa L'installazione in cui aggiungere il
nuovo cluster di storage. Inserire
I'ID di installazione salvato in
precedenza in questo parametro.

mvip stringa L'indirizzo IP virtuale di gestione
IPv4 (MVIP) del cluster di storage.

password stringa La password utilizzata per
comunicare con il cluster di
storage.

userId stringa L'ID utente utilizzato per

comunicare con il cluster di
storage (l'utente deve disporre dei
privilegi di amministratore).

Fare clic su Execute (Esegui).

L'API restituisce un oggetto contenente informazioni sulla risorsa del cluster di storage appena aggiunta,
ad esempio il nome, la versione e I'indirizzo IP.

Modificare le credenziali memorizzate per una risorsa del cluster di storage

E possibile modificare le credenziali memorizzate che il nodo di gestione utilizza per accedere a un cluster di
storage. L'utente scelto deve disporre dell’accesso di amministratore del cluster.

@ Assicurarsi di aver seguito i passaggi descritti in Recuperare I'ID di installazione e I'ID del

cluster di una risorsa del cluster di storage prima di continuare.

Fasi

1.

o o A~ W
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Accedere all'interfaccia utente APl REST per il servizio di storage immettendo l'indirizzo IP del nodo di
gestione seguito da /storage/1/:

https://<ManagementNodeIP>/storage/1/

. Fare clic su autorizzare o su un’icona a forma di lucchetto e completare le seguenti operazioni:

a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Fare clic su autorizzare per avviare una sessione.

d. Chiudere la finestra.

. Fare clic su PUT /clusters/{storageld}.
. Fare clic su Provalo.
. Incollare I'ID del cluster di storage precedentemente copiato in storageId parametro.

. Modificare uno o entrambi i seguenti parametri nel campo corpo della richiesta:



7.

"password": "adminadmin",

"userId": "admin"
}
Parametro Tipo
password stringa
userId stringa

Fare clic su Execute (Esegui).

Eliminare una risorsa del cluster di storage

Descrizione

La password utilizzata per
comunicare con il cluster di
storage.

L'ID utente utilizzato per
comunicare con il cluster di
storage (l'utente deve disporre dei
privilegi di amministratore).

Se il cluster di storage non € piu in servizio, &€ possibile eliminare una risorsa del cluster di storage. Quando si
rimuove una risorsa del cluster di storage, questa viene automaticamente annullata dalla registrazione dal
nodo di gestione.

®

Fasi

1.

© o k~ w

Assicurarsi di aver seguito i passaggi descritti in Recuperare I'ID di installazione e I'ID del
cluster di una risorsa del cluster di storage prima di continuare.

Accedere all'interfaccia utente APl REST per il servizio di storage immettendo l'indirizzo IP del nodo di

gestione seguito da /storage/1/:

https://<ManagementNodeIP>/storage/1/

Fare clic su autorizzare o su un’icona a forma di lucchetto e completare le seguenti operazioni:

o Q

c. Fare clic su autorizzare per avviare una sessione.

d. Chiudere la finestra.

Fare clic su DELETE /clusters/{storageld}.

Fare clic su Provalo.

. Inserire il nome utente e la password del cluster.

. Immettere I'ID client come mnode-client.

Inserire I'ID del cluster di storage copiato in precedenza in storageId parametro.

Fare clic su Execute (Esegui).

All’esito positivo, I'API restituisce una risposta vuota.
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Trova ulteriori informazioni

« "Cluster autorevole"

* "Plug-in NetApp Element per server vCenter"

Visualizzare o modificare le risorse dei controller esistenti

E possibile visualizzare informazioni sui controller VMware vCenter esistenti e modificarli
nella configurazione del nodo di gestione utilizzando I'API REST. | controller sono istanze
di VMware vCenter registrate nel nodo di gestione per I'installazione di NetApp HCI.

Prima di iniziare

* Assicurarsi che la versione del cluster in uso utilizzi il software NetApp Element 11.3 o versione
successiva.

* Assicurarsi di aver implementato un nodo di gestione con versione 11.3 o successiva.

Accedere all’API REST dei servizi di gestione

Fasi

1. Accedere all'interfaccia utente API REST per i servizi di gestione immettendo I'indirizzo IP del nodo di
gestione seguito da /vcenter/1/:

https://<ManagementNodeIP>/vcenter/1/

2. Fare clic su autorizzare o su un’icona a forma di lucchetto e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Fare clic su autorizzare per avviare una sessione.

d. Chiudere la finestra.

Visualizzare le informazioni memorizzate sui controller esistenti

E possibile elencare i controller vCenter esistenti registrati con il nodo di gestione e visualizzare le informazioni
memorizzate utilizzando 'API REST.

Fasi
1. Fare clic su GET /compute/controller.

2. Fare clic su Provalo.

3. Fare clic su Execute (Esegui).

L’API restituisce un elenco di tutti i controller vCenter conosciuti, insieme all'indirizzo IP, al'ID del controller,
al nome host e all’'ID utente utilizzati per comunicare con ciascun controller.

4. Se si desidera lo stato di connessione di un controller specifico, copiare I'ID del controller da id del
controller negli appunti e vedere Visualizzare lo stato di un controller esistente.
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Visualizzare lo stato di un controller esistente

E possibile visualizzare lo stato di uno dei controller vCenter esistenti registrati con il nodo di gestione. L'API
restituisce uno stato che indica se NetApp Hybrid Cloud Control € in grado di connettersi al controller vCenter
e il motivo di tale stato.

Fasi
1. Fare clic su GET /compute/controllers/{controller_id}/status.
2. Fare clic su Provalo.

3. Inserire I'ID controller copiato in precedenza in controller id parametro.

4. Fare clic su Execute (Esegui).

L'API restituisce uno stato di questo particolare controller vCenter, insieme a un motivo per tale stato.

Modificare le proprieta memorizzate di un controller

E possibile modificare il nome utente o la password memorizzati per qualsiasi controller vCenter esistente
registrato con il nodo di gestione. Non & possibile modificare I'indirizzo IP memorizzato di un controller vCenter
esistente.

Fasi
1. Fare clic su PUT /compute/controllers/{controller_id}.
2. Inserire I'ID del controller di un controller vCenter in controller id parametro.
3. Fare clic su Provalo.

4. Modificare uno dei seguenti parametri nel campo corpo della richiesta:

Parametro Tipo Descrizione

userId stringa Modificare I'ID utente utilizzato per
comunicare con il controller
vCenter (I'utente deve disporre dei
privilegi di amministratore).

password stringa Modificare la password utilizzata
per comunicare con il controller
vCenter.

5. Fare clic su Execute (Esegui).

L'API restituisce informazioni aggiornate sul controller.

Trova ulteriori informazioni

» "Aggiungere risorse di calcolo e controller al nodo di gestione"

* "Plug-in NetApp Element per server vCenter"

Rimuovere una risorsa dal nodo di gestione

Se si sostituisce fisicamente un nodo di calcolo o si desidera rimuoverlo dal cluster
NetApp HCI, & necessario rimuovere la risorsa del nodo di calcolo utilizzando le API del
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nodo di gestione.

Di cosa hai bisogno

« Il cluster di storage esegue il software NetApp Element 11.3 o versione successiva.

« E stato implementato un nodo di gestione con versione 11.3 o successiva.

Fasi

1.

2.

N o ok~ w

o

10.
1.

Inserire I'indirizzo IP del nodo di gestione seguito da /mnode/1/:

https://<ManagementNodeIP>/mnode/1/

Fare clic su autorizzare o su un’icona a forma di lucchetto e immettere le credenziali di amministratore del
cluster per le autorizzazioni per I'utilizzo delle API.

a. Inserire il nome utente e la password del cluster.
b. Selezionare corpo richiesta dall’elenco a discesa tipo se il valore non € gia selezionato.
C. Immettere I'ID client come mnode-client se il valore non & gia compilato.
d. Non inserire un valore per il client secret.
e. Fare clic su autorizzare per avviare una sessione.
f. Chiudere la finestra.
Chiudere la finestra di dialogo Available Authorisations (autorizzazioni disponibili).
Fare clic su GET/Assets.
Fare clic su Provalo.
Fare clic su Execute (Esegui).

Scorrere verso il basso nel corpo della risposta fino alla sezione calcolo e copiare parent e. id valori per
il nodo di calcolo guasto.

Fare clic su DELETE/assets/{asset_id}/compute-nodes/{compute_id}.
Fare clic su Provalo.
Inserire il parent e. id valori copiati in un passaggio precedente.

Fare clic su Execute (Esegui).

Configurare un server proxy

Se il cluster si trova dietro un server proxy, € necessario configurare le impostazioni del
proxy in modo da poter accedere a una rete pubblica.

Un server proxy viene utilizzato per i servizi di raccolta di telemetria e le connessioni di reverse tunnel. E
possibile attivare e configurare un server proxy utilizzando l'interfaccia utente APl REST se non € gia stato
configurato un server proxy durante I'installazione o I'aggiornamento. E inoltre possibile modificare le
impostazioni del server proxy esistente o disattivare un server proxy.

Il comando per configurare un server proxy viene aggiornato e restituisce le impostazioni proxy correnti per il
nodo di gestione. Le impostazioni proxy vengono utilizzate da Active 1Q, il servizio di monitoraggio NetApp HCI
implementato dal motore di implementazione NetApp e da altre utility software Element installate nel nodo di
gestione, incluso il tunnel di supporto inverso per il supporto NetApp.
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Prima di iniziare
« E necessario conoscere le informazioni relative al’host e alle credenziali per il server proxy che si sta
configurando.

* Assicurarsi che la versione del cluster in uso utilizzi il software NetApp Element 11.3 o versione
successiva.

« Assicurarsi di aver implementato un nodo di gestione con versione 11.3 o successiva.

» (Nodo di gestione 12.0 e versioni successive) hai aggiornato NetApp Hybrid Cloud Control alla versione
2.16 dei servizi di gestione prima di configurare un server proxy.

Fasi

1. Accedere all'interfaccia utente APl REST sul nodo di gestione immettendo I'indirizzo IP del nodo di
gestione seguito da /mnode:

https://<ManagementNodeIP>/mnode

2. Fare clic su autorizzare o su un’icona a forma di lucchetto e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Fare clic su autorizzare per avviare una sessione.
d. Chiudere la finestra.
3. Fare clic su PUT /settings.

4. Fare clic su Provalo.

3. Per attivare un server proxy, & necessario impostare use_proxy a vero. Immettere I'IlP o il nome host e le

destinazioni della porta proxy.

Il nome utente del proxy, la password del proxy e la porta SSH sono opzionali e devono essere omessi se

non utilizzati.
{
"proxy ip or hostname": "[IP or name]",
"use proxy": [true/false],
"proxy username": "[username]",
"proxy password": "[password]",
"proxy port": [port value],
"proxy ssh port": [port value: default is 443]

}

6. Fare clic su Execute (Esegui).

(D Potrebbe essere necessario riavviare il nodo di gestione a seconda dell’ambiente in uso.
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Trova ulteriori informazioni

"Plug-in NetApp Element per server vCenter"

Verificare le versioni dei sistemi operativi e dei servizi del nodo di gestione

E possibile verificare i numeri di versione del sistema operativo del nodo di gestione, del
bundle di servizi di gestione e dei singoli servizi in esecuzione sul nodo di gestione
utilizzando I'API REST nel nodo di gestione.

Di cosa hai bisogno

* Nel cluster € in esecuzione il software NetApp Element 11.3 o versione successiva.

« E stato implementato un nodo di gestione con versione 11.3 o successiva.
Opzioni

« Comandi API

* FASI DELLINTERFACCIA UTENTE API REST

Comandi API

» Ottenere informazioni sulla versione del sistema operativo del nodo di gestione, del bundle di servizi di
gestione e del servizio API del nodo di gestione (mnode-api) in esecuzione sul nodo di gestione:

curl -X GET "https://<ManagementNodeIP>/mnode/about" -H "accept:
application/json"

 Ottenere informazioni sulla versione dei singoli servizi in esecuzione sul nodo di gestione:

curl -X GET "https://<ManagementNodeIP>/mnode/services?status=running”
-H Taccept: */*" -H "Authorization: Bearer S${TOKEN}"

@ Puoi trovare il portatore s { TOKEN} Utilizzato dal comando API quando si "autorizzare". |l
portatore ${ TOKEN} & nella risposta di arricciamento.

FASI DELL’INTERFACCIA UTENTE API REST

1. Accedere all'interfaccia utente API REST per il servizio immettendo l'indirizzo IP del nodo di gestione
seguito da /mnode/:

https://<ManagementNodeIP>/mnode/

2. Effettuare una delle seguenti operazioni:

o Ottenere informazioni sulla versione del sistema operativo del nodo di gestione, del bundle di servizi di
gestione e del servizio API del nodo di gestione (mnode-api) in esecuzione sul nodo di gestione:

i. Selezionare GET /About.
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i. Selezionare Provalo.

i. Selezionare Esegui.
La versione del bundle dei servizi di gestione ("mnode bundle version"), versione del sistema
operativo del nodo di gestione ("os_version") E la versione API del nodo di gestione
("version") sono indicati nel corpo di risposta.

o Ottenere informazioni sulla versione dei singoli servizi in esecuzione sul nodo di gestione:

i. Selezionare GET /Services.

i. Selezionare Provalo.

ii. Selezionare lo stato in esecuzione.

iv. Selezionare Esegui.

| servizi in esecuzione sul nodo di gestione sono indicati nel corpo della risposta.

Trova ulteriori informazioni

"Plug-in NetApp Element per server vCenter"

Recupero dei log dai servizi di gestione

E possibile recuperare i log dai servizi in esecuzione sul nodo di gestione utilizzando
I'API REST. E possibile estrarre i log da tutti i servizi pubblici o specificare servizi specifici
e utilizzare i parametri di query per definire meglio i risultati restituiti.

Di cosa hai bisogno

+ La versione del cluster in uso esegue il software NetApp Element 11.3 o versione successiva.

« E stato implementato un nodo di gestione con versione 11.3 o successiva.

Fasi
1. Aprire l'interfaccia utente APl REST sul nodo di gestione.

o A partire dai servizi di gestione 2.21.61:
https://<ManagementNodeIP>/mnode/4/
o Per i servizi di gestione 2.20.69 o precedenti:

https://<ManagementNodeIP>/mnode

2. Selezionare autorizzare o qualsiasi icona a forma di lucchetto e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Inserire I'ID client come mnode-client se il valore non € gia stato compilato.
c. Selezionare autorizzare per avviare una sessione.

d. Chiudere la finestra.
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3. Selezionare GET /logs.
4. Selezionare Provalo.
5. Specificare i seguenti parametri:
° Lines: Inserire il numero di righe che si desidera restituire al registro. Questo parametro € un numero
intero che per impostazione predefinita € 1000.

Evitare di richiedere I'intera cronologia del contenuto del registro impostando le righe su
0.

° since: Aggiunge un timestamp ISO-8601 per il punto di inizio dei registri del servizio.

Utilizzare un ragionevole since parametro durante la raccolta di log di intervalli di
tempo piu ampi.

° service-name: Inserire un nome di servizio.
Utilizzare GET /services comando per elencare i servizi sul nodo di gestione.

° stopped: Impostare su true per recuperare i log dai servizi interrotti.
6. Selezionare Esegui.

7. Dal corpo della risposta, selezionare Download per salvare I'output del log.

Ulteriori informazioni

"Plug-in NetApp Element per server vCenter"

Gestire le connessioni di supporto

Avviare una sessione remota di NetApp Support

Se hai bisogno di supporto tecnico per il tuo sistema NetApp HCI, il supporto NetApp pud
connetterti in remoto con il tuo sistema. Per avviare una sessione e ottenere I'accesso
remoto, il supporto NetApp pud aprire una connessione Secure Shell (SSH) inversa al
proprio ambiente.

Con il supporto NetApp € possibile aprire una porta TCP per una connessione a tunnel inverso SSH. Questa
connessione consente al supporto NetApp di accedere al nodo di gestione.

Prima di iniziare
* Per i servizi di gestione 2.18 e versioni successive, la funzionalita di accesso remoto € disattivata per

impostazione predefinita nel nodo di gestione. Per attivare la funzionalita di accesso remoto, vedere
"Gestire la funzionalita SSH sul nodo di gestione".

» Se il nodo di gestione si trova dietro un server proxy, nel file sshd.config sono necessarie le seguenti porte
TCP:
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Porta TCP Descrizione Direzione di connessione

443 Chiamate API/HTTPS Nodo di gestione ai nodi di storage
per l'inoltro inverso delle
porte all'interfaccia
utente Web tramite
tunnel di supporto aperto

22 Accesso SSH Nodo di gestione per nodi di storage o da nodi di storage a
nodi di gestione

Fasi
* Accedere al nodo di gestione e aprire una sessione terminale.

» Quando richiesto, immettere quanto segue:

rst -r sfsupport.solidfire.com -u element -p <port number>
* Per chiudere il tunnel di supporto remoto, immettere quanto segue:

rst --killall

» (Facoltativo) Disattiva "funzionalita di accesso remoto" di nuovo.

SSH rimane attivato se non viene disattivato. La configurazione abilitata SSH persiste sul
nodo di gestione tramite aggiornamenti e aggiornamenti fino a quando non viene disattivata
manualmente.

Trova ulteriori informazioni

"Plug-in NetApp Element per server vCenter"

Gestire la funzionalita SSH sul nodo di gestione

E possibile disattivare, riattivare o determinare lo stato della funzionalitd SSH sul nodo di

gestione (mNode) utilizzando I'API REST. Funzionalita SSH che offre "Accesso alla
sessione del NetApp Support Remote Support Tunnel (RST)" & disattivato per
impostazione predefinita sui nodi di gestione che eseguono i servizi di gestione 2.18 o
versioni successive.

A partire da Management Services 2.20.69, € possibile attivare e disattivare la funzionalita SSH sul nodo di
gestione utilizzando I'interfaccia utente di NetApp Hybrid Cloud Control.

Di cosa hai bisogno
* NetApp Hybrid Cloud Control Permissions: Hai le autorizzazioni di amministratore.

» Cluster Administrator permissions (autorizzazioni amministratore cluster): Si dispone delle
autorizzazioni di amministratore per il cluster di storage.

« Software Element: Il cluster esegue il software NetApp Element 11.3 o versione successiva.
+ Nodo di gestione: E stato implementato un nodo di gestione con versione 11.3 o successiva.

+ Aggiornamenti dei servizi di gestione:
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o Per utilizzare I'interfaccia utente di NetApp Hybrid Cloud Control, & stato aggiornato il "bundle di servizi
di gestione" alla versione 2.20.69 o successiva.

o Per utilizzare l'interfaccia utente APl REST, ¢ stato aggiornato il "bundle di servizi di gestione" alla
versione 2.17.

Opzioni

+ Disattivare o attivare la funzionalita SSH sul nodo di gestione utilizzando I'interfaccia utente di NetApp
Hybrid Cloud Control

Dopo di che, & possibile eseguire una delle seguenti attivita "autenticare":

+ Disattivare o attivare la funzionalita SSH sul nodo di gestione utilizzando le API

* Determinare lo stato della funzionalita SSH sul nodo di gestione utilizzando le API

Disattivare o attivare la funzionalita SSH sul nodo di gestione utilizzando I'interfaccia utente di NetApp Hybrid Cloud
Control

E possibile disattivare o riattivare la funzionalita SSH sul nodo di gestione. Funzionalita SSH che offre
"Accesso alla sessione del NetApp Support Remote Support Tunnel (RST)" & disattivato per impostazione
predefinita sui nodi di gestione che eseguono i servizi di gestione 2.18 o versioni successive. La disattivazione
di SSH non interrompe o disconnette le sessioni client SSH esistenti al nodo di gestione. Se si disattiva SSH e
si sceglie di riattivarlo in un secondo momento, € possibile farlo utilizzando l'interfaccia utente di NetApp
Hybrid Cloud Control.

@ Per attivare o disattivare I'accesso al supporto utilizzando SSH per un cluster di storage,
necessario utilizzare "Pagina delle impostazioni del cluster dell’interfaccia utente Element".

Fasi
1. Dalla dashboard, selezionare il menu delle opzioni in alto a destra e selezionare Configura.

2. Nella schermata Support Access for Management Node (accesso supporto per nodo di gestione),
attivare lo switch per attivare il nodo di gestione SSH.

3. Una volta completata la risoluzione dei problemi, nella schermata Support Access for Management
Node (accesso supporto per nodo di gestione), impostare lo switch su Disable Management Node SSH
(Disattiva SSH nodo di gestione).

Disattivare o attivare la funzionalita SSH sul nodo di gestione utilizzando le API

E possibile disattivare o riattivare la funzionalitd SSH sul nodo di gestione. Funzionalita SSH che offre
"Accesso alla sessione del NetApp Support Remote Support Tunnel (RST)" & disattivato per impostazione
predefinita sui nodi di gestione che eseguono i servizi di gestione 2.18 o versioni successive. La disattivazione
di SSH non interrompe o disconnette le sessioni client SSH esistenti al nodo di gestione. Se si disattiva SSH e
si sceglie di riattivarlo in un secondo momento, € possibile utilizzare la stessa API.

Comando API
Per i servizi di gestione 2.18 o versioni successive:

curl -k -X PUT
"https://<<ManagementNodeIP>/mnode/2/settings/ssh?enabled=<false/true>" -H
"accept: application/json" -H "Authorization: Bearer S${TOKEN}"
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Per i servizi di gestione 2.17 o precedenti:

curl -X PUT
"https://<ManagementNodeIP>/mnode/settings/ssh?enabled=<false/true>" -H
"accept: application/json" -H "Authorization: Bearer ${TOKEN}"

(D Puoi trovare il portatore $ {TOKEN} Utilizzato dal comando API quando si "autorizzare". |l
portatore $ { TOKEN} € nella risposta di arricciamento.

FASI DELL'INTERFACCIA UTENTE API REST

1. Accedere all'interfaccia utente APl REST per il servizio API del nodo di gestione immettendo l'indirizzo IP
del nodo di gestione seguito da /mnode/:

https://<ManagementNodeIP>/mnode/

2. Selezionare autorizzare e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Selezionare autorizzare per avviare una sessione.
d. Chiudere la finestra.
3. Dall'interfaccia utente API REST, selezionare PUT /settings/ssh.
a. Fare clic su Provalo.

b. Impostare il parametro enabled su false Per disattivare SSH o. t rue Per riattivare la funzionalita
SSH precedentemente disattivata.

c. Fare clic su Execute (Esegui).

Determinare lo stato della funzionalita SSH sul nodo di gestione utilizzando le API

E possibile determinare se la funzionalitd SSH & attivata sul nodo di gestione utilizzando un’API di servizio del
nodo di gestione. SSH ¢ disattivato per impostazione predefinita sui nodi di gestione che eseguono i servizi di
gestione 2.18 o versioni successive.

Comando API
Per i servizi di gestione 2.18 o versioni successive:

curl -k -X PUT
"https://<<ManagementNodeIP>/mnode/2/settings/ssh?enabled=<false/true>" -H
"accept: application/json"™ -H "Authorization: Bearer S${TOKEN}"

Per i servizi di gestione 2.17 o precedenti:
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curl -X PUT
"https://<ManagementNodeIP>/mnode/settings/ssh?enabled=<false/true>" -H
"accept: application/json" -H "Authorization: Bearer ${TOKEN}"

@ Puoi trovare il portatore s { TOKEN} Utilizzato dal comando API quando si "autorizzare". |l
portatore $ { TOKEN} € nella risposta di arricciamento.

FASI DELL'INTERFACCIA UTENTE API REST

1. Accedere all'interfaccia utente API REST per il servizio API del nodo di gestione immettendo 'indirizzo IP
del nodo di gestione seguito da /mnode/:

https://<ManagementNodeIP>/mnode/

2. Selezionare autorizzare e completare le seguenti operazioni:
a. Inserire il nome utente e la password del cluster.
b. Immettere I'ID client come mnode-client.
c. Selezionare autorizzare per avviare una sessione.
d. Chiudere la finestra.
3. Dall'interfaccia utente APl REST, selezionare GET /settings/ssh.
a. Fare clic su Provalo.

b. Fare clic su Execute (Esegui).

Trova ulteriori informazioni

"Plug-in NetApp Element per server vCenter"

Spegnere e riaccendere il sistema NetApp HCI

Accensione e spegnimento del sistema NetApp HCI

E possibile spegnere o accendere il sistema NetApp HCI se si verifica un’interruzione
pianificata, se & necessario eseguire la manutenzione dell’hardware o se € necessario
espandere il sistema. Utilizzare le seguenti operazioni per spegnere o accendere |l
sistema NetApp HCI secondo necessita.

Potrebbe essere necessario spegnere il sistema NetApp HCI in diverse circostanze, ad esempio:

* Interruzioni pianificate
« Sostituzioni delle ventole dello chassis
* Aggiornamenti del firmware

» Espansione dello storage o delle risorse di calcolo

Di seguito viene riportata una panoramica delle attivita da completare per spegnere un sistema NetApp HCI:
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* Spegnere tutte le macchine virtuali, ad eccezione del server VMware vCenter (vCSA).
» Spegnere tutti i server ESXi ad eccezione di quello che ospita vCSA.

* Spegnere vCSA.

» Spegnere il sistema storage NetApp HCI.

Di seguito viene riportata una panoramica delle attivita da completare per accendere un sistema NetApp HCI:

* Accendere tutti i nodi di storage fisici.
» Accendere tutti i nodi di calcolo fisici.
» Accendere VCSA.

» Verificare il sistema e accendere altre macchine virtuali.

Trova ulteriori informazioni

» "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"

Spegnere le risorse di calcolo per un sistema NetApp HCI

Per spegnere le risorse di calcolo NetApp HCI, € necessario spegnere i singoli host
VMware ESXi e I'appliance server VMware vCenter in un determinato ordine.

Fasi

1. Accedere all’istanza di vCenter che controlla il sistema NetApp HCI e determinare la macchina ESXi che
ospita I'appliance virtuale vCenter Server (vVCSA).

2. Dopo aver determinato I’host ESXi che esegue VCSA, spegnere tutte le altre macchine virtuali diverse da
vCSA come segue:

a. Selezionare una macchina virtuale.

b. Fare clic con il pulsante destro del mouse e selezionare alimentazione > Arresta il sistema
operativo guest.

3. Spegnere tutti gli host ESXi che non sono 'host ESXi che esegue vCSA.
4. Spegnere VCSA.

In questo modo, la sessione vCenter si interrompe perché vCSA si disconnette durante il processo di
spegnimento. Tutte le macchine virtuali devono ora essere spese con un solo host ESXi acceso.

5. Accedere all’host ESXi in esecuzione.
6. Verificare che tutte le macchine virtuali sull’host siano spente.
7. Arrestare I'host ESXi.

In questo modo, tutte le sessioni ISCSI aperte al cluster di storage NetApp HCI vengono disconnesse.

Trova ulteriori informazioni

» "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"
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Spegnere le risorse di storage per un sistema NetApp HCI

Quando si spengono le risorse di storage per NetApp HCI, &€ necessario utilizzare
Shutdown Metodo APl Element per arrestare correttamente i nodi di storage.

Fasi
Dopo aver spento le risorse di calcolo, utilizzare un browser Web per chiudere tutti i nodi del cluster di storage

NetApp HCI.
1. Accedere al cluster di storage e verificare di essere connessi al’MVIP corretto.
2. (Facoltativo) verificare che tutte le operazioni di i/o degli host siano state interrotte:
a. Interrompere I'i/o dal lato host utilizzando i comandi appropriati per uno o piu hypervisor in uso.

b. Nell'interfaccia utente del cluster, selezionare Reporting > Overview. Non dovrebbe essere presente
alcuna attivita nel grafico "Cluster Input/Output" (Input/Output cluster).

c. Una volta interrotte tutte le operazioni di i/o, attendere 20 minuti prima di spegnere il cluster.
3. Verificare che il numero di sessioni iISCSI sia pari a zero.

4. Accedere a Cluster > Nodes > Active (cluster > nodi > attivo) e registrare gli ID dei nodi per tutti i nodi
attivi nel cluster.

5. Per spegnere il cluster di storage NetApp HCI, aprire un browser Web e utilizzare il seguente URL per
richiamare la procedura di spegnimento e arresto, dove {MVIP} E I'indirizzo IP di gestione del sistema di
storage NetApp HCl e di nodes=[] L’array include gli ID dei nodi registrati al punto 4. Ad esempio:

https://{MVIP}/json-rpc/1l.0?method=Shutdown&nodes=[1,2,3,4]&option=halt

@ E possibile eseguire il comando in una finestra in incognito per evitare di eseguirlo
nuovamente in una fase successiva dal’'URL salvato.

6. Inserire il nome utente e la password dellamministratore del cluster.
7. Verificare che la chiamata API sia stata restituita correttamente verificando che tutti i nodi del cluster di
storage siano inclusi in successful Del risultato API.

Tutti i nodi di storage NetApp HCI sono stati spenti correttamente.

8. Chiudere il browser o la scheda per evitare di selezionare il pulsante "Indietro" e ripetere la chiamata API.

Quando si riavvia il cluster, & necessario seguire alcuni passaggi per verificare che tutti i nodi
siano in linea:

1. Verificare che tutti i livelli critici di severita e. volumesOffline i guasti del cluster sono stati
risolti.
@ 2. Attendere da 10 a 15 minuti per consentire al cluster di stabilizzarsi.
3. Avviare la creazione degli host per accedere ai dati.
Se si desidera dedicare piu tempo all’accensione dei nodi e alla verifica dell’'integrita dei nodi

dopo la manutenzione, contattare il supporto tecnico per ricevere assistenza con il ritardo della
sincronizzazione dei dati per evitare una sincronizzazione bin non necessaria.
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Trova ulteriori informazioni

« "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"

Accendere le risorse di storage per un sistema NetApp HCI
E possibile accendere NetApp HCI una volta completata I'interruzione pianificata.

Fasi
1. Accendere tutti i nodi di storage utilizzando il pulsante di accensione fisico o BMC.

2. Se si utilizza BMC, accedere a ciascun nodo e selezionare Remote Control > Power Control > Power on
Server.

3. Quando tutti i nodi di storage sono online, accedere al sistema di storage NetApp HCI e verificare che tutti i
nodi siano operativi.

Trova ulteriori informazioni

» "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"

Accendere le risorse di calcolo per un sistema NetApp HCI

E possibile accendere le risorse di calcolo per un sistema NetApp HCI una volta
completata l'interruzione pianificata.

Fasi
1. Accendere i nodi di calcolo seguendo le stesse procedure eseguite per 'accensione dei nodi di storage.
2. Quando tutti i nodi di calcolo sono operativi, accedere al’lhost ESXi che esegue vCSA.

3. Accedere all’host di calcolo e verificare che siano presenti tutti gli archivi dati NetApp HCI. Per un sistema
NetApp HCI tipico, & necessario visualizzare tutti gli archivi dati locali ESXi e almeno i seguenti archivi dati
condivisi:

NetApp-HCI-Datastore-[01,02]

1. Supponendo che tutto lo storage sia accessibile, accendere vCSA e tutte le altre macchine virtuali richieste
come segue:

a. Selezionare le macchine virtuali nel navigatore, selezionare tutte le macchine virtuali che si desidera
accendere e fare clic sul pulsante Power on (accensione).

2. Dopo aver acceso le macchine virtuali, attendere circa 5 minuti, quindi utilizzare un browser Web per
accedere all’indirizzo IP o allFQDN dell’applicazione vCSA.

Se non si attende abbastanza a lungo, viene visualizzato un messaggio che indica che il server Web del
client vSphere ¢ in fase di inizializzazione.

3. Dopo linizializzazione del client vSphere, accedere e verificare che tutti gli host ESXi e le macchine virtuali
siano online.
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Trova ulteriori informazioni

» "Versioni del firmware e dei driver ESXi supportate per NetApp HCI e versioni del firmware per i nodi di
storage NetApp HCI"
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