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Cloud ibrido con componenti gestiti dal provider

Soluzione NetApp con carichi di lavoro della piattaforma
container Red Hat OpenShift gestiti

| clienti potrebbero essere "nati nel cloud" oppure trovarsi in una fase del loro percorso di
modernizzazione in cui sono pronti a spostare alcuni carichi di lavoro selezionati o tutti i
carichi di lavoro dai loro data center al cloud. Possono scegliere di utilizzare container
OpenShift gestiti dal provider e storage NetApp gestito dal provider nel cloud per
esequire i propri carichi di lavoro. Dovrebbero pianificare e distribuire i cluster di container
Managed Red Hat OpenShift nel cloud per creare un ambiente di produzione di successo
per i loro carichi di lavoro di container. NetApp fornisce soluzioni di storage
completamente gestite per le soluzioni Managed Red Hat in tutti e tre i principali cloud
pubblici.

* Amazon FSx for NetApp ONTAP (FSx ONTAP)*

FSx ONTAP garantisce protezione dei dati, affidabilita e flessibilita per le distribuzioni di container in AWS.
Trident funge da fornitore di storage dinamico per utilizzare lo storage FSx ONTAP persistente per le
applicazioni con stato dei clienti.

Poiché ROSA puo essere distribuito in modalita HA con nodi del piano di controllo distribuiti su piu zone di
disponibilita, FSx ONTAP puo anche essere fornito con I'opzione Multi-AZ che fornisce elevata disponibilita e
protezione contro i guasti AZ.

» Google Cloud NetApp Volumes*

Red Hat OpenShift Dedicated & una piattaforma applicativa completamente gestita che consente di creare,
distribuire e scalare rapidamente le applicazioni nel cloud ibrido. Google Cloud NetApp Volumes fornisce
volumi persistenti, portando la suite completa delle funzionalita di gestione dei dati aziendali di ONTAP alle
distribuzioni OpenShift in Google Cloud.

Distribuisci e configura la piattaforma Managed Red Hat
OpenShift Container su AWS

Questa sezione descrive un flusso di lavoro di alto livello per la configurazione dei cluster
Managed Red Hat OpenShift su AWS (ROSA). Mostra I'utilizzo di Amazon FSx for
NetApp ONTAP (FSx ONTAP) gestito come backend di storage da parte di Trident per
fornire volumi persistenti. Vengono forniti dettagli sulla distribuzione di FSx ONTAP su
AWS utilizzando BlueXP. Vengono inoltre forniti dettagli sull’utilizzo di BlueXP e
OpenShift GitOps (Argo CD) per eseguire attivita di protezione e migrazione dei dati per
le applicazioni con stato sui cluster ROSA.

Ecco un diagramma che illustra i cluster ROSA distribuiti su AWS e che utilizzano FSx ONTAP come storage
back-end.
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Questa soluzione & stata verificata utilizzando due cluster ROSA in due VPC in AWS. Ogni
cluster ROSA ¢ stato integrato con FSx ONTAP utilizzando Trident. Esistono diversi modi per

@ distribuire cluster ROSA e FSx ONTAP in AWS. Questa descrizione di alto livello della
configurazione fornisce link alla documentazione per il metodo specifico utilizzato. E possibile
fare riferimento agli altri metodi nei link pertinenti forniti nel"sezione risorse" .

Il processo di configurazione puo essere suddiviso nei seguenti passaggi:

Installare i cluster ROSA

* Crea due VPC e configura la connettivita peering VPC tra le VPC.

* Fare riferimento"Qui" per istruzioni su come installare i cluster ROSA.

Installa FSx ONTAP

* Installare FSx ONTAP sulle VPC da BlueXP. Fare riferimento"Qui" per creare un account BlueXP e iniziare.
Fare riferimento"Qui" per installare FSx ONTAP. Fare riferimento"Qui" per creare un connettore in AWS per
gestire FSx ONTAP.

* Distribuisci FSx ONTAP utilizzando AWS. Fare riferimento"Qui" per la distribuzione tramite la console
AWS.

Installa Trident sui cluster ROSA (utilizzando il grafico Helm)

« Utilizzare il grafico Helm per installare Trident sui cluster ROSA. Fare riferimento al collegamento alla
documentazione: https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-helm.html

[qui].

Integrazione di FSx ONTAP con Trident per cluster ROSA

@ OpenShift GitOps puo essere utilizzato per distribuire Trident CSI su tutti i cluster gestiti non
appena vengono registrati su ArgoCD tramite ApplicationSet.


os-solutions-resources.html
https://docs.openshift.com/rosa/welcome/index.html
https://docs.netapp.com/us-en/cloud-manager-setup-admin/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/index.html
https://docs.netapp.com/us-en/cloud-manager-setup-admin/index.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/getting-started-step1.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-helm.html
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=621ae20d-7567-4bbf-809d-b01200fa7a68

apiVersion: argoproj.io/vlalphal
kind: ApplicationSet
metadata:

name: trident-operator

g rators:
= clusters: {}

template:
metadatas:
name: '{{nameNormalized}}-trident'
spec:
destination:
namesp : trident
server: '{{server}}’
sources:
repoURL: “https://netapp.github.io/trident-helm-chart’
targetRevision: 23.04.8
chart: trident-operator
project: default
sync
syncOptions:
= CreateNamespace=true

Creare classi di backend e storage utilizzando Trident (per FSx ONTAP)
« Fare riferimento"Qui" per i dettagli sulla creazione di classi di backend e storage.

» Imposta come predefinita la classe di archiviazione creata per FsxN con Trident CSI dalla console
OpenShift. Vedi screenshot qui sotto:

RedHat cluster-admin »

OpenShift Service on AWS

& s StorageCiasses

Home

Operators
Mama Pravisionor Reclaim policy
Waorkloads [SC]
Metworking e
(5C]
Starage
(5C]
ParsistentVolumas

PersistentVolumeClaims:

I StorageClasses

VolumeSnapshots

Distribuisci un’applicazione utilizzando OpenShift GitOps (Argo CD)
* Installare 'operatore OpenShift GitOps sul cluster. Fare riferimento alle istruzioni"Qui" .

» Configurare una nuova istanza Argo CD per il cluster. Fare riferimento alle istruzioni"Qui" .

Aprire la console di Argo CD e distribuire un’app. Ad esempio, € possibile distribuire un’app Jenkins utilizzando
Argo CD con un grafico Helm. Durante la creazione dell’applicazione sono stati forniti i seguenti dettagli:


https://docs.netapp.com/us-en/trident/trident-use/backends.html
https://docs.openshift.com/container-platform/4.10/cicd/gitops/installing-openshift-gitops.html
https://docs.openshift.com/container-platform/4.10/cicd/gitops/setting-up-argocd-instance.html

Progetto: cluster predefinito:'https://kubernetes.default.svc' (senza virgolette) Namespace: Jenkins L'URL per il
grafico Helm:'https://charts.bitnami.com/bitnami' (senza virgolette)

Parametri Helm: global.storageClass: fsxn-nas

Distribuisci e configura OpenShift Dedicated su Google
Cloud con Google Cloud NetApp Volumes

Questa sezione descrive un flusso di lavoro di alto livello per la configurazione di cluster
OpenShift Dedicated (OSD) sulla piattaforma Google Cloud. Mostra NetApp Trident che
utilizza Google Cloud NetApp Volumes come backend di archiviazione per fornire volumi
persistenti per applicazioni con stato eseguite con Kubernetes.

Ecco un diagramma che illustra un cluster OSD distribuito su Google Cloud e che utilizza NetApp Volumes
come storage back-end.
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Il processo di configurazione puo essere suddiviso nei seguenti passaggi:

Installa i cluster OSD in Google Cloud

» Se si desidera utilizzare una VPC esistente per il cluster, € necessario creare la VPC, due subnet, un
router cloud e due NAT cloud GCP per il cluster OSD. Fare riferimento"Qui" per istruzioni.

* Fare riferimento"Qui" per istruzioni su come installare i cluster OSD su GCP utilizzando il modello di
fatturazione Customer Cloud Subscription (CCS). OSD & incluso anche su Google Cloud Marketplace. E
disponibile un video che mostra come installare OSD utilizzando la soluzione Google Cloud
Marketplace"Qui" .

Abilita Google Cloud NetApp Volumes
* Fare riferimento"Qui" per informazioni sulla configurazione dell’accesso a Google Cloud NetApp Volumes.
Segui tutti i passaggi fino a e incluso

» Creare un pool di archiviazione. Fare riferimento"Qui" per informazioni su come configurare un pool di
archiviazione su Google Cloud NetApp Volumes. | volumi per le applicazioni Kubernetes con stato in


https://cloud.redhat.com/experts/gcp/osd_preexisting_vpc/
https://docs.openshift.com/dedicated/osd_install_access_delete_cluster/creating-a-gcp-cluster.html#osd-create-gcp-cluster-ccs_osd-creating-a-cluster-on-gcp
https://www.youtube.com/watch?v=p9KBFvMDQJM
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/workflow
https://cloud.google.com/netapp/volumes/docs/get-started/quickstarts/create-storage-pool#create_a_storage_pool

esecuzione su OSD verranno creati all'interno del pool di archiviazione.

Installa Trident sui cluster OSD (utilizzando la tabella Helm)

« Utilizzare una tabella Helm per installare Trident sui cluster OSD. Fare riferimento"Qui" per istruzioni su
come installare Helm Chart. La tabella del timone pud essere trovata"Qui" .

Integrazione di NetApp Volumes con NetApp Trident per cluster OSD
Crea classi di backend e storage utilizzando Trident (per Google Cloud NetApp Volumes)

 Per i dettagli sulla creazione del backend, fare riferimento qui.

« Se una qualsiasi delle classi di archiviazione correnti in Kubernetes & contrassegnata come predefinita,
rimuovere I'annotazione modificando la classe di archiviazione.

» Creare almeno una classe di archiviazione per i volumi NetApp con il provisioner Trident CSI. Rendi
predefinita solo una delle classi di archiviazione utilizzando un’annotazione. Cid consentira a un PVC di
utilizzare questa classe di archiviazione quando non & esplicitamente indicata nel manifesto del PVC. Di
seguito & riportato un esempio con I'annotazione.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-standard-k8s
annotations:
storageclass.kubernetes.io/is-default-class: "true"
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "nfs"
allowVolumeExpansion: true

Distribuisci un’applicazione utilizzando OpenShift GitOps (Argo CD)
* Installare I'operatore OpenShift GitOps sul cluster. Fare riferimento alle istruzioni"Qui" .

« Configurare una nuova istanza Argo CD per il cluster. Fare riferimento alle istruzioni"Qui" .

Aprire la console di Argo CD e distribuire un’app. Ad esempio, & possibile distribuire un’app Jenkins utilizzando
Argo CD con un grafico Helm. Durante la creazione dell’applicazione sono stati forniti i seguenti dettagli:
Progetto: cluster predefinito:'https://kubernetes.default.svc' (senza virgolette) Namespace: Jenkins LURL per il
grafico Helm:'https://charts.bitnami.com/bitnami' (senza virgolette)

Protezione dei dati

Questa pagina mostra le opzioni di protezione dei dati per i cluster Managed Red Hat
OpenShift on AWS (ROSA) che utilizzano Astra Control Service. Astra Control Service
(ACS) fornisce un’interfaccia utente grafica di facile utilizzo con cui € possibile
aggiungere cluster, definire le applicazioni in esecuzione su di essi ed eseguire attivita di
gestione dei dati basate sulle applicazioni. E possibile accedere alle funzioni ACS anche
tramite un’API che consente I'automazione dei flussi di lavoro.


https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-helm.html#critical-information-about-astra-trident-24-06
https://github.com/NetApp/trident/tree/master/helm/trident-operator
https://docs.openshift.com/gitops/1.13/installing_gitops/installing-openshift-gitops.html
https://docs.openshift.com/gitops/1.13/argocd_instance/setting-up-argocd-instance.html
https://kubernetes.default.svc'
https://charts.bitnami.com/bitnami'

Astra Control (ACS o ACC) ¢ alimentato da NetApp Trident. Trident integra diversi tipi di cluster Kubernetes,
come Red Hat OpenShift, EKS, AKS, SUSE Rancher, Anthos ecc., con vari tipi di storage NetApp ONTAP ,
come FAS/ AFF, ONTAP Select, CVO, Google Google Cloud NetApp Volumes, Azure NetApp Files e Amazon
FSx ONTAP.

Questa sezione fornisce dettagli sulle seguenti opzioni di protezione dei dati tramite ACS:
* Un video che mostra il backup e il ripristino di un’applicazione ROSA in esecuzione in una regione e |l
ripristino in un’altra regione.

* Un video che mostra lo snapshot e il ripristino di un’applicazione ROSA.

* Dettagli passo passo sull'installazione di un cluster ROSA, Amazon FSx ONTAP, utilizzando NetApp
Trident per l'integrazione con il backend di storage, installando un’applicazione PostgreSQL sul cluster
ROSA, utilizzando ACS per creare uno snapshot dell’applicazione e ripristinandola da esso.

* Un blog che illustra dettagliatamente la creazione e il ripristino da uno snapshot per un’applicazione
MySQL su un cluster ROSA con FSx ONTAP utilizzando ACS.

Backup/Ripristino da backup

Il video seguente mostra il backup di un’applicazione ROSA in esecuzione in una regione e il ripristino in
un’altra regione.

FSx NetApp ONTAP per Red Hat OpenShift Service su AWS

Snapshot/Ripristina da snapshot

Il video seguente mostra come acquisire uno snapshot di un’applicazione ROSA e come ripristinarlo
successivamente.

Snapshot/ripristino per applicazioni su cluster Red Hat OpenShift Service on AWS (ROSA) con storage
Amazon FSx ONTAP

Blog

+ "Utilizzo di Astra Control Service per la gestione dei dati delle app sui cluster ROSA con storage Amazon
FSx"

Dettagli passo passo per creare uno snapshot e ripristinarlo

Configurazione prerequisito

+ "Account AWS"

» "Account Red Hat OpenShift"

« Utente IAM con"permessi appropriati" per creare e accedere al cluster ROSA
* "Interfaccia a riga di comando AWS"

* "ROSA CLI"

* "Interfaccia a riga di comando di OpenShift"(oc)

« VPC con subnet e gateway e percorsi appropriati

* "ROSA Cluster installato"nel VPC


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=01dd455e-7f5a-421c-b501-b01200fa91fd
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=36ecf505-5d1d-4e99-a6f8-b11c00341793
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=36ecf505-5d1d-4e99-a6f8-b11c00341793
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Using-Astra-Control-Service-for-data-management-of-apps-on-ROSA-clusters-with/ba-p/450903
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Using-Astra-Control-Service-for-data-management-of-apps-on-ROSA-clusters-with/ba-p/450903
https://signin.aws.amazon.com/signin?redirect_uri=https://portal.aws.amazon.com/billing/signup/resume&client_id=signup
https://console.redhat.com/
https://www.rosaworkshop.io/rosa/1-account_setup/
https://aws.amazon.com/cli/
https://console.redhat.com/openshift/downloads
https://console.redhat.com/openshift/downloads
https://docs.openshift.com/rosa/rosa_install_access_delete_clusters/rosa_getting_started_iam/rosa-installing-rosa.html

* "Amazon FSx ONTAP"creato nella stessa VPC
» Accesso al cluster ROSA da"Console cloud ibrida OpenShift"

Prossimi passi

1. Crea un utente amministratore ed effettua 'accesso al cluster.

2. Creare un file kubeconfig per il cluster.

3. Installare Trident sul cluster.

4. Creare una configurazione di backend, classe di archiviazione e classe di snapshot utilizzando |l
provisioner Trident CSI.

5. Distribuire un’applicazione PostgreSQL sul cluster.

6. Crea un database e aggiungi un record.

7. Aggiungere il cluster in ACS.

8. Definire I'applicazione in ACS.

9. Crea uno snapshot utilizzando ACS.

10. Eliminare il database nell’applicazione PostgreSQL.
11. Ripristina da uno snapshot tramite ACS.

12. Verifica che I'app sia stata ripristinata dallo snapshot.

1. Crea un utente amministratore e accedi al cluster

Accedi al cluster ROSA creando un utente amministratore con il seguente comando: (E necessario creare un
utente amministratore solo se non ne hai creato uno al momento dell’installazione)

rosa create admin --cluster=<cluster—-name>

Il comando fornira un output simile al seguente. Accedi al cluster utilizzando oc 1ogin comando fornito
nell’output.

W: It is recommended to add an identity provider to login to this cluster.
See 'rosa create idp --help' for more information.

I: Admin account has been added to cluster 'my-rosa-cluster'. It may take up
to a minute for the account to become active.

I: To login, run the following command:

oc login https://api.my-rosa-cluster.abcd.pl.openshiftapps.com:6443 \
--username cluster-admin \

--password FWGYL-2mkJI-00000-00000

E anche possibile accedere al cluster tramite un token. Se al momento della creazione del
cluster € gia stato creato un utente amministratore, & possibile accedere al cluster dalla console

@ Red Hat OpenShift Hybrid Cloud con le credenziali dell’'utente amministratore. Quindi cliccando
nell’angolo in alto a destra dove ¢é visualizzato il nome dell’utente registrato, & possibile ottenere
il oc login comando (accesso token) per la riga di comando.


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/getting-started-step1.html
https://console.redhat.com/openshift/overview

2. Crea un file kubeconfig per il cluster

Seguire le procedure"Qui" per creare un file kubeconfig per il cluster ROSA. Questo file kubeconfig verra
utilizzato in seguito quando aggiungerai il cluster ad ACS.

3. Installa Trident sul cluster

Installare Trident (ultima versione) sul cluster ROSA. Per fare cid, puoi seguire una qualsiasi delle procedure
fornite"Qui" . Per installare Trident tramite helm dalla console del cluster, creare prima un progetto denominato
Trident.

RedHat A? © ©

cluster-admin =

OpenShift Service on AWS

Projects

Y Filter = Mame = l'.l dent J m
a b4
Mame Display name Status Requester Created
@- trident @ Active msaadmis @ Feb 12,2024, 54 PA

Quindi, dalla vista Sviluppatore, crea un repository di grafici Helm. Per il campo URL utilizzare
'https://netapp.github.io/trident-helm-chart' . Quindi creare una versione del timone per
I'operatore Trident .


https://docs.netapp.com/us-en/astra-control-service/get-started/create-kubeconfig.html#create-a-kubeconfig-file-for-red-hat-openshift-service-on-aws-rosa-clusters
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html

Create Helm Chart Repository

Add helm chart repository

Configurevia: % Form view YAML view

Scope type

MNamespaced scoped (ProjectHelmChartReg

®  Clyster scoped (HelmChartRepository

MName *

trident

A uricue name ¥ tha Haln iT e Loy
Display name

Astra Tndent
A w [ ¥ ' r M@ for the Helr mar &0 gt

Description
MNetApp Astra Trident

A descriphion for the Helm Chart repository

Disable usage of the repo in the sveloper catalog

URL *

https://natapp github io/trident-halm --::har:|
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Project; trident ~

Developer Catalog > Helm Charts

Helm Charts

Browse for charts that help manage complex installations and upgrades. Cluster administrators can custs

catalog. Alternatively, developers can try t« figure their ow stom He

I All item All items

Q. Filter by keyv AZ w

Chart Repositories Helm Charts

Astra Tndent (| TRDaNT
OpenShift Heim Trident Operator

Charts (87

A Heln art for deploying
Source MNetApp's Tndent CSl storage

Community (33)

Partner (42)

Red Hat (12

Verificare che tutti i pod Trident siano in esecuzione tornando alla vista Amministratore sulla console e
selezionando i pod nel progetto Trident.




— RedHat
- OpenShift Service on AWS

Project: trident +
#2 Administrator
e Pods
Operators Y Fiter w Naie + |'Se = m
Workloads Name 1 Status Ready Restarts Owner Mem
Pods @ e « SR :
Deployments
@ e & Running 272 @ vsentnoce
DeploymentConfigs 4
StatefulSets Q@ vide SR 4 2/2 @ o -
Secrets -
+ a . o (]3 " = a
ConfigMaps 0 ~
CronJobs @ wice CF @D vrice &
Jobs
@ vice R @D i
DaemonSets giS
ReplicaSets @ tride e SR 2/2 @D vide e
ReplicationControllers -
Q T 2 o @ tride o
HorizontalPodAutoscalers —— ~
PodD tionBudget:
isruptionBudgets ® vide - on ' @ .
Networking @ i e oR q @ tride

4. Crea una configurazione di backend, classe di archiviazione e classe di snapshot utilizzando il provisioner Trident CSI

Utilizzare i file yaml mostrati di seguito per creare un oggetto backend trident, un oggetto classe di
archiviazione e I'oggetto Volumesnapshot. Assicurati di fornire le credenziali del file system Amazon FSx
ONTAP che hai creato, il LIF di gestione e il nome del vserver del tuo file system nel file yaml di configurazione
per il backend. Per ottenere questi dettagli, accedi alla console AWS per Amazon FSx e seleziona il file
system, quindi vai alla scheda Amministrazione. Inoltre, fare clic su Aggiorna per impostare la password per
fsxadmin utente.

@ E possibile utilizzare la riga di comando per creare gli oggetti oppure crearli con i file yaml dalla
console del cloud ibrido.
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FSx » Filesystems 3 fs-049f9a23aac951429
fsx-for-rosa (fs-049f9a23aac951429)

¥ Summary

File system 1D

f5-049f9a23aac951429 (F

ycle state
@ Available

File system type
ONTAP

Deplayment type
Single-AZ

SSD storage capacity
1024 GiB

Throughput capacity
128 MB/s

Provisioned 10PS
3072

Number of HA pairs
1

Availability Zones

us-west-2b (§

Creation time
2024-02-12720:15:23-05:00

Network & security Monitoring & performance Administration

ONTAP administration

Management endpoint - DNS name

management.fs-04919a2322c951429 fsx.us-west-2 amazonaws.com (J

Inter-cluster endpoint - DNS name

Storage virtual machines Volumes

Management endpoint - IP address

10.49.9.135 (3

Inter-cluster endpoint - IP address

ONTAP administrator usemame
fsxadmin (9

ONTAP administrator password

intercluster f5-049f93233ac951429. fsx.us-west-2.amazonaws.com (J 10.49.9.49 (P s ||
o ) F= 10.49.9.251 (3 | e
Configurazione backend Trident
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-nas-secret

type: Opaque
stringData:
username: fsxadmin

password: <password>

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig
metadata:

name: ontap-nas
spec:

version: 1

storageDriverName: ontap-nas

managementLIF: <management 1if>

backendName: ontap-nas
svm: fsx

credentials:

name: backend-tbc-ontap-nas-secret

Classe di archiviazione




apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-nas
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"

allowVolumeExpansion: true

classe snapshot

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: trident-snapshotclass
driver: csi.trident.netapp.io

deletionPolicy: Delete

Verificare che gli oggetti backend, storage class e trident-snapshotclass siano stati creati emettendo i comandi
mostrati di seguito.

A questo punto, una modifica importante da apportare & impostare ontap-nas come classe di archiviazione
predefinita anziché gp3, in modo che I'app PostgreSQL che distribuirai in seguito possa utilizzare la classe di
archiviazione predefinita. Nella console Openshift del tuo cluster, in Storage seleziona StorageClasses.
Modificare I'annotazione della classe predefinita corrente su false e aggiungere I'annotazione
storageclass.kubernetes.io/is-default-class impostata su true per la classe di archiviazione ontap-nas.
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Edit annotations

Key Value

storageclass kubernetes io/is- [ fals]

© Add more

StorageClasses

Name w Search by name

Name Provisioner Reclaim policy

@ gp2 kubernetes.io/aws-ebs Delete

@ gp2-csi ebs.csi.aws.com Delete H
[SCTE ebs.csi.aws.com Delete H
E® gp3-csi ebs.csiaws.com Delete H
@ ontap-nas - Default csitrident.netapp.io Delete H

5. Distribuisci un’applicazione PostgreSQL sul cluster

E possibile distribuire I'applicazione dalla riga di comando come segue:

helm install postgresqgl bitnami/postgresqgl -n postgresqgl --create-namespace
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Se non vedi i pod dell’applicazione in esecuzione, potrebbe essersi verificato un errore dovuto a
di sicurezza.

Correggi I'errore modificando il runAsUser E fsGroup campiin

statefuleset.apps/postgresqgl oggetto con l'uid che si trova nelloutput del oc get

project comando come mostrato di

seqguito.

[ec2-user@ip-10-49-11-132 astra]$ oc get project postgresql -o yaml grep uid-range
openshift.io/sa.scc. : 1081010000/10000

[ec2-user@ip-10-49-11-132 astral]$ oc edit -n postgresql statefulset.apps/postgresql

.statefulset‘apps/postgﬂesql edited

[ec2-user@ip-10-49-11-132 astral$

L'app PostgreSQL deve essere in esecuzione e utilizzare volumi persistenti supportati dallo storage Amazon
FSx ONTAP .




[ec2-user@ip-10-49-11-132 astra]$ oc get pods -n postgresql
NAME READY  STATUS RESTARTS AGE
ostgresql-© 1/1 Running 2mdb6s
[ec2-user@ip-10-49-11-132 astral$ _

kubectl get pvc -n postgresql

ACCESS MODES
-4825-9424-03a9b91195ca

6. Crea un database e aggiungi un record

7. Aggiungi il cluster in ACS

Accedi ad ACS. Selezionare il cluster e fare clic su Aggiungi. Seleziona altro e carica o incolla il file
kubeconfig.
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) Add cluster STEP 1/3: DETAILS

PROVIDER

BT Microsoft Azure &y Google Cloud Platform aws  Amazon Web Services ds Other

KUBECONFIG

@ Please ensure that the kubeconfig used for this cluster has a long-fived token associated with it.

Provide Astra Control access to your Kubernetes clusters by entening a kubeconfig credential. Follow these instructions 3 on how to create
a dedicated admin-role kubeconfig,

Upload file Paste or type

Fare clic su Avanti e selezionare ontap-nas come classe di archiviazione predefinita per ACS. Fare clic su
Avanti, rivedere i dettagli e Aggiungere il cluster.

@ Add cluster STEP 2/3: STORAGE »

L ——
STORAGE

v Assign a new default storage class

The following storage classes are available on the cluster.

Set default Storage class Storage provisioner Reclaim policy Binding mode Eligibility
gp< KUDEITIEES.I0/dWs -80S veiele WAIlFOTFIrst onsumer AN \_ll(:.‘\_\glb\l:‘_
gp2-csi ebs.csi.aws.com Delete WaitForFirstConsumer (») Eligible
gp3 ebs.csi.aws.com Delete WaitForFirstConsumer &) Eligible
gp3-csi ebs.csi.aws.com Delete WaitForFirstConsumer () Eligible

a ontap-nas Default csi.tndent.netapp.io Delete Immediate (&) Eligible
€« Back Next -

8. Definire 'applicazione in ACS

Definire I'applicazione PostgreSQL in ACS. Dalla landing page, seleziona Applicazioni, Definisci e compila i
dettagli appropriati. Fare clic su Avanti un paio di volte, rivedere i dettagli e fare clic su Definisci.
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L'applicazione viene aggiunta ad ACS.

2 Add cluster

STORAGE

v Assign a new default storage class

STEP 2/3: STORAGE

€ Back

Next

The following storage classes are available on the cluster.

Set default Storage class Storage provisioner Reclaim policy Binding mode Eligibility
gp< RKUDEIMEWES.I0/dWs-els veigle WAIlFOTFIrst onsumer _I_E\_\HPL\-:
gp2-csi ebs.csi.aws.com Delete WaitForFirstConsumer (~) Eligible
gp3 ebs.csi.aws.com Delete WaitForFirstConsumer v) Eligible
gp3-csi ebs.csi.aws.com Delete WaitForFirstConsumer (v) Eligible

a ontap-nas Default csi.tndent.netapp.io Delete Immediate (v) tligible

9. Crea uno snapshot utilizzando ACS

Esistono molti modi per creare uno snapshot in ACS. E possibile selezionare I'applicazione e creare uno

snapshot dalla pagina che mostra i dettagli dell’applicazione. E possibile fare clic su Crea snapshot per creare

uno snapshot su richiesta o configurare un criterio di protezione.

Per creare uno snapshot on-demand, basta cliccare su Crea snapshot, specificare un nome, esaminare i

dettagli e cliccare su Snapshot. Una volta completata I'operazione, lo stato dello snapshot cambia in Integro.

3 Dashboard Data protection

Actions ¥
\i_@ Applications

@ Clusters
Y Cloud instances Name

B Buckets

8 Account

[

Activity

93‘ Support

Storage Resources Execution hooks Activity Tasks

==

v Configure protection policy O 2
0-0.0f 0 entrie 1]
State On-Schedule / On-Demand Created t Actions

You don’t have any snapshots

After vou have created a snapshot it will be listed here
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L= o =] A
E] Dashboard
“\~ APPLICATION STATUS 4 APPLICATION PROTECTION
Applications
-'~".-V!I'dU!‘.' Partially prote ted No scheduled protection [--'-In'-,'
{:f] Clusters
Cloud instances ™ postgresq O api-rosa-clusterl-nnSw-pl
[CJ Buckets Data protection Storage Resources Execution hooks Activity Tasks
Actions ¥ o Configure protection policy o 8
Account
[E] Activity
Name State On-Schedule / On-Demand Created t Actions
Support
postgresql-snapshot-20240213154610 {ealthy ©)]

10. Elimina il database nell’applicazione PostgreSQL

Accedi nuovamente a PostgreSQL, elenca i database disponibili, elimina quello creato in precedenza ed
esegui nuovamente I'elenco per assicurarti che il database sia stato eliminato.

ICU Locale |

11. Ripristina da uno snapshot utilizzando ACS

Per ripristinare I'applicazione da uno snapshot, vai alla landing page dell'interfaccia utente di ACS, seleziona
I'applicazione e seleziona Ripristina. E necessario scegliere uno snapshot o un backup da cui effettuare il
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ripristino. (In genere, ne verrebbero creati piu di uno in base a una policy configurata). Effettuare le scelte
appropriate nelle schermate successive e quindi fare clic su Ripristina. Dopo il ripristino dall'istantanea, lo
stato dell’applicazione passa da Ripristino in corso a Disponibile.

£ Dashboard
Snapshot
© Applications
Back up
) Clusters =\ APPLICATION STATUS % APPLICATION PROTECTION &
one
O Sioad wistanoss 2 Avalable (@ Partially protected i\ Noscheduled protect ..
Definition Juster Unmanage
o W postgresql O ng-lom—duster!—nn$w—EI—oE “
t} Buckets
Data protection Storage Resources Execution hooks Activity Tasks
8, Account
E] Activity Actions ~ @ Configure protection policy (o] 8
GG Support 1-1 of 1 entrie: ['
Name State On-Schedule / On-Demand Created t Actions
postgresql-snapshot-20240213164912 ~) Healthy On-Demand 2024/02/13 16:50 UTC
<
RESTORE TYPE
Restore the application to new namespaces on any available cluster or to original namespaces on the original cluster.
Restore to new namespaces ® Restore to original namespaces
RESTORE SOURCE
Select a snapshot or backup to restore the application to a previous state.
Time range V = ' 3 snapshots & Backups
Application snapshot Snapshot state On-Schedule / On-Demand Created *
@ postgresql-snapshot-20240213164912 (¥) Healthy On-Demand 2024/02/13 16:50 UTC
Cancel Next -
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Ix] Dashboard ~
(&) postgresgl ~

Applications

A~ APPLICATION STATUS

£yl Clusters

Available
Cloud instances

B postgresq
| Buckets

Data protection Storage

Account
v o Configure protection policy

B Activity Actions

G Support

esources Execution hoc

ks

‘; APPLICATION PROTECTION

N¢

(&)

Tasks

Activity

Created 1

Actions

scheduled protection policy

o 2

)

Actions

12. Verifica che la tua app sia stata ripristinata dallo snapshot

Accedi al client PostgreSQL e dovresti ora vedere la tabella e il record nella tabella che avevi in precedenza.
Questo ¢ tutto. Basta cliccare su un pulsante e la tua applicazione verra ripristinata a uno stato precedente.
Ecco quanto & semplice per i nostri clienti il nostro lavoro con Astra Control.

Migrazione dei dati

Questa pagina mostra le opzioni di migrazione dei dati per i carichi di lavoro dei container
sui cluster Managed Red Hat OpenShift utilizzando FSx ONTAP per 'archiviazione

persistente.
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Migrazione dei dati

Il servizio Red Hat OpenShift su AWS e Amazon FSx for NetApp ONTAP (FSx ONTAP) fanno parte del
portafoglio di servizi di AWS. FSx ONTAP ¢ disponibile nelle opzioni Single AZ o Multi-AZ. L'opzione Multi-Az
garantisce la protezione dei dati in caso di guasti della zona di disponibilita. FSx ONTAP pu0 essere integrato
con Trident per fornire storage persistente per le applicazioni sui cluster ROSA.

Integrazione di FSx ONTAP con Trident utilizzando il grafico Helm
Integrazione del cluster ROSA con Amazon FSx ONTAP
La migrazione delle applicazioni container comporta:

* Volumi persistenti: questo pud essere ottenuto utilizzando BlueXP. Un’altra opzione € quella di utilizzare
Trident Protect per gestire le migrazioni delle applicazioni container dall’ambiente locale a quello cloud.
L’automazione pud essere utilizzata per lo stesso scopo.

» Metadati dell’applicazione: questo puo essere ottenuto utilizzando OpenShift GitOps (Argo CD).

Failover e fail-back delle applicazioni sul cluster ROSA utilizzando FSx ONTAP per I’archiviazione
persistente

Il video seguente € una dimostrazione di scenari di failover e fail-back delle applicazioni utilizzando BlueXP e
Argo CD.

Failover e fail-back delle applicazioni sul cluster ROSA

Soluzione di protezione e migrazione dei dati per carichi di lavoro OpenShift Container

AWS Cloud
p—
Region: Datacenter 1
O e
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=621ae20d-7567-4bbf-809d-b01200fa7a68
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=e9a07d79-42a1-4480-86be-b01200fa62f5

Ulteriori soluzioni NetApp Hybrid Multicloud per carichi di
lavoro Red Hat OpenShift

Soluzioni aggiuntive

Ulteriori soluzioni sono disponibili nelle seguenti sezioni:
Per le soluzioni Red Hat OpenShift Container, vedere"Qui" .

Per le soluzioni Red Hat OpenShift Virtualization in sede, vedere"Qui" .
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