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TR-4955: Disaster Recovery con FSx ONTAP e
VMC (AWS VMware Cloud)

Disaster Recovery Orchestrator (DRO; una soluzione con script e interfaccia utente) pud
essere utilizzato per ripristinare senza problemi i carichi di lavoro replicati da locale a FSx
ONTAP. DRO automatizza il ripristino dal livello SnapMirror , tramite la registrazione della
VM su VMC, fino alle mappature di rete direttamente su NSX-T. Questa funzionalita é
inclusa in tutti gli ambienti VMC.

Niyaz Mohamed, NetApp

Panoramica

Il disaster recovery nel cloud &€ un modo resiliente ed economico per proteggere i carichi di lavoro da
interruzioni del sito ed eventi di danneggiamento dei dati (ad esempio, ransomware). Grazie alla tecnologia
NetApp SnapMirror , i carichi di lavoro VMware on-premise possono essere replicati su FSx ONTAP in
esecuzione su AWS.

Disaster Recovery Orchestrator (DRO; una soluzione con script e interfaccia utente) puo essere utilizzato per
ripristinare senza problemi i carichi di lavoro replicati da locale a FSx ONTAP. DRO automatizza il ripristino dal
livello SnapMirror , tramite la registrazione della VM su VMC, fino alle mappature di rete direttamente su NSX-
T. Questa funzionalita & inclusa in tutti gli ambienti VMC.
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Distribuisci e configura VMware Cloud su AWS

"VMware Cloud su AWS"fornisce un’esperienza cloud-native per carichi di lavoro basati su VMware
nell’ecosistema AWS. Ogni VMware Software-Defined Data Center (SDDC) viene eseguito in un Amazon
Virtual Private Cloud (VPC) e fornisce uno stack VMware completo (incluso vCenter Server), networking
software-defined NSX-T, storage software-defined vSAN e uno o piu host ESXi che forniscono risorse di
elaborazione e storage ai carichi di lavoro. Per configurare un ambiente VMC su AWS, seguire i passaggi
riportati di seguito”collegamento” . Per scopi DR & possibile utilizzare anche un gruppo di spie luminose.

@ Nella versione iniziale, DRO supporta un cluster di spie luminose esistente. La creazione di
SDDC su richiesta sara disponibile in una prossima versione.

Fornire e configurare FSx ONTAP
Amazon FSx ONTAP & un servizio completamente gestito che fornisce un archivio file altamente affidabile,

scalabile, ad alte prestazioni e ricco di funzionalita, basato sul famoso file system NetApp ONTAP . Segui i
passaggi qui“collegamento” per fornire e configurare FSx ONTAP.

Distribuisci e configura SnapMirror su FSx ONTAP

Il passaggio successivo consiste nell'utilizzare NetApp BlueXP e individuare l'istanza FSx ONTAP su AWS
fornita e replicare i volumi del datastore desiderati da un ambiente locale a FSx ONTAP con la frequenza
appropriata e la conservazione delle copie Snapshot NetApp :
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Per configurare BlueXP, segui i passaggi indicati in questo link. E anche possibile utilizzare NetApp ONTAP
CLI per pianificare la replica seguendo questo collegamento.

@ Una relazione SnapMirror € un prerequisito e deve essere creata in anticipo.


https://www.vmware.com/products/vmc-on-aws.html
vmw-aws-vmc-setup.html
vmw-aws-vmc-nfs-ds-overview.html

Installazione DRO

Per iniziare a usare DRO, utilizza il sistema operativo Ubuntu su un’istanza EC2 o una macchina virtuale
designata per assicurarti di soddisfare i prerequisiti. Quindi installare il pacchetto.

Prerequisiti

« Assicurarsi che esista la connettivita con i sistemi vCenter e di storage di origine e di destinazione.

» Se si utilizzano nomi DNS, & necessario che sia attiva la risoluzione DNS. In caso contrario, &€ necessario
utilizzare indirizzi IP per i sistemi vCenter e di storage.

« Creare un utente con permessi di root. E possibile utilizzare sudo anche con un’istanza EC2.

Requisiti OS
* Ubuntu 20.04 (LTS) con un minimo di 2 GB e 4 vCPU
* | seguenti pacchetti devono essere installati sulla VM dell’agente designata:
o Docker
o Docker-compose

qu

Cambia i permessi su docker.sock : sudo chmod 666 /var/run/docker.sock.

@ IL deploy. sh lo script esegue tutti i prerequisiti richiesti.

Installa il pacchetto

1. Scaricare il pacchetto di installazione sulla macchina virtuale designata:

git clone https://github.com/NetApp/DRO-AWS.git

@ L'agente puo essere installato in locale o all'interno di una VPC AWS.

2. Decomprimi il pacchetto, esegui lo script di distribuzione e inserisci I'lP dell’host (ad esempio, 10.10.10.10).
tar xvf DRO-prereq.tar

3. Passare alla directory ed eseguire lo script di distribuzione come segue:
sudo sh deploy.sh

4. Accedi all’interfaccia utente tramite:



https://<host-ip-address>
con le seguenti credenziali predefinite:

Username: admin

Password: admin

@ La password pu0 essere modificata utilizzando 'opzione "Cambia password".

M NetApp FS\(F‘:
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Configurazione DRO

Dopo aver configurato correttamente FSx ONTAP e VMC, € possibile iniziare a configurare DRO per
automatizzare il ripristino dei carichi di lavoro locali su VMC utilizzando le copie SnapMirror di sola lettura su

FSx ONTAP.

NetApp consiglia di distribuire 'agente DRO in AWS e anche nella stessa VPC in cui € distribuito FSx ONTAP
(pud anche essere connessa tramite peer), in modo che I'agente DRO possa comunicare tramite la rete con i
componenti locali e con le risorse FSx ONTAP e VMC.

Il primo passo ¢ individuare e aggiungere le risorse on-premise e cloud (sia vCenter che storage) a DRO.
Aprire DRO in un browser supportato e utilizzare il nome utente e la password predefiniti (admin/admin) e
Aggiungi siti. E possibile aggiungere siti anche tramite 'opzione Scopri. Aggiungere le seguenti piattaforme:

* In sede
o vCenter locale

o Sistema di archiviazione ONTAP



* Nuvola
o VMC vCenter
o FSx ONTAP

M NetApp Disaster Recovery Orchestrator o Dashboard Discover Resource Groups Replication Plans Job Monitoring

Add New Site o Site Type @ Site Details @ vCenter Details @ Storage Details *

Site Type

= O

Source Destination

Continue

M NetApp Disaster Recovery Orchestrator %o Dashboard Discover Resource Groups Replication Plans Job Monitoring

Site Type Site Location
2. 2 4 2 = @ = @
Sites vCenters Storages
Source Destination On Prem Cloud

Site Name - Site Type = = | vCenter S Storage © VM List Discovery Status
Cloud Destination Cloud 1 1 + 4423522388 (2) Success
On Pram Source On Prem 1 1 View VM List = 172.21.253.960 (=) Success

Una volta aggiunto, DRO esegue la rilevazione automatica e visualizza le VM che dispongono delle repliche
SnapMirror corrispondenti dall’archiviazione di origine a FSx ONTAP. DRO rileva automaticamente le reti e i
gruppi di porte utilizzati dalle VM e li popola.
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Il passaggio successivo consiste nel raggruppare le VM necessarie in gruppi funzionali che fungeranno da
gruppi di risorse.

Raggruppamenti di risorse

Dopo aver aggiunto le piattaforme, & possibile raggruppare le VM che si desidera ripristinare in gruppi di
risorse. | gruppi di risorse DRO consentono di raggruppare un set di VM dipendenti in gruppi logici che
contengono i relativi ordini di avvio, ritardi di avvio e convalide facoltative delle applicazioni che possono
essere eseguite al momento del ripristino.

Per iniziare a creare gruppi di risorse, completare i seguenti passaggi:

1. Accedi a Gruppi di risorse e fai clic su Crea nuovo gruppo di risorse.
In Nuovo gruppo di risorse, seleziona il sito di origine dal menu a discesa e fai clic su Crea.
Fornisci Dettagli del gruppo di risorse e fai clic su Continua.

Selezionare le VM appropriate utilizzando I'opzione di ricerca.

o > 0N

Selezionare I'ordine di avvio e il ritardo di avvio (secondi) per le VM selezionate. Imposta I'ordine della
sequenza di accensione selezionando ogni VM e impostandone la priorita. Tre € il valore predefinito per
tutte le VM.

Le opzioni sono le seguenti:

1 — La prima macchina virtuale ad accendersi 3 — Predefinito 5 — L'ultima macchina virtuale ad accendersi

6. Fare clic su Crea gruppo di risorse.



Replication Plans Job Monitoring

i NetApp Disaster Recovery Orchestrator *,  Dashboard | Discover

. : ) o] 3
Resource Group Site vCenter Virtual Machines
1 Resource Group Q o Create New Resource Group |

= Source vCenter

Resource Group Name

DemoRG1 On Prem 172.21.253.160 View VM List

Piani di replicazione

E necessario un piano per ripristinare le applicazioni in caso di disastro. Selezionare le piattaforme vCenter di
origine e di destinazione dal menu a discesa e scegliere i gruppi di risorse da includere in questo piano,
insieme al raggruppamento delle modalita di ripristino e accensione delle applicazioni (ad esempio, controller
di dominio, quindi livello 1, quindi livello 2 e cosi via). Tali piani sono talvolta chiamati anche blueprint. Per
definire il piano di ripristino, accedere alla scheda Piano di replica e fare clic su Nuovo piano di replica.

Per iniziare a creare un piano di replicazione, completare i seguenti passaggi:

1. Accedi a Piani di replicazione e fai clic su Crea nuovo piano di replicazione.

Ry ans Job Monitoring

M NetApp Disaster Recovery Orchestrator “x Dashboard Discover Resource Groups

Source Details Destination Details

1 ) 1 B @ of @1
Replication Plans Resource Groups Sites vCenters Sites vCenters
1 Replication Pian Q9 Create New Replication Plan I

= Active Site

Resource Groups

(2 Source () Active (© Healthy On Prem Cloud

2. In Nuovo piano di replica, specificare un nome per il piano e aggiungere i mapping di ripristino
selezionando il sito di origine, il vCenter associato, il sito di destinazione e il vCenter associato.



M NetApp Disaster Recovery Orchestrator s Dashboard Discover Resource Groups Replication Plans Job Monitoring

Create New Replication

Pl o Replication Plan and Site Details @ Select Resource Groups @ Set Execution Order @ Set VM Details x
an

Replication Plan Details

Plan Name
Recovery Mapping
Source Site Destination Site
Select Source Site v Select Destination Site
Source vCenter Destination vCenter
Select Source vCenter - Select Destination vCenter

create successful replication plan

I O Pre-requisite - You must configure SnapMirror relationships between the source site and target site to

Continue

3. Una volta completata la mappatura del ripristino, selezionare la mappatura del cluster.

M NetApp Disaster Recovery Orchestrator b Dashboard Discover Resource Groups Replication Plans Job Monitering

Create New Replication

@ Replication Pian and Site Details (2) select Resource Groups (3) sst Execution Order (@) set VM Details x
Plan ~

Replication Plan Details

Plan Name
DemoRP
Recovery Mapping
Source Site Destination Site
On Prem - Cloud
Source vCenter Destination vCenter
172.21.253.160 - 44.235.223.88
Cluster Mapping
Source Site Resource Destination Site Resource
TempCluster - Cluster-1 - Add
Source Resource Destination Resource
A300-Cluster01 Cluster-1 Delete

Continue

4. Selezionare Dettagli gruppo di risorse e fare clic su Continua.

5. Imposta I'ordine di esecuzione per il gruppo di risorse. Questa opzione consente di selezionare la
sequenza delle operazioni quando sono presenti pit gruppi di risorse.

6. Una volta terminato, seleziona la mappatura di rete sul segmento appropriato. | segmenti dovrebbero
essere gia predisposti in VMC, quindi seleziona il segmento appropriato per mappare la VM.

7. In base alla selezione delle VM, vengono selezionate automaticamente le mappature dei datastore.



SnapMirror € al livello del volume. Pertanto, tutte le VM vengono replicate nella destinazione
di replica. Assicurati di selezionare tutte le VM che fanno parte del datastore. Se non
vengono selezionate, vengono elaborate solo le VM che fanno parte del piano di replica.
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8. Nei dettagli della VM & possibile ridimensionare facoltativamente i parametri CPU e RAM della VM; questa
opzione puod essere molto utile quando si ripristinano ambienti di grandi dimensioni in cluster di
destinazione piu piccoli o per eseguire test DR senza dover predisporre un’infrastruttura VMware fisica uno
a uno. Inoltre, & possibile modificare I'ordine di avvio e il ritardo di avvio (secondi) per tutte le VM
selezionate nei gruppi di risorse. Esiste un’opzione aggiuntiva per modificare I'ordine di avvio se sono
necessarie modifiche rispetto a quelle selezionate durante la selezione dell’ordine di avvio del gruppo di
risorse. Per impostazione predefinita, viene utilizzato I'ordine di avvio selezionato durante la selezione del
gruppo di risorse; tuttavia, € possibile apportare modifiche in questa fase.



M NetApp Disaster Recovery Orchestrator oy Dashboard Discover Resource Groups Replication Plans Job Monitoring

Create New Replication Plan ~ | Replication Plan and Site Details ) Select Resource Groups ) SetExecution Order () Set VM Details 2
VM Details
3vMs o
lame Boot Order @

VM N No. of CPUs Memory (MB) NIC/IP i

Resource Group : DemoRG1

Mini_Test01 1 2048 Static ) 3
® Dynamic

Mini_Test02 1 2048 Static ) 2
® Dynamic

Mini_Test03 /| 2048 J Static ) g
® Dynamic

Previous Create Replication Plan |

9. Fare clic su Crea piano di replicazione.

M NetApp Disaster Recovery Orchestrator o Dashboard Discover Resource Groups e ns Job Monitoring

Source Details Destination Details
2 ] B @1 B @1
Replication Plans Resource Groups aihtes ety Sies UCaars

2 Replication Plans a9 Create New Replication Plan

DemoRP (@) Source @ Active (D) Not Available On Prem Cloud Resource Groups
DemoRP (%) Source @ Active (2) Heaithy On Prem Cloud Resource Groups

Dopo aver creato il piano di replicazione, € possibile utilizzare I'opzione failover, I'opzione test-failover o
I'opzione migrazione, a seconda dei requisiti. Durante le opzioni di failover e test-failover, viene utilizzata la
copia Snapshot SnapMirror piu recente oppure € possibile selezionare una copia Snapshot specifica da una
copia Snapshot point-in-time (in base ai criteri di conservazione di SnapMirror). L’'opzione point-in-time pud
essere molto utile se si sta affrontando un evento di corruzione come un ransomware, in cui le repliche piu
recenti sono gia compromesse o crittografate. DRO mostra tutti i punti disponibili nel tempo. Per attivare il
failover o il failover di prova con la configurazione specificata nel piano di replica, € possibile fare clic su
Failover o Failover di prova.

10



M NetApp Disaster Recovery Orchestrator Dashboard Discover Resource Groups Replication Plans Job Manitoring

Source Details Destination Details
. ! a8 @1 B @1
Replication Plans Resource Groups Ehei ol ey  rere

2 Replication Plans Q9 Create New Replication Plan

Plan Name Status Compliance Source Site - Destination Site

DemoRP () Seurce ) Active (&) Healthy On Prem Cloud Resource Groups [e5)]
Plan Details
DemoRP () Source ) Active (© Healthy On Prem Cloud Resource
Edit Plan
Fallover
Test Failover
Migrate

Run Compliance

Delete Plan

Failover Details X

Volume Snapshot Details

|O Use latest snapshot ©
Select specific snapshot @

Start Failover

Il piano di replicazione pud essere monitorato nel menu delle attivita:
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M NetApp Disaster Recovery Orchestrator o Dashboard Discover Resource Groups Replication Plans Job Monitoring

Back
Failover Steps
Replication Plan: DemoRP
v Breaking SnapMirror relationships (in parallel) @Sucmss 11.3 Seconds (&
v Mounting volumes and creating datastores (in parallel) @Su:cess 347 Seconds (D
v Registering VMs (in parallel) @Suc:ess 13.2 Seconds ©
R Powering on VM in protection group - DemoRG1 - in target (<) Success 95.8 Seconds (O
v Updating replication status () Success 0.5 Seconds (D

Dopo I'attivazione del failover, gli elementi recuperati possono essere visualizzati nel VMC vCenter (VM, reti,
datastore). Per impostazione predefinita, le VM vengono ripristinate nella cartella Workload.
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Il failback puo essere attivato a livello del piano di replicazione. Per un failover di test, &€ possibile utilizzare
I'opzione tear-down per annullare le modifiche e rimuovere la relazione FlexClone . Il failback correlato al
failover & un processo in due fasi. Selezionare il piano di replicazione e selezionare Sincronizzazione dati
inversa.
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N NetApp Dashboard Discover Resource Groups

Disaster Recovery Orchestrator

Replication Plans Job Manitoring

Source Details

&

Sites

Replication Plans . Resource Groups

2 Replication Plang

Destination Details

P E]

vCenters

@1

vCenters

Destination Site

DemoRP -‘_'-_} Destination () Running In Failover h (:) Healthy

DemoRP (2 Source () Active (2 Healthy

Dashboard Discover Resource Groups

Disaster Recovery Orchestrator >

M NetApp

On Prem Cloud G

Resource Groups

Plan Details

Cloud Rosource

On Prem

Reverse Data Sync

Repiication Plans Job Monitoring

Back
Reverse Data Sync Steps
Replication Plan: DemoRP
v Powering off VMs in protection group - DemoRG1 - in source ) Inprogress -
v Reversing SnapMirror relationships (in paraliel) + Initialized -®©

Una volta completato, € possibile attivare il failback per tornare al sito di produzione originale.

N NetApp Dashboard Discover Resource Groups

Disaster Recovery Orchestrator

Job Monitoring

Source Details

B

Sites

=Y 2

Replication Plans Resource Groups
2 Replication Plans

Plan Name Active Site

Compliance

Destination Details

(PR

vCenters

@1

vCenters

(a1

Sites

@ o

DemoRP () Destination (&) Active (©) Healthy

DemoRP () Source () Active (2 Healthy

On Prem Cloud Resource Groups

@

Plan Details

On Prem Cloud Resource
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M NetApp Disaster Recovery Orchestrator i Dashboard Discover Resource Groups Replication Plans Job Monitoring

Back
Failback Steps
Replication Plan: DemoRP
v Powering off VMs in protection group - DemoRG1 - in target ( Inprogress =@
v Unregistering VMs in target (in parallel) v Initialized -
v Unmounting volumes in target (in paralief)  Initialized -
~ Breaking reverse SnapMirror relationships (in parallel) v Initialized -
Vv Updating VM networks (in parallel) + Initialized -@
v Powering on VMs in protection group - DemoRG1 - in source ~ Initialized -@
v Deleting reverse SnapMirror relationships (in paraliel) + Initialized -0
~ Resuming SnapMirror relationships to target (in parallef) + Initialized -@

Da NetApp BlueXP, possiamo vedere che lo stato di replicazione si € interrotto per i volumi appropriati (quelli
che erano stati mappati su VMC come volumi di lettura-scrittura). Durante il failover di prova, DRO non mappa
il volume di destinazione o di replica. Al contrario, crea una copia FlexClone dell'istanza SnapMirror (o
Snapshot) richiesta ed espone l'istanza FlexClone , che non consuma ulteriore capacita fisica per FSx ONTAP.
Questo processo garantisce che il volume non venga modificato e che i processi di replica possano continuare
anche durante i test DR o i flussi di lavoro di triage. Inoltre, questo processo garantisce che, se si verificano
errori 0 vengono recuperati dati danneggiati, il ripristino pud essere ripulito senza il rischio che la replica venga
distrutta.
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Recupero da ransomware

Recuperare i dati da un ransomware puo essere un compito arduo. Nello specifico, pud essere difficile per le
organizzazioni IT individuare con precisione il punto di ritorno sicuro e, una volta determinato, proteggere i
carichi di lavoro recuperati da attacchi ricorrenti, ad esempio da malware inattivi o applicazioni vulnerabili.

DRO risolve questi problemi consentendoti di ripristinare il tuo sistema da qualsiasi momento disponibile. E
anche possibile ripristinare i carichi di lavoro su reti funzionali ma isolate, in modo che le applicazioni possano
funzionare e comunicare tra loro in una posizione in cui non siano esposte al traffico nord-sud. In questo modo,
il tuo team addetto alla sicurezza avra a disposizione un luogo sicuro in cui svolgere analisi forensi e
assicurarsi che non vi siano malware nascosti o inattivi.

Benefici

« Utilizzo della replica efficiente e resiliente SnapMirror .
* Ripristino in qualsiasi momento disponibile con conservazione della copia Snapshot.

» Automazione completa di tutti i passaggi necessari per ripristinare centinaia o migliaia di VM dalle fasi di
archiviazione, elaborazione, rete e convalida delle applicazioni.

* Ripristino del carico di lavoro con la tecnologia ONTAP FlexClone utilizzando un metodo che non modifica
il volume replicato.

o Evita il rischio di danneggiamento dei dati per volumi o copie Snapshot.
o Evita interruzioni della replicazione durante i flussi di lavoro dei test DR.

o Potenziale utilizzo dei dati DR con risorse di cloud computing per flussi di lavoro che vanno oltre il DR,
come DevTest, test di sicurezza, test di patch o aggiornamento e test di correzione.

» Ottimizzazione di CPU e RAM per contribuire a ridurre i costi del cloud consentendo il ripristino su cluster
di elaborazione piu piccoli.

15
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