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VMware per il cloud pubblico

Panoramica di NetApp Hybrid Multicloud con VMware

La maggior parte delle organizzazioni IT segue I'approccio cloud-first ibrido. Queste
organizzazioni si trovano in una fase di trasformazione e i clienti stanno valutando il loro
attuale panorama IT e poi migrando i loro carichi di lavoro sul cloud in base all’esercizio
di valutazione e individuazione.

| fattori che spingono i clienti a migrare verso il cloud possono includere elasticita e burst, uscita dal data
center, consolidamento del data center, scenari di fine vita, fusioni, acquisizioni e cosi via. Il motivo di questa
migrazione puo0 variare in base a ciascuna organizzazione e alle rispettive priorita aziendali. Quando si passa
al cloud ibrido, & molto importante scegliere lo storage giusto nel cloud per sfruttare al massimo la potenza e
I'elasticita dell'implementazione del cloud.

Opzioni VMware Cloud nel cloud pubblico

Questa sezione descrive in che modo ciascun provider cloud supporta uno stack VMware Software Defined
Data Center (SDDC) e/o VMware Cloud Foundation (VCF) all'interno delle rispettive offerte di cloud pubblico.

Soluzione Azure VMware

Azure VMware Solution € un servizio cloud ibrido che consente di avere VMware SDDC completamente
funzionanti all'interno del cloud pubblico Microsoft Azure. Azure VMware Solution &€ una soluzione proprietaria
completamente gestita e supportata da Microsoft, verificata da VMware, che sfrutta I'infrastruttura di Azure. Cio
significa che quando viene distribuita la soluzione Azure VMware, i clienti ottengono ESXi di VMware per la
virtualizzazione del calcolo, vSAN per 'archiviazione iperconvergente e NSX per la rete e la sicurezza, il tutto
sfruttando la presenza globale di Microsoft Azure, le strutture dei data center leader del settore e la vicinanza
al ricco ecosistema di servizi e soluzioni Azure nativi.

VMware Cloud su AWS

VMware Cloud on AWS porta il software SDDC di classe enterprise di VMware su AWS Cloud con accesso
ottimizzato ai servizi AWS nativi. Basato su VMware Cloud Foundation, VMware Cloud on AWS integra i
prodotti di virtualizzazione di rete, storage ed elaborazione di VMware (VMware vSphere, VMware vSAN e
VMware NSX) insieme alla gestione di VMware vCenter Server, ottimizzati per 'esecuzione su infrastrutture
AWS dedicate, elastiche e bare-metal.

Motore VMware di Google Cloud

Google Cloud VMware Engine € un’offerta Infrastructure-as-a-Service (laaS) basata sull'infrastruttura scalabile
ad alte prestazioni di Google Cloud e sullo stack VMware Cloud Foundation: VMware vSphere, vCenter, vSAN
e NSX-T. Questo servizio consente un rapido accesso al cloud, migrando o estendendo senza problemi i
carichi di lavoro VMware esistenti dagli ambienti on-premise a Google Cloud Platform, senza i costi, gli sforzi o
i rischi di riprogettare le applicazioni o riorganizzare le operazioni. Si tratta di un servizio venduto e supportato
da Google, in stretta collaborazione con VMware.

@ Il cloud privato SDDC e la colocation NetApp Cloud Volumes garantiscono le migliori prestazioni
con una latenza di rete minima.



Lo sapevate?

Indipendentemente dal cloud utilizzato, quando viene distribuito un VMware SDDC, il cluster iniziale include i
seguenti prodotti:
* VMware ESXi ospita per la virtualizzazione del calcolo con un’appliance vCenter Server per la gestione

« Archiviazione iperconvergente VMware vSAN che incorpora le risorse di archiviazione fisica di ciascun
host ESXi

* VMware NSX per reti e sicurezza virtuali con un cluster NSX Manager per la gestione

Configurazione di archiviazione

Per i clienti che intendono ospitare carichi di lavoro ad alta intensita di storage e scalare su qualsiasi soluzione
VMware ospitata nel cloud, l'infrastruttura iperconvergente predefinita impone che I'espansione riguardi sia le
risorse di elaborazione che quelle di storage.

Grazie all'integrazione con NetApp Cloud Volumes, come Azure NetApp Files, Amazon FSx ONTAP, Cloud
Volumes ONTAP (disponibile in tutti e tre i principali hyperscaler) e Google Cloud NetApp Volumes per Google
Cloud, i clienti hanno ora la possibilita di scalare separatamente e in modo indipendente il proprio storage e di
aggiungere nodi di elaborazione al cluster SDDC solo quando necessario.

Note:

» VMware sconsiglia configurazioni di cluster sbilanciate, pertanto espandere lo storage significa aggiungere
piu host, il che implica un TCO maggiore.

« E possibile un solo ambiente vSAN. Pertanto, tutto il traffico di archiviazione sara in diretta competizione
con i carichi di lavoro di produzione.

* Non & possibile fornire piu livelli di prestazioni per allineare requisiti, prestazioni e costi delle applicazioni.

« E molto facile raggiungere i limiti della capacita di archiviazione di vSAN costruito sugli host del cluster.
Utilizza NetApp Cloud Volumes per scalare lo storage in modo da ospitare set di dati attivi o suddividere i
dati piu freddi in storage persistente.

Azure NetApp Files, Amazon FSx ONTAP, Cloud Volumes ONTAP (disponibile in tutti e tre i principali
hyperscaler) e Google Cloud NetApp Volumes per Google Cloud possono essere utilizzati insieme alle VM
guest. Questa architettura di storage ibrida & costituita da un datastore vSAN che contiene il sistema operativo
guest e i dati binari dell'applicazione. | dati dell’applicazione vengono collegati alla VM tramite un iniziatore
iISCSI basato su guest o tramite i mount NFS/SMB che comunicano direttamente rispettivamente con Amazon
FSx ONTAP, Cloud Volume ONTAP, Azure NetApp Files e Google Cloud NetApp Volumes per Google Cloud.
Questa configurazione consente di superare facilmente le sfide relative alla capacita di archiviazione, poiché
con vSAN lo spazio libero disponibile dipende dallo spazio libero e dai criteri di archiviazione utilizzati.

Consideriamo un cluster SDDC a tre nodi su VMware Cloud on AWS:

* La capacita grezza totale per un SDDC a tre nodi & pari a 31,1 TB (circa 10 TB per ciascun nodo).
* Lo spazio libero da mantenere prima di aggiungere host aggiuntivi = 25% = (0,25 x 31,1 TB) = 7,7 TB.
» Capacita raw utilizzabile dopo la deduzione dello spazio libero = 23,4 TB

* Lo spazio libero effettivo disponibile dipende dalla politica di archiviazione applicata.
Per esempio:

o RAID 0 = spazio libero effettivo = 23,4 TB (capacita raw utilizzabile/1)



> RAID 1 = spazio libero effettivo = 11,7 TB (capacita raw utilizzabile/2)
> RAID 5 = spazio libero effettivo = 17,5 TB (capacita raw utilizzabile/1,33)

Pertanto, I'utilizzo di NetApp Cloud Volumes come storage connesso agli ospiti contribuirebbe ad espandere lo
storage e a ottimizzare il TCO, soddisfacendo al contempo i requisiti di prestazioni e protezione dei dati.

@ Al momento della stesura del presente documento, I'unica opzione disponibile era
I'archiviazione interna.

Punti da ricordare

* Nei modelli di storage ibrido, posizionare i carichi di lavoro di livello 1 o ad alta priorita sul datastore vSAN
per soddisfare eventuali requisiti di latenza specifici, poiché fanno parte dell’host stesso e si trovano nelle
vicinanze. Utilizzare meccanismi in-guest per tutte le VM del carico di lavoro per le quali le latenze
transazionali sono accettabili.

« Utilizza la tecnologia NetApp SnapMirror per replicare i dati del carico di lavoro dal sistema ONTAP locale
a Cloud Volumes ONTAP o Amazon FSx ONTAP per semplificare la migrazione mediante meccanismi a
livello di blocco. Cio non si applica ad Azure NetApp Files e Google Cloud NetApp Volumes. Per migrare i
dati su Azure NetApp Files o Google Cloud NetApp Volumes, utilizzare NetApp XCP, BlueXP Copy and
Sync, rysnc o robocopy a seconda del protocollo file utilizzato.

* | test mostrano una latenza aggiuntiva di 2-4 ms durante I'accesso allo storage dai rispettivi SDDC.
Considerare questa latenza aggiuntiva nei requisiti dell’applicazione quando si mappa lo storage.

» Per montare I'archiviazione connessa agli ospiti durante il failover di prova e il failover effettivo, assicurarsi
che gli iniziatori iISCSI siano riconfigurati, che il DNS sia aggiornato per le condivisioni SMB e che i punti di
montaggio NFS siano aggiornati in fstab.

* Assicurarsi che le impostazioni del registro Microsoft Multipath 1/0 (MPIO) in-guest, del firewall e del
timeout del disco siano configurate correttamente all'interno della VM.

@ Questo vale solo per I'archiviazione connessa agli ospiti.

Vantaggi dello storage cloud NetApp
Lo storage cloud NetApp offre i seguenti vantaggi:
» Migliora la densita di elaborazione-archiviazione ridimensionando I'archiviazione indipendentemente
dall’elaborazione.
» Consente di ridurre il numero di host, riducendo cosi il TCO complessivo.
» Un errore del nodo di elaborazione non influisce sulle prestazioni di archiviazione.

 La riorganizzazione del volume e la funzionalita di livello di servizio dinamico di Azure NetApp Files
consentono di ottimizzare i costi dimensionando i carichi di lavoro in stato stazionario, evitando cosi il
provisioning eccessivo.

« L'efficienza di archiviazione, il cloud tiering e le capacita di modifica del tipo di istanza di Cloud Volumes
ONTAP consentono di aggiungere e ridimensionare in modo ottimale lo storage.

* Impedisce il provisioning eccessivo: le risorse di storage vengono aggiunte solo quando necessario.

* Le copie e i cloni Snapshot efficienti consentono di creare rapidamente copie senza alcun impatto sulle
prestazioni.

« Aiuta a contrastare gli attacchi ransomware utilizzando il ripristino rapido dalle copie Snapshot.



» Fornisce un efficiente disaster recovery regionale basato sul trasferimento incrementale dei blocchi e un
backup integrato a livello di blocco tra le regioni che garantisce RPO e RTO migliori.

Ipotesi

» Sono abilitati la tecnologia SnapMirror o altri meccanismi di migrazione dei dati pertinenti. Sono disponibili
numerose opzioni di connettivita, da quelle on-premise a qualsiasi cloud hyperscaler. Utilizzare il percorso
appropriato e collaborare con i team di networking competenti.

* Al momento della stesura del presente documento, 'unica opzione disponibile era I'archiviazione interna.

Coinvolgere gli architetti delle soluzioni NetApp e i rispettivi architetti cloud hyperscaler per la
pianificazione e il dimensionamento dello storage e il numero richiesto di host. NetApp consiglia

@ di identificare i requisiti di prestazioni di storage prima di utilizzare il dimensionatore Cloud
Volumes ONTARP per finalizzare il tipo di istanza di storage o il livello di servizio appropriato con
la giusta velocita effettiva.

Architettura dettagliata

Da una prospettiva di alto livello, questa architettura (mostrata nella figura seguente) illustra come ottenere
connettivita multicloud ibrida e portabilita delle app su piu provider cloud utilizzando NetApp Cloud Volumes
ONTAP, Google Cloud NetApp Volumes per Google Cloud e Azure NetApp Files come opzione di
archiviazione in-guest aggiuntiva.
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Soluzioni NetApp per VMware negli Hyperscaler

Scopri di piu sulle funzionalita che NetApp offre ai tre (3) hyperscaler principali: da
NetApp come dispositivo di storage connesso guest o datastore NFS supplementare alla
migrazione dei flussi di lavoro, all’estensione/espansione nel cloud, al backup/ripristino e



al disaster recovery.

Scegli il tuo cloud e lascia che NetApp faccia il resto!

f_s Microsoft Azure

Google Cloud

@ Per visualizzare le funzionalita di un hyperscaler specifico, fare clic sulla scheda appropriata per
quell’hyperscaler.

Passa alla sezione del contenuto desiderato selezionando tra le seguenti opzioni:

* "VMware nella configurazione Hyperscaler"
* "Opzioni di archiviazione NetApp"

* "Soluzioni cloud NetApp /VMware"

VMware nella configurazione Hyperscaler

Come per 'ambiente on-premise, la pianificazione di un ambiente di virtualizzazione basato su cloud &
fondamentale per un ambiente di produzione di successo per la creazione di VM e la migrazione.


https://docs.netapp.com/it-it/netapp-solutions-cloud/vmware/.html#config
https://docs.netapp.com/it-it/netapp-solutions-cloud/vmware/.html#datastore
https://docs.netapp.com/it-it/netapp-solutions-cloud/vmware/.html#solutions

AWS / VMC

Questa sezione descrive come configurare e gestire VMware Cloud su AWS SDDC e utilizzarlo in
combinazione con le opzioni disponibili per la connessione dello storage NetApp .

@ L’archiviazione in-guest & I'unico metodo supportato per connettere Cloud Volumes ONTAP
ad AWS VMC.

Il processo di configurazione pud essere suddiviso nei seguenti passaggi:

* Distribuisci e configura VMware Cloud per AWS
» Connetti VMware Cloud a FSx ONTAP

Visualizza il dettaglio"passaggi di configurazione per VMC" .

Azzurro / AVS

Questa sezione descrive come configurare e gestire Azure VMware Solution e come utilizzarla in
combinazione con le opzioni disponibili per la connessione dello storage NetApp .

@ L’archiviazione in-guest € I'unico metodo supportato per connettere Cloud Volumes ONTAP
ad Azure VMware Solution.

Il processo di configurazione pud essere suddiviso nei seguenti passaggi:

* Registra il fornitore di risorse e crea un cloud privato
» Connettiti a un gateway di rete virtuale ExpressRoute nuovo o esistente

» Convalida la connettivita di rete e accedi al cloud privato
Visualizza il dettaglio"passaggi di configurazione per AVS" .

GCP/ GCVE

Questa sezione descrive come configurare e gestire GCVE e come utilizzarlo in combinazione con le
opzioni disponibili per la connessione dello storage NetApp .

@ L’archiviazione in-guest & I'unico metodo supportato per connettere Cloud Volumes ONTAP
e Google Cloud NetApp Volumes a GCVE.

Il processo di configurazione pud essere suddiviso nei seguenti passaggi:

* Distribuisci e configura GCVE

« Abilita 'accesso privato a GCVE

Visualizza il dettaglio"passaggi di configurazione per GCVE" .

Opzioni di archiviazione NetApp

Lo storage NetApp puo essere utilizzato in diversi modi, sia come guest connesso che come datastore NFS
supplementare, all'interno di ciascuno dei 3 principali hyperscaler.

Per favore visita"Opzioni di archiviazione NetApp supportate” per maggiori informazioni.


../vmware/vmw-aws-vmc-setup.html
../vmware/vmw-azure-avs-setup.html
../vmware/vmw-gcp-gcve-setup.html
vmw-hybrid-support-configs.html

AWS / VMC
AWS supporta I'archiviazione NetApp nelle seguenti configurazioni:

* FSx ONTAP come storage connesso agli ospiti
* Cloud Volumes ONTAP (CVO) come storage connesso agli ospiti
* FSx ONTAP come datastore NFS supplementare

Visualizza il dettaglio"opzioni di archiviazione di connessione guest per VMC" . Visualizza il
dettaglio"opzioni di datastore NFS supplementari per VMC" .

Azzurro | AVS
Azure supporta I'archiviazione NetApp nelle seguenti configurazioni:

* Azure NetApp Files (ANF) come storage connesso guest
* Cloud Volumes ONTAP (CVO) come storage connesso agli ospiti
* Azure NetApp Files (ANF) come datastore NFS supplementare

Visualizza il dettaglio"opzioni di archiviazione di connessione ospite per AVS" . Visualizza il
dettaglio"opzioni di datastore NFS supplementari per AVS" .

GCP/ GCVE
Google Cloud supporta I'archiviazione NetApp nelle seguenti configurazioni:

* Cloud Volumes ONTAP (CVO) come storage connesso agli ospiti
* Google Cloud NetApp Volumes (NetApp Volumes) come storage connesso agli ospiti
» Google Cloud NetApp Volumes (NetApp Volumes) come datastore NFS supplementare

Visualizza il dettaglio"opzioni di archiviazione per |la connessione degli ospiti per GCVE" . Visualizza il
dettaglio"opzioni di datastore NFS supplementari per GCVE" .

Per saperne di piu"Supporto del datastore Google Cloud NetApp Volumes per Google Cloud VMware
Engine (blog NetApp )" O"Come utilizzare Google Cloud NetApp Volumes come datastore per Google
Cloud VMware Engine (blog di Google)"

Soluzioni cloud NetApp /VMware

Grazie alle soluzioni cloud NetApp e VMware, molti casi d’'uso sono semplici da implementare nell’hyperscaler
di tua scelta. VMware definisce i principali casi d’'uso del carico di lavoro cloud come:

* Protezione (include sia Disaster Recovery che Backup/Ripristino)

* Migrare

» Estendere


../vmware/vmw-aws-vmc-guest-storage.html
../vmware/vmw-aws-vmc-nfs-ds-config.html
../vmware/vmw-azure-avs-guest-storage.html
../vmware/vmw-azure-avs-nfs-ds-config.html
../vmware/vmw-gcp-gcve-guest-storage.html
../vmware/vmw-gcp-gcve-nfs-ds-overview.html
https://www.netapp.com/blog/cloud-volumes-service-google-cloud-vmware-engine/
https://www.netapp.com/blog/cloud-volumes-service-google-cloud-vmware-engine/
https://cloud.google.com/blog/products/compute/how-to-use-netapp-cvs-as-datastores-with-vmware-engine
https://cloud.google.com/blog/products/compute/how-to-use-netapp-cvs-as-datastores-with-vmware-engine

AWS /| VMC
"Esplora le soluzioni NetApp per AWS / VMC"

Azzurro / AVS
"Esplora le soluzioni NetApp per Azure / AVS"

GCP / GCVE
"Esplora le soluzioni NetApp per Google Cloud Platform (GCP) / GCVE"

Configurazioni supportate per NetApp Hybrid Multicloud
con VMware

Comprendere le combinazioni per il supporto dello storage NetApp nei principali
hyperscaler.

Ospite connesso Datastore NFS supplementare
AWS CVO FSx ONTAP"Dettagli" FSx ONTAP"Dettagli"
Azzurro CVO ANF"Dettagli" ANF"Dettagli"
GCP Volumi CVO NetApp"Dettagli” Volumi NetApp"Dettagli”

VMware nella configurazione degli hyperscaler

Configurazione dell’ambiente di virtualizzazione nel provider cloud

| dettagli su come configurare 'ambiente di virtualizzazione in ciascuno degli hyperscaler
supportati sono trattati qui.


https://docs.netapp.com/it-it/netapp-solutions-cloud/vmware/vmw-aws-vmc-solutions.html
https://docs.netapp.com/it-it/netapp-solutions-cloud/vmware/vmw-azure-avs-solutions.html
https://docs.netapp.com/it-it/netapp-solutions-cloud/vmware/vmw-gcp-gcve-solutions.html
vmw-aws-vmc-guest-storage.html
vmw-aws-vmc-nfs-ds-overview.html
vmw-azure-avs-guest-storage.html
vmw-azure-avs-nfs-ds-overview.html
vmw-gcp-gcve-guest-storage.html
vmw-gcp-gcve-nfs-ds-overview.html

AWS / VMC

Questa sezione descrive come configurare e gestire VMware Cloud su AWS SDDC e utilizzarlo in
combinazione con le opzioni disponibili per la connessione dello storage NetApp .

@ L’archiviazione in-guest & I'unico metodo supportato per connettere Cloud Volumes ONTAP
ad AWS VMC.

Il processo di configurazione pud essere suddiviso nei seguenti passaggi:

* Distribuisci e configura VMware Cloud per AWS
» Connetti VMware Cloud a FSx ONTAP

Visualizza il dettaglio"passaggi di configurazione per VMC" .

Azzurro / AVS

Questa sezione descrive come configurare e gestire Azure VMware Solution e come utilizzarla in
combinazione con le opzioni disponibili per la connessione dello storage NetApp .

@ L’archiviazione in-guest € I'unico metodo supportato per connettere Cloud Volumes ONTAP
ad Azure VMware Solution.

Il processo di configurazione pud essere suddiviso nei seguenti passaggi:

* Registra il fornitore di risorse e crea un cloud privato
» Connettiti a un gateway di rete virtuale ExpressRoute nuovo o esistente

» Convalida la connettivita di rete e accedi al cloud privato
Visualizza il dettaglio"passaggi di configurazione per AVS" .

GCP/ GCVE

Questa sezione descrive come configurare e gestire GCVE e come utilizzarlo in combinazione con le
opzioni disponibili per la connessione dello storage NetApp .

@ L’archiviazione in-guest & I'unico metodo supportato per connettere Cloud Volumes ONTAP
e Google Cloud NetApp Volumes a GCVE.

Il processo di configurazione pud essere suddiviso nei seguenti passaggi:

* Distribuisci e configura GCVE
« Abilita 'accesso privato a GCVE

Visualizza il dettaglio"passaggi di configurazione per GCVE" .

Distribuisci e configura I’ambiente di virtualizzazione su AWS

Come per le soluzioni on-premise, la pianificazione di VMware Cloud su AWS &
fondamentale per un ambiente di produzione di successo per la creazione di VM e la
migrazione.


../vmware/vmw-aws-vmc-setup.html
../vmware/vmw-azure-avs-setup.html
../vmware/vmw-gcp-gcve-setup.html

Questa sezione descrive come configurare e gestire VMware Cloud su AWS SDDC e utilizzarlo in
combinazione con le opzioni disponibili per la connessione dello storage NetApp .

@ Attualmente, I'archiviazione in-guest € I'unico metodo supportato per connettere Cloud Volumes
ONTAP (CVO) ad AWS VMC.

Il processo di configurazione puo essere suddiviso nei seguenti passaggi:

10



Distribuisci e configura VMware Cloud per AWS

"VMware Cloud su AWS"fornisce un’esperienza cloud nativa per i carichi di lavoro basati su VMware
nell’ecosistema AWS. Ogni VMware Software-Defined Data Center (SDDC) viene eseguito in un Amazon
Virtual Private Cloud (VPC) e fornisce uno stack VMware completo (incluso vCenter Server), networking
software-defined NSX-T, storage software-defined vSAN e uno o piu host ESXi che forniscono risorse di
elaborazione e storage ai carichi di lavoro.

Questa sezione descrive come configurare e gestire VMware Cloud su AWS e utilizzarlo in combinazione
con Amazon FSx ONTAP e/o Cloud Volumes ONTAP su AWS con storage in-guest.

@ Attualmente, I'archiviazione in-guest € 'unico metodo supportato per connettere Cloud
Volumes ONTAP (CVO) ad AWS VMC.

Il processo di configurazione puo essere suddiviso in tre parti:

Registrati per un account AWS

Registrati per un"Account Amazon Web Services" .
Per iniziare € necessario un account AWS, sempre che non ne sia gia stato creato uno. Nuovo o

esistente, per molti passaggi di questa procedura € necessario disporre di privilegi amministrativi
nell’account. Vedi questo"collegamento” per maggiori informazioni sulle credenziali AWS.

Registrati per un account My VMware

Registrati per un"ll mio VMware" account.

Per accedere al portfolio cloud di VMware (incluso VMware Cloud su AWS), & necessario un
account cliente VMware o un account My VMware. Se non I'hai ancora fatto, crea un account
VMware"Qui" .

11


https://www.vmware.com/products/vmc-on-aws.html
https://aws.amazon.com/
https://docs.aws.amazon.com/general/latest/gr/aws-security-credentials.html
https://customerconnect.vmware.com/home
https://customerconnect.vmware.com/account-registration
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Provisioning SDDC in VMware Cloud

Dopo aver configurato I'account VMware e aver eseguito il dimensionamento corretto, il passo
successivo ovvio per utilizzare il servizio VMware Cloud on AWS ¢ I'implementazione di un
Software-Defined Data Center. Per creare un SDDC, seleziona una regione AWS in cui ospitarlo,
assegna un nome al’'SDDC e specifica quanti host ESXi desideri che contenga. Se non si dispone
ancora di un account AWS, & comunque possibile creare una configurazione SDDC iniziale che

contenga un singolo host ESXi.

1. Accedi alla VMware Cloud Console utilizzando le tue credenziali VMware esistenti o quelle

appena create.

Welcome to
VMware Cloud Services

Sign in with your Vikware account

Email address

New to Viware Cloud?

CREATE YOUR VMWARE ACCOUNT

EMNGLISH

OO WHwae, Ins Termd  Pimey  Coderls Pelessy Hians

2. Configurare la regione AWS, la distribuzione, il tipo di host e il nome SDDC:

changas.

Launchpad

w SDOC Propariies
& soocs
T Subscriptions
i= Acthdty L
siin fred AW Bk

=1 Tools
« Dgveloper Contar Diapleymant

Haost Type

EDDC Name

Mursiber &l Hagts

Hast Capacity

Tousi Copacty

Give your SDDIC & name. chooss a size, and spocify the AWS reglon wheta it will be
created

US ‘West [Oregon)

O singse Host Pl Host @
[ EE- R ] 13en (Logal 5503 3

ARGt -gaamo

t | (¥ Vhost SOOCs expire in 60 dag: LEARN MORE

2 Locknts, 38 Cores B12GIE SAM, 1037 TH Starsge

2 Socupts 38 Cores, 513 GIB SaM, 10 37 TE Storage

SHOW ADVANCED CONFIGURATION

WEXT

2 Connect to AWS

Specify the AWS account that you want to connect your SDDC with




3. Connettiti allaccount AWS desiderato ed esegui lo stack AWS Cloud Formation.

CloudFermation Stacks

Quick create stack

Template

It Ferimware-stlck 83 is-west-Lamazariass ooy 1eh0d T54-a 706-4488-ab68-65 2aad0a S0
Syl ohtclsah3lsnTSneggSorabdod 7ilfg 07 m Ty 638

Stack description

This et i ereated by Viwane Cloud on A0S for SDOC deploymant an evtancy, Pleasa o NoT remeve,

Stack name

Stack rame

yrraaee-sdde-formation-af 757 cd-p Sac-4nbL-9d1 e-SaSdabd 1570

Parameters

Paramesers ame deined m yoar TempiEte o sllow pom o inpr Qurbom vk es wher you crEE or updace 3 toc

Stack name

Stack name
wrerwarg-sedde - formation-a8 7151 c9-pSac-dnhd -G te-Gaidabd 1570 7

Stack name can et e (A7 ard 321, numben: (129, and catres (-]

Parameters
Parmmeaers sre definad in your te

O T It

3t el £ Wher you el or Lupd

Mo parameters

Thore an: na parameters defined in your iemplate

Capabilities

() The following resourcels) require capa b ithes: [AWS: 1AM :Rala]

s A0gess 10 mee Changes 10 your AWS agcount

12

Thes template oo

i Identity and Access Management (LAM) sesources that might oeovide ent
Chick that you want o creats aach of these resources and that thay have the minimuem required parmissions,

I acknowwdedge that AWS CloudFormation might oreate 1AM resources.

Cancel | Create change set
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TENTAEr.COm

sCDC Froperties

2 o0
Subso 2 Canfect o AWS
A g
Davwloper Canter

WEXT

S yTTErE.COm

tap-fsn-demo - 1 HOSLS « U5

Specily thie AWS acoount that you want o connict your SDOC witk

e

Connec to & rew AWS actoun!

Establishing Connection

SDDC Froperties

%)

Canfect o AWS

THia &tep gives Viviw

iha pesTisEan to o

Specily thie AWS sccount thal you want b cond

it o twor kg correctly far

Your connection is sueccessfully established

Specly the VPG and

Manafgemant Subnet (opticnal)

Davploper Canter
sl fer e ) Conmset 18 AWS Fow
Chasosn an AWS acceunt
Congratulations!
e YA SEASE AR
. e
1
HEX
WPC a0 subnet
i Configure Net
t s

®

i AWS Infragtiuciune usng

BET YLl SDDT with

| VI

In questa convalida viene utilizzata la configurazione a host singolo.

4. Selezionare 'AWS VPC desiderato a cui connettere 'ambiente VMC.



S NTTANEr.COm

<«
Connect 1o AWS Aws Account ID 334 a001e-16a7-3860-01a7 - 300447 Ddbidb
sunchpad
B 5000 . <
- 3 VP and subret Specitythe VRC and the submet to connect to your AWS scoount
Submctnicon
Actvity Leg :

wRC YpC-OcEdnatet d20m {100,006

Davwloper Canter

w A, Confgure Netwik Managenent Subnet (aptional)

[

5. Configurare la subnet di gestione VMC; questa subnet contiene i servizi gestiti da VMC come
vCenter, NSX e cosi via. Non scegliere uno spazio di indirizzamento sovrapposto ad altre reti
che necessitano di connettivita al’ambiente SDDC. Infine, seguire le raccomandazioni per le
dimensioni CIDR riportate di seguito.

- VITAareCom

1< ¥
sunchpad
¥ SPDC Fropertias Map-fex-dena - 1 Hosts - us-west-2
B2 5ODC
nrect i AWS Lwe Account D 3adacie-fSa7-3RG0-b1a7-30%d7 Odbtdt
VPG and subnet VPE - vpe-0cE TSaa5es T d2ddl
Davploper Canter
d Coanfigure Metwork Management Subnet (apticonal)

+ Speily i

* Choose a rang
& Minimuen CIOR

+ Ressevsd CIORs 10 00.008, 72310 O/

Mannyeennnt Sulnel

i
NEXT I

Review dnd Acknowladge Review and acknowledge cost before deployiment

[

6. Esaminare e confermare la configurazione SDDC, quindi fare clic su Distribuisci SDDC.
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&

SLInC T
Athity Lo
=) Tral

Devwloned Centar

Sk foe wove. (@) Conmct b AW s
Thoose bn BWS accoust ETEIEN

Congratulations!
Your connection is succasshuly established,

Wil

RERT

5 Devew ang Acknowkidge  Pavies snd acknowietges oot betor gaployment

NTEATIFE.ECET]

(sDDC)

SO0Cs

(E) 500Cs nave benn asdod anador memoved. Tedrosn The oo 1o updacs o dats

Tfresh sow

7 ntap-fex-demo

[} Depumiia o AWE

DEPLOYING SDOC

Estimatea time te complkition: 86 Minutos

How ensy was il for you te create your SDDCT

7. Una volta completato, 'SDDC é pronto per l'uso.



Software-Defined Data Centers &
(SDDC)

CPU Memaory Storage
82.8 GHz 512 GiB 10.37 TiB
VITW DETAILY RPN VEERTER . AL THONE W

BACK TOOTON 0 TO BRD YIEW

L

Per una guida dettagliata sulla distribuzione SDDC, vedere"Distribuire un SDDC dalla console VMC"
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https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-operations/GUID-EF198D55-03E3-44D1-AC48-6E2ABA31FF02.html

Connetti VMware Cloud a FSx ONTAP

Per connettere VMware Cloud a FSx ONTAP, completare i seguenti passaggi:

1. Una volta completata la distribuzione di VMware Cloud e connessa ad AWS VPC, & necessario
distribuire Amazon FSx ONTAP in una nuova VPC anziché nella VPC connessa originale (vedere lo
screenshot qui sotto). FSx (NFS e IP mobili SMB) non & accessibile se distribuito nella VPC
connessa. Tieni presente che gli endpoint ISCSI come Cloud Volumes ONTAP funzionano
perfettamente dalla VPC connessa.

+ ALLSCOCS Tl
OPEN VCENTER ACTIGNS ¥

ﬁ ntap_fsx.demg | AN i AWS SDOE 5 LS Wl (Cregn)

Sumiracy,  Mebeorking & Seurlly.  Add D Mardenence  Trowbleshoobing  Setings

®

overvlew Owvenview

Metwark
Sagmenis
o)

HAT Managemon Gateway Crracn: @

W EUEEG 24 T2 349

Tier-1 Galaways
Tianes Capnect P

Seurity

Galeway Firewall

WS vl TEIT

DAL
W5 vl

[estabutied Findell

bl G o r
rvertery S

25 3 Cenapcien
Groups o e }

Sarvices

& N FPRag Wn Cergirad

Workuns Machines

Tock ¥
FFiX o)
Port Mirroring
Conmested Cormnzhes U g Sl BAaatind 13 ()
System

OHNS

THEEEER

g PAT Sl

Drrect Connect

2. Distribuisci un’ulteriore VPC nella stessa regione, quindi distribuisci Amazon FSx ONTAP nella nuova
VPC.

La configurazione di un gruppo SDDC nella console VMware Cloud abilita le opzioni di configurazione
di rete necessarie per connettersi alla nuova VPC in cui € distribuito FSx. Nel passaggio 3, verificare
che sia selezionata I'opzione "La configurazione di VMware Transit Connect per il gruppo comportera
addebiti per allegato e trasferimenti di dati", quindi scegliere Crea gruppo. Il completamento del
processo potrebbe richiedere alcuni minuti.
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“ ¢ Create SDDC Group
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&

< Create 5DDC Group

1, Harts sned DascHgten
1 Mambarship Mampers 1

1 dcknowisdgseen

CRIATE SROUP

processo puo richiedere dai 10 ai 15 minuti.

ALL 5000 Crovee

sddcaroupdi

Exiernal VR

| Az acesun

WA Ao 0 Fomag i e e

s WG G SREE 1y TR T- QT i T A S

. Collegare la VPC appena creata al gruppo SDDC appena creato. Selezionare la scheda VPC esterna
e seguire le istruzioni"istruzioni per collegare una VPC esterna" al gruppo. Il completamento di questo

ACTIOHS


https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-A3D03968-350E-4A34-A53E-C0097F5F26A9.html
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4. Come parte del processo VPC esterno, tramite la console AWS ti verra richiesto di accedere a una
nuova risorsa condivisa tramite Resource Access Manager. La risorsa condivisa € la"Gateway di
transito AWS" gestito da VMware Transit Connect.

Resouirce Access
Manager

Stast sharing your AWS resmorees with other
accounis

AWS Resource Access Manager

Shire 45 retources mith pohes

¥ Shared by ms

Pricing

How it works EWS RAM s alfered sl ne sdational chisye

Thara ar6 no seug Tees or updony
it

Permmzions dbary S Mare resources £
Sattingy T

Your AZ 1D

n
USE cases of & resource sornm
¥ Thins rrisikess 18 doaslon S o
1 ik 0 prwisinn resoerTes cantally = a el
Manage resources cemtrally in a multi- Inerease afficiency, decrease coits - g

acenunt and share them soroas muitinle

L o b

account environment
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Manager
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»
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Resource sheres
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. Creare l'allegato Transit Gateway.

VL Trars !t gataway 3tEchments ot TrENGIE gatRARy Attachmant

Create transit gateway attachment .

A ransit gatewaoy (TEW) o'a network ransit bub thet interconrects attechments (WPCs and VPX s} within the same AN
SLEOUNE oF ACross AWS accounts,

Details

Mama tag - aptiana
Crmstes 3 T W He sy el B K and e wil e s 10 3he sec e wiing

TTyAran st o eway-attachment

Trans® gateway 1D infs

w001 GAGL3Ee el Ta2ch L

Artachment type Info
WL ¥

VPC attachment
Sefomans rorfqui s VAL sitadment

B ONS support s

|Pifi support o

WPLID
Sefner (e VPL b0 rach 1o (e Wenhit gatevy
wpc I CTRAb oA U5 RIS (ymofsrd vpo) v

Subnet 105 Info

6. Torna alla console VMC e accetta l'allegato VPC. Il completamento di questo processo puo richiedere

circa 10 minuti.
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7. Nella scheda VPC esterna, fare clic sull'icona di modifica nella colonna Percorsi € aggiungere i
seguenti percorsi richiesti:

o Un percorso per l'intervallo IP mobile per Amazon FSx ONTAP"IP flottanti" .
o Un percorso per I'intervallo IP mobile per Cloud Volumes ONTAP (se applicabile).

o Un percorso per lo spazio di indirizzamento VPC esterno appena creato.
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8. Infine, consentire il traffico bidirezionale"regole del firewall" per accedere a FSx/CVO. Segui
questi"passaggi dettagliati" per le regole del firewall del gateway di elaborazione per la connettivita
del carico di lavoro SDDC.

23
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Edit Routes

9. Dopo aver configurato i gruppi firewall per il gateway di gestione e di elaborazione, € possibile
accedere a vCenter come segue:
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Il passaggio successivo consiste nel verificare che Amazon FSx ONTAP o Cloud Volumes ONTAP siano
configurati in base alle proprie esigenze e che i volumi siano predisposti per scaricare i componenti di
storage da vSAN per ottimizzare la distribuzione.



Distribuire e configurare I'ambiente di virtualizzazione su Azure

Come per le soluzioni on-premise, la pianificazione di Azure VMware Solution &
fondamentale per un ambiente di produzione di successo per la creazione di VM e la
migrazione.

Questa sezione descrive come configurare e gestire Azure VMware Solution e come utilizzarla in
combinazione con le opzioni disponibili per la connessione dello storage NetApp .

Il processo di configurazione pud essere suddiviso nei seguenti passaggi:
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Registra il fornitore di risorse e crea un cloud privato

26

Per utilizzare Azure VMware Solution, registrare prima il provider di risorse all'interno della sottoscrizione

identificata:

I T o

. Sign in al portale di Azure.

Nel menu del portale di Azure, seleziona Tutti i servizi.

Nella finestra di dialogo Tutti i servizi, immettere 'abbonamento e quindi selezionare Abbonamenti.
Per visualizzarlo, seleziona I'abbonamento dall’elenco degli abbonamenti.

Selezionare Provider di risorse e immettere Microsoft.AVS nella ricerca.

Se il fornitore di risorse non € registrato, selezionare Registra.

Home > Sulscnplions

Subscriptions o | Resource providers - X

£ Add [T Manage Polices Search (Ctrl+ () Refresh

View Iest of subsonpions for which you have ANVE
rede-ated socedt control (REAC) per st Rescurce groups
to manage Asure resources. To view B Rescurces
sulbricriptans for which you have biling
BRI, Chcu re s Proview leatures Proseides Statud
Shamrg tubsorptions. on Netpp drectory
Don't see a subscription? = Usage =« quotas IM_l-y_e;!: A5 R r I
i ———— @ Regateng
My rode Status B Pokcies
B sebected s 3 vl tied g ¥ Maragement costificates

Apply R My peimessions

Showing 1of 1 subscriptions. [l gleos
Shag 0y Sulbrscrplions selected m the

v ptae Rt

Resource providers

= Deployments
— Nl Properties

Subscription name T,
4 Rescurce locks

1V Support + troubleshootng w



Provider Status

Microsoft.OperationsManagement @ Registered
Microsoft Compute @ Registered
Microsoft. ContainerService © Registered
Microsoft Managedidentity @ Registered
MicroscftAVS @ Registered
Microsoft Operationalinsights @ Registered
Microsoft. GuestConfiguration @ Reaistered

7. Dopo aver registrato il provider di risorse, creare un cloud privato Azure VMware Solution utilizzando
il portale di Azure.

8. Sign in al portale di Azure.
9. Seleziona Crea una nuova risorsa.

10. Nella casella di testo Cerca nel Marketplace, immetti Azure VMware Solution e selezionalo dai
risultati.

11. Nella pagina Soluzione Azure VMware, seleziona Crea.

12. Dalla scheda Nozioni di base, immettere i valori nei campi e selezionare Revisione + Crea.
Note:

* Per iniziare rapidamente, raccogli le informazioni necessarie durante la fase di pianificazione.

» Seleziona un gruppo di risorse esistente o creane uno nuovo per il cloud privato. Un gruppo di risorse
€ un contenitore logico in cui vengono distribuite e gestite le risorse di Azure.

+ Assicurarsi che I'indirizzo CIDR sia univoco e non si sovrapponga ad altre reti virtuali di Azure o reti
locali. Il CIDR rappresenta la rete di gestione del cloud privato e viene utilizzato per i servizi di
gestione dei cluster, come vCenter Server e NSX-T Manager. NetApp consiglia di utilizzare uno
spazio di indirizzamento /22. In questo esempio viene utilizzato 10.21.0.0/22.
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Create a private cloud

Prevoquasities  "Basics  Tge  Reviow and Create

Project details

Sulricrptsan * Gaas Rackup Produdion L

Retosuroe group * O (Pae) MImCAY S0 M el
Craste raw
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it 1o dripliry.

CIDR address block
Frowids @ address fof private coud for duster management. hake jure theis are ueger and do Aol overisp with any
other dzure vnets or an-premige nefworks,
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Farvview and Create Previaus. Mxt ; Tags »

Il processo di provisioning dura circa 4-5 ore. Una volta completato il processo, verifica che la
distribuzione sia avvenuta correttamente accedendo al cloud privato dal portale di Azure. Al termine della
distribuzione viene visualizzato lo stato Riuscito.

Un cloud privato Azure VMware Solution richiede una rete virtuale Azure. Poiché Azure VMware Solution
non supporta vCenter in locale, sono necessari passaggi aggiuntivi per I'integrazione con un ambiente
locale esistente. E inoltre necessario configurare un circuito ExpressRoute e un gateway di rete virtuale.
In attesa del completamento del provisioning del cluster, crea una nuova rete virtuale o usane una
esistente per connetterti ad Azure VMware Solution.

Home >

nimoavspriv. 2

AVS Private cloud

I Bearch (Cirl=/) | « E} Delete

B O ~ o~ Essentials

E Activity log Resource group (change) Address block for private cloud
NimoAVSDemo 10.21.0.0/22

R Access control (AM) Status Primary peening subnet

@ Tags Succeeded 10.21.0.232/30

: Location Secondary peering subnet
Z» Diagnose and sclve problems East US 2 10.21.0236/30
. Subscription [change) Private Cloud Managemeant network

Sattings Saas Backup Production 10.21.00/26

lc."-‘ Locks Subscription 1D vMaotion metwork
B58a04 1a-2464-4497 -8be0- 50483690821 10.21.1.128/25

Manage Mumber of hosts

& Connectivity 3

Tags (change)

o d
b Ideniity Click here to add tags

B Clusters



Connettiti a un gateway di rete virtuale ExpressRoute nuovo o esistente

Per creare una nuova rete virtuale di Azure (VNet), selezionare la scheda Azure VNet Connect. In
alternativa, & possibile crearne una manualmente dal portale di Azure utilizzando la procedura guidata

Crea rete virtuale:

1. Vai al cloud privato Azure VMware Solution e accedi a Connettivita nell’opzione Gestisci.

2. Selezionare Azure VNet Connect.

3. Per creare una nuova VNet, selezionare 'opzione Crea nuovo.

Questa funzionalita consente di connettere una rete virtuale al cloud privato della soluzione Azure
VMware. La VNet consente la comunicazione tra carichi di lavoro in questa rete virtuale creando
automaticamente i componenti necessari (ad esempio, jump box, servizi condivisi come Azure
NetApp Files e Cloud Volume ONTAP) nel cloud privato creato in Azure VMware Solution tramite

ExpressRoute.

Nota: lo spazio degli indirizzi VNet non deve sovrapporsi al CIDR del cloud privato.

@ nimoavspriv | Connectivity = - x
=+ Ay Private cloud
2 Search (Ctrl+/) @ '\'_:' Refresh

Overview
Activity log

Tags

L]
=1
Ba  Access control (IAM)
L 4
&

Diagnose and solve problems

Settings

B Locks

Manage

& Connectivity
M@ identity

B Ciusters

- Add-ons

Azure vMet connect  Settings ExpressRoute Public IP

This is an opticnal feature that allows an Azure virtual network to be connected to your Azure Vidware Solution
private cloud. A viNet enables the communication between workioads in this virtual network (for example,
Jumpbow} to the private cloud created in Azure YiMware Solution over ExpressRoute, Only a viNet with a valid
subnet ‘GatewaySubnet” should be selected. You can create a new vMet or use an existing one provided the vNet
address space does not overlap with your private cloud CIDR. Learn more about adding a subnet in a virtual
network

Virtual network v

Create new

Address block for vnet

Address block for private cloud 10:21.0.0/22 oy

4. Fornire o aggiornare le informazioni per la nuova VNet e selezionare OK.
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Create virtual network ®

This virtual netwark enables the communication between workloads inthis virtual network (e.g. a lumphost} to the private cloed created in
Azure Viiware Sodution ower an BExpress route, A default ddress range and & subnet is selected for this virtual netwaork. For changing the
defauit address range and submet of this virtual network, follow these steps. Step 1! Change the *Address Range” to desired range (e.g.
TF2160,0/16) Step 2 Add a subnet under "Subnets” with the name as "Gatewsysubnet” and provide subnet's address mange In CIDR natation
feg. 172:16.1.0/24), Leam morz about virtual natworks C

Mame = nimoavspriv-vnet

Address space

The virtual network's address space specified as one or mare address prefives in CIDR notation {e.g. 10.0.0.0/16).

||  Address range Addresses Overlap

I:I 172240016 Tr2.24.04 - 172.24,255.254 (65531 addresses) Mane ]
0 Addreases) Mane

Subnets

The subnet's address range in CIOR notation (e.g. 10.0U000/24), t must be contained by the address space of the virual network

D Submnet name Address range Addresses
] Gatewsysubnet 172200024 V722404 - 17224.0.254 (251 addresses) ¥
[0 Addresses)

I o |

La rete virtuale con lintervallo di indirizzi e la subnet del gateway specificati viene creata nella
sottoscrizione e nel gruppo di risorse designati.

®

Se si crea una VNet manualmente, creare un gateway di rete virtuale con lo SKU
appropriato ed ExpressRoute come tipo di gateway. Una volta completata la distribuzione,
collegare la connessione ExpressRoute al gateway di rete virtuale contenente il cloud
privato Azure VMware Solution utilizzando la chiave di autorizzazione. Per ulteriori
informazioni, consultare "Configura la rete per il tuo cloud privato VMware in Azure" .


https://docs.microsoft.com/en-us/azure/azure-vmware/tutorial-configure-networking#create-a-vnet-manually

Convalida la connessione di rete e I’accesso al cloud privato di Azure VMware Solution

Azure VMware Solution non consente di gestire un cloud privato con VMware vCenter locale. Al contrario,
€ necessario un host jump per connettersi all'istanza vCenter di Azure VMware Solution. Creare un jump
host nel gruppo di risorse designato e accedere ad Azure VMware Solution vCenter. Questo jump host
dovrebbe essere una VM Windows sulla stessa rete virtuale creata per la connettivita e dovrebbe fornire
accesso sia a vCenter che a NSX Manager.

Create a virtual machine

Basics  Disis  Networong Manggement  Advanced Tags  Review » reate

Create a virtual machine that funs Linen o Windows. Select an imags from azure madbetplace or wse your own cusiomized
image. Complete the Bamct tab then Biview = creake 1o prowion a vwiual machene with delaull parameters oF renes aach
Ak for full customeatian. Ledrn mone of

Project detalls

Seded! the dubicnphon 10 manage deployed retourdes ind casti. Uhie ridooros groaps like Tokderd 1o anganae and
manage all yous resourced

Subscrphion * (5 5235 Bachup Produdtion o
Resource group * O | MimaavEDeme bl

Create new

Instance details

Wirtual maching nasme * . RS

Regron I:U:l_‘- Easi U5 2 i

Avadabality opteond Mo srasiructure redundandy reguaed il

Image * B windows Server 2012 B2 Dalacenter - Genl L
S ol mages

Argre Spot imstance I:]

Sire * Sandard DiZs v} - I vopas. § Gl mamadny (81 30,67 month) bl

>d Al ST

Dopo aver eseguito il provisioning della macchina virtuale, utilizzare I'opzione Connetti per accedere a
RDP.



Home CreateVm-MicrosoftWindowsServer WindowsServer-201-20210812120806 > mimAVSIH

& nimAVSJH | Connect

Wirtual machine

2 Search (Ctrl+))

A Toimprove security. enable just-in-time aoess on this VM, —
B Ovendew ity
B Activity log RDP S5H BASTION
Fa Access controf (LAM) "
Connect with RDP
‘ Tags To-connect to your virtual machine via RDP, select an 1P address, opticnally change the port number, and download the
RDP file.
& Diagnose and solve problems -
IP address *
Settings Public IP address {52.138.103.135) i
& Networking Part number *
& Connect 3389
B Dicks Download RDP File
0 size

Sign in a vCenter da questa macchina virtuale jump host appena creata utilizzando I'utente cloud admin.
Per accedere alle credenziali, vai al portale di Azure e seleziona Identita (sotto I'opzione Gestisci nel
cloud privato). Gli URL e le credenziali utente per il cloud privato vCenter e NSX-T Manager possono
essere copiati da qui.

nimoavspriv | l[dentity = X
A5 Private cloud
Login credentials
£ Search (Ctrl+/f) —
Hr Access control {(IAM) ~ vCenter credentials
¢ Tags Web client URL © httpsy10.21.0.27 i
£2 Diagnose and solve problems Admin usemame () éhudaa;'n.i.n@vsp!:bele.focﬂ FJ
Settings Admin password (0
B Locks
Certificate thumbpnint ) AE26B15A5CE38DC069D35F045F088CAB3434TSEC iy
Manage
i NSX-T Manager credentials
@ Connectivity Wab client URL O https/10.21.03/ ny
o0 |dentity . - -
Admin username O m:!lmm Th)
By Clusters
Admin pa d @ [
B Placement policies (preview) W e
+ Add-ons Certificate thumbprint (0 B2B722EAGBI958283EE152007246D51660050903 iy

Nella macchina virtuale Windows, apri un browser e vai al’URL del client web
vCenter("https://10.21.0.2/" ) e utilizzare il nome utente amministratore come
cloudadmin@vsphere.local e incollare la password copiata. Allo stesso modo, € possibile accedere al
gestore NSX-T anche tramite 'URL del client Web("https://10.21.0.3/" ) e utilizzare il nome utente
amministratore e incollare la password copiata per creare nuovi segmenti o modificare i gateway di livello
esistenti.

@ Gli URL del client Web sono diversi per ogni SDDC fornito.
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L'SDDC della soluzione Azure VMware € ora distribuito e configurato. Sfrutta ExpressRoute Global
Reach per connettere 'ambiente on-premise al cloud privato Azure VMware Solution. Per ulteriori
informazioni, consultare "Connetti gli ambienti locali alla soluzione Azure VMware" .

Distribuisci e configura ’lambiente di virtualizzazione su Google Cloud Platform
(GCP)

Come per gli ambienti on-premise, la pianificazione di Google Cloud VMware Engine
(GCVE) e fondamentale per un ambiente di produzione di successo per la creazione di
VM e la migrazione.

Questa sezione descrive come configurare e gestire GCVE e come utilizzarlo in combinazione con le opzioni
disponibili per la connessione dello storage NetApp .


https://docs.microsoft.com/en-us/azure/azure-vmware/tutorial-expressroute-global-reach-private-cloud

Il processo di configurazione pud essere suddiviso nei seguenti passaggi:

Distribuisci e configura GCVE

Per configurare un ambiente GCVE su GCP, accedi alla console GCP e accedi al portale VMware Engine.

Fare clic sul pulsante "Nuovo cloud privato" e immettere la configurazione desiderata per il cloud privato
GCVE. In "Posizione", assicurati di distribuire il cloud privato nella stessa regione/zona in cui & distribuito
NetApp Volumes/CVO, per garantire le migliori prestazioni e la latenza piu bassa.

Prerequisiti:

* Imposta il ruolo IAM di amministratore del servizio VMware Engine
* "Abilita I'accesso al’API di VMWare Engine e la quota del nodo"

« Assicurati che I'intervallo CIDR non si sovrapponga ad alcuna delle tue subnet locali o cloud.
Lintervallo CIDR deve essere /27 o superiore.

Google Cloud VMware Engine

& Create Private Cloud

Private Cloud name

NaGIVE
N
=
RARETEE 0 2
.‘—\) us~sasid » v-2one-a » VE Placement Group 2 -
detwegrh
Mode type *
e
{f} vel-standard 72
LYET R e, 5 % Cores (73} 1 i RAM
19.2 2 TH Caehe (AN-F
Abpmunt
Mode count *
Sphere/VSAN sub CID n
1YELEE. 1000 2 =
P Rasge: 19218030000 - 192,168 103,255
HCX Deployment Network CIDR range
192 1681040 6 -

P Range: 1921651040 - 192168 10453

Nota: la creazione di un cloud privato puo richiedere dai 30 minuti alle 2 ore.
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https://cloud.google.com/vmware-engine/docs/quickstart-prerequisites

Abilita 'accesso privato a GCVE

Una volta eseguito il provisioning del Private Cloud, configurare I'accesso privato al Private Cloud per una
connessione al percorso dati ad alta velocita e bassa latenza.

Cio garantira che la rete VPC in cui sono in esecuzione le istanze Cloud Volumes ONTAP sia in grado di
comunicare con GCVE Private Cloud. Per farlo, segui le istruzioni"Documentazione GCP" . Per Cloud
Volume Service, stabilire una connessione tra VMware Engine e Google Cloud NetApp Volumes
eseguendo un peering una tantum tra i progetti host tenant. Per i passaggi dettagliati, seguire
questo”collegamento” .

Tenant F Service Region +  Routing Mode - Pesred Project 1D ~  Peared VPC ~ VPCPeering Sta.. ~ Region Status
kef413R8c8a560, VIPC Netwiotk Eurape-westd Glotas! Ev-pErlanhmance- 18, Eleupd - alLamEs - Ve & Artive @ Coonnected
1bd 7275100 3ebbf Metapp TVS elrope-wistd Global w2bac 17 I02akddc nétapp-tenant-vpo & Artive ® Connectad

Sign in a vcenter utilizzando I'utente CloudOwner@gve.local. Per accedere alle credenziali, vai al portale
VMware Engine, vai a Risorse e seleziona il cloud privato appropriato. Nella sezione Informazioni di base,
fare clic sul collegamento Visualizza per le informazioni di accesso a vCenter (vCenter Server, HCX
Manager) o alle informazioni di accesso a NSX-T (NSX Manager).

Google Cloud VMware Engine

Resources
|E_E & gove-cvs-hwe-eu-west3 LINCH VSPHERE I IO
Hume &
)
= SUMMARY LUSTLR IENE TS ACTIVITY WSPHERE BANAGEMENT METWORY ADNANCED WEENTER SETTINGS DS COMFIGLRATICON
Hrinurtes
AT Mame Seatiis Cloud Manitoring
prve-fvi-five-eu-westd » Ciperatinonl
Pertamrs
1) Chusters Logation Privaie Cloud DNS Servers
';j]ﬂ'_: i eurape-westd = v rone-a » VE Placement Groug 1 POG1AE W0 147 Copy
Asielty
PRHER wiphere/vEAN sutinets CIDR range Expandable Upgradeabls
ooy asls fnfa
& " L EREE T o ha
F—
wConter kogin info WSH-T kogin Info
v Reset pograord Wirw  Reset pasawond
Tolal odes Total CPU capacity Totsl RAM
+ Pl 144 cores O GR
t@ Total stosage capachty
Capachty T8 TH Raw, 128 TH Cache, All-Flash

In una macchina virtuale Windows, apri un browser e vai al’URL del client web
vCenter("https://10.0.16.6/" ) e utilizzare il nome utente amministratore come
CloudOwner@gve.local e incollare la password copiata. Allo stesso modo, & possibile accedere al
gestore NSX-T anche tramite 'URL del client Web("https://10.0.16.11/" ) e utilizzare il nome
utente amministratore e incollare la password copiata per creare nuovi segmenti o modificare i gateway di
livello esistenti.

Per connettersi da una rete locale al cloud privato VMware Engine, sfruttare la VPN cloud o Cloud
Interconnect per una connettivita appropriata e assicurarsi che le porte richieste siano aperte. Per i
passaggi dettagliati, seguire questo"collegamento” .
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Distribuisci il datastore supplementare Google Cloud NetApp Volumes su GCVE

Fare riferimento"Procedura per distribuire un datastore NFS supplementare con NetApp Volumes su
GCVE"

Storage NetApp nei cloud pubblici

Opzioni di archiviazione NetApp per i provider di cloud pubblico

Esplora le opzioni di NetApp come storage nei tre principali hyperscaler.
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vmw-gcp-gcve-nfs-ds-overview.html
vmw-gcp-gcve-nfs-ds-overview.html

AWS / VMC
AWS supporta I'archiviazione NetApp nelle seguenti configurazioni:

* FSx ONTAP come storage connesso agli ospiti
* Cloud Volumes ONTAP (CVO) come storage connesso agli ospiti
* FSx ONTAP come datastore NFS supplementare

Visualizza il dettaglio"opzioni di archiviazione di connessione guest per VMC" . Visualizza il
dettaglio"opzioni di datastore NFS supplementari per VMC" .

Azzurro | AVS
Azure supporta I'archiviazione NetApp nelle seguenti configurazioni:

* Azure NetApp Files (ANF) come storage connesso guest
* Cloud Volumes ONTAP (CVO) come storage connesso agli ospiti
* Azure NetApp Files (ANF) come datastore NFS supplementare

Visualizza il dettaglio"opzioni di archiviazione di connessione ospite per AVS" . Visualizza il
dettaglio"opzioni di datastore NFS supplementari per AVS" .

GCP/ GCVE
Google Cloud supporta I'archiviazione NetApp nelle seguenti configurazioni:

* Cloud Volumes ONTAP (CVO) come storage connesso agli ospiti
* Google Cloud NetApp Volumes (NetApp Volumes) come storage connesso agli ospiti
» Google Cloud NetApp Volumes (NetApp Volumes) come datastore NFS supplementare

Visualizza il dettaglio"opzioni di archiviazione per |la connessione degli ospiti per GCVE" . Visualizza il
dettaglio"opzioni di datastore NFS supplementari per GCVE" .

Per saperne di piu"Supporto del datastore Google Cloud NetApp Volumes per Google Cloud VMware
Engine (blog NetApp )" O"Come utilizzare Google Cloud NetApp Volumes come datastore per Google
Cloud VMware Engine (blog di Google)"

Amazon Web Services: opzioni per I'utilizzo dello storage NetApp

Lo storage NetApp pud essere collegato ad Amazon Web Services come storage guest
connesso o supplementare.

Amazon FSx for NetApp ONTAP (FSx ONTAP) come datastore NFS supplementare

Amazon FSx ONTAP offre eccellenti opzioni per distribuire e gestire carichi di lavoro applicativi insieme ai
servizi file, riducendo al contempo il TCO rendendo i requisiti dei dati uniformi al livello applicativo. Qualunque
sia il caso d’'uso, scegli VMware Cloud on AWS insieme ad Amazon FSx ONTAP per ottenere rapidamente i
vantaggi del cloud, un’infrastruttura e operazioni coerenti da locale ad AWS, portabilita bidirezionale dei carichi
di lavoro e capacita e prestazioni di livello aziendale. Si tratta dello stesso processo e delle stesse procedure
note utilizzate per collegare I'archiviazione.

Per maggiori informazioni, visitare:
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* "FSx ONTAP come datastore NFS supplementare: panoramica"

* "Amazon FSx per ONTAP come datastore supplementare”

Amazon FSx for NetApp ONTAP come storage connesso agli ospiti

Amazon FSx ONTAP € un servizio completamente gestito che fornisce un archivio file altamente affidabile,
scalabile, ad alte prestazioni e ricco di funzionalita, basato sul famoso file system ONTAP di NetApp. FSx
ONTAP combina le caratteristiche, le prestazioni, le capacita e le operazioni API note dei file system NetApp
con l'agilita, la scalabilita e la semplicita di un servizio AWS completamente gestito.

FSx ONTAP offre uno storage di file condiviso ricco di funzionalita, veloce e flessibile, ampiamente accessibile
da istanze di elaborazione Linux, Windows e macOS in esecuzione su AWS o in locale. FSx ONTAP offre
storage su unita a stato solido (SSD) ad alte prestazioni con latenze inferiori al millisecondo. Con FSx ONTAP
puoi raggiungere livelli di prestazioni SSD per il tuo carico di lavoro, pagando per 'archiviazione SSD solo una
piccola parte dei tuoi dati.

Gestire i dati con FSx ONTAP & piu semplice perché puoi creare snapshot, clonare e replicare i tuoi file con un
semplice clic. Inoltre, FSx ONTAP suddivide automaticamente i dati in livelli di storage piu economici ed
elastici, riducendo la necessita di provisioning o gestione della capacita.

FSx ONTAP fornisce inoltre storage altamente disponibile e durevole con backup completamente gestiti e
supporto per il disaster recovery tra regioni. Per semplificare la protezione e la sicurezza dei dati, FSx ONTAP
supporta le piu diffuse applicazioni antivirus e di sicurezza dei dati.

Per maggiori informazioni, visitare"FSx ONTAP come storage connesso agli ospiti"

Cloud Volumes ONTAP (CVO) come storage connesso agli ospiti

Cloud Volumes ONTAP, o CVO, ¢ la soluzione leader del settore per la gestione dei dati cloud basata sul
software di archiviazione ONTAP di NetApp, disponibile in modo nativo su Amazon Web Services (AWS),
Microsoft Azure e Google Cloud Platform (GCP).

Si tratta di una versione software-defined di ONTAP che utilizza storage cloud-native, consentendo di avere lo
stesso software di storage nel cloud e in locale, riducendo la necessita di riqualificare il personale IT su metodi
completamente nuovi per gestire i dati.

CVO offre ai clienti la possibilita di spostare senza problemi i dati dall’edge al data center, al cloud e viceversa,
riunendo il cloud ibrido, il tutto gestito tramite una console di gestione a pannello unico, NetApp Cloud

Manager.

Grazie alla sua progettazione, CVO offre prestazioni estreme e funzionalita avanzate di gestione dei dati per
soddisfare anche le applicazioni piu esigenti nel cloud.

Per maggiori informazioni, visitare"CVO come Guest Connected Storage" .

TR-4938: Montare Amazon FSx ONTAP come datastore NFS con VMware Cloud su
AWS

Questo documento descrive come montare Amazon FSx ONTAP come datastore NFS
con VMware Cloud su AWS.
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vmw-aws-vmc-guest-storage.html#aws-cvo

Introduzione

Ogni organizzazione di successo € in cammino verso la trasformazione e la modernizzazione. Come parte di
questo processo, le aziende solitamente sfruttano i propri investimenti VMware esistenti per sfruttare i vantaggi
del cloud e valutare come migrare, espandere, estendere e fornire il disaster recovery per i processi nel modo
piu fluido possibile. | clienti che migrano verso il cloud devono valutare i casi d’uso per elasticita e burst, uscita
dal data center, consolidamento del data center, scenari di fine vita, fusioni, acquisizioni e cosi via.

Sebbene VMware Cloud su AWS sia I'opzione preferita dalla maggior parte dei clienti perché offre funzionalita
ibride uniche, le limitate opzioni di storage nativo ne hanno limitato I'utilita per le organizzazioni con carichi di
lavoro ad alta intensita di storage. Poiché lo storage € direttamente collegato agli host, 'unico modo per
scalare lo storage & aggiungere piu host, il che puo aumentare i costi del 35-40% o piu per carichi di lavoro ad
alta intensita di storage. Questi carichi di lavoro necessitano di spazio di archiviazione aggiuntivo e prestazioni
separate, non di potenza aggiuntiva, ma cio significa pagare per host aggiuntivi. Questo & dove il "integrazione
recente" di FSx ONTAP risulta utile per carichi di lavoro che richiedono elevate prestazioni e storage con
VMware Cloud su AWS.

Consideriamo il seguente scenario: un cliente necessita di otto host per la potenza (vCPU/vMem), ma ha
anche un fabbisogno sostanziale di spazio di archiviazione. In base alla loro valutazione, per soddisfare i
requisiti di archiviazione sono necessari 16 host. Cio aumenta il TCO complessivo perché devono acquistare
tutta quella potenza aggiuntiva quando in realta hanno bisogno solo di piu spazio di archiviazione. Cio &
applicabile a qualsiasi caso d’uso, tra cui migrazione, disaster recovery, bursting, sviluppo/test e cosi via.

Questo documento illustra i passaggi necessari per predisporre e collegare FSx ONTAP come datastore NFS
per VMware Cloud su AWS.

@ Questa soluzione & disponibile anche da VMware. Si prega di visitare il"Documentazione di
VMware Cloud su AWS" per maggiori informazioni.

Opzioni di connettivita
(i)  VMware Cloud on AWS supporta sia le distribuzioni multi-AZ che single-AZ di FSx ONTAP.

Questa sezione descrive I'architettura di connettivita di alto livello insieme ai passaggi necessari per
implementare la soluzione per espandere lo storage in un cluster SDDC senza la necessita di aggiungere host
aggiuntivi.
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| passaggi di distribuzione di alto livello sono i seguenti:

—_

. Creare Amazon FSx ONTAP in una nuova VPC designata.

2. Creare un gruppo SDDC.

3. Creare VMware Transit Connect e un allegato TGW.

4. Configurare il routing (AWS VPC e SDDC) e i gruppi di sicurezza.

5. Collegare un volume NFS come datastore al cluster SDDC.

Prima di effettuare il provisioning e collegare FSx ONTAP come datastore NFS, & necessario innanzitutto

configurare un ambiente VMware on Cloud SDDC o aggiornare un SDDC esistente alla versione 1.20 o
successiva. Per ulteriori informazioni, consultare il sito "Introduzione a VMware Cloud su AWS" .

@ FSx ONTAP non & attualmente supportato con i cluster estesi.

Conclusione

Questo documento illustra i passaggi necessari per configurare Amazon FSx ONTAP con VMware Cloud su
AWS. Amazon FSx ONTAP offre eccellenti opzioni per distribuire e gestire carichi di lavoro applicativi insieme
ai servizi file, riducendo al contempo il TCO rendendo i requisiti dei dati uniformi al livello applicativo.
Qualunque sia il caso d’uso, scegli VMware Cloud on AWS insieme ad Amazon FSx ONTAP per ottenere
rapidamente i vantaggi del cloud, un’infrastruttura e operazioni coerenti da locale ad AWS, portabilita
bidirezionale dei carichi di lavoro e capacita e prestazioni di livello aziendale. Si tratta dello stesso processo e
delle stesse procedure note utilizzate per collegare I'archiviazione. Ricorda che & cambiata solo la posizione
dei dati e i nuovi nomi; gli strumenti e i processi sono rimasti gli stessi e Amazon FSx ONTAP aiuta a
ottimizzare la distribuzione complessiva.

Per saperne di piu su questo processo, non esitate a seguire il video tutorial dettagliato.

Amazon FSx ONTAP VMware Cloud
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https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws.getting-started/GUID-3D741363-F66A-4CF9-80EA-AA2866D1834E.html
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=6462f4e4-2320-42d2-8d0b-b01200f00ccb

Creazione di un datastore NFS supplementare in AWS

Dopo che VMware Cloud & pronto e connesso ad AWS VPC, & necessario distribuire
Amazon FSx ONTAP in una VPC appena designata anziché nella VPC predefinita
connessa o esistente.

Per iniziare, distribuisci un VPC aggiuntivo nella stessa regione e zona di disponibilita in cui risiede SDDC,
quindi distribuisci Amazon FSx ONTAP nel nuovo VPC. "Configurazione di un gruppo SDDC nel VMware
Cloud" La console abilita le opzioni di configurazione di rete necessarie per connettersi alla VPC appena
designata in cui verra distribuito FSx ONTAP .

@ Distribuisci FSx ONTAP nella stessa zona di disponibilita di VMware Cloud su AWS SDDC.

Non & possibile distribuire FSx ONTAP nella VPC connessa. In alternativa, &€ necessario
distribuirlo in una nuova VPC designata e quindi connettere la VPC a un VMware Managed
Transit Gateway (vTGW) tramite gruppi SDDC.
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https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-C957DBA7-16F5-412B-BB72-15B49B714723.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-C957DBA7-16F5-412B-BB72-15B49B714723.html

Passaggio 1: creare Amazon FSx ONTAP in una nuova VPC designata

Per creare e montare il file system Amazon FSx ONTAP , completare i seguenti passaggi:

1. Aprire la console Amazon FSx all'indirizzo https://console.aws.amazon.com/fsx/ €
seleziona Crea file system per avviare la procedura guidata Creazione file system.

2. Nella pagina Seleziona tipo di file system, seleziona * Amazon FSx ONTAP* e poi fai clic su Avanti.
Viene visualizzata la pagina Crea file system.

Select file system type

File system optians

Arasan P for Lustre

FSxa

Amazon FSx
for Lustre

Asnutan Fix fer Open2iS Aomiarees P for Windtw T

FSi-

Amazon FSx
for OpenZFs

O drmaznn Fx fee Nithop ONTAR

FS¥e

Amazon FSx
for NetApp ONTAR

Setwer

FSxa

Amazon Fix
for Windows File Server

Amazon Fix for NetApp ONTAR
deminbin £52 For Hathpp GRTAR provide featun rich, High-perfarmande, and hghly-riliabie sharags Inill on NeSApp's pomiar SHTAR file syviem dnd filly maraged by AWS,

& Benadly accessible fram Linu, Windiws, and macilS computs invtances s tontainers [funnig on MWS or se-plembes] vid indeiry-standand NFS, SMIL and 5051 peotecots

plicationd, FexClane for dita coning), snd deta compernsion [ dedupbication.

® Frovides ONTAW popclar dats management oapatslitirs ikt Snapvhots, Snaphirrs (o dau
bt sub-emilivcond tatenche, and up 103 GIJE o throughout

® Detvers hundreds of thousands of 1085 with

® Ooffier Tighly-avalale s hghy-Srats lti A2 S50 Worage with iappert Faf cnond-togion eepluaticn and buil-in, fully mandgid badkugi.

* Automanicatly thers infregaentiy-accessed data tn capacity poel storage, a fully elastic sinrage ter that can scale 1o petabytes in sire and is cost-optimized for intrequestiy-soresces data

® ergratrwith Microvoft At v Direetary (AD]) to wopsert Window-buaved srviconements and entepeiven.

i E]

3. Per il metodo di creazione, seleziona Creazione standard.

Create file system

Creation method

Quick create © Standard create

Use recommended best-practice configurations. You set all of the configuration options, including

Most configuration options can be changed after
the file system is created.
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https://console.aws.amazon.com/fsx/
https://console.aws.amazon.com/fsx/
https://console.aws.amazon.com/fsx/

File system details

File system name - optional Info

FSxONTAPDatastoreFS

Maximum of 256 Unicode letters, whitespace, and numbers, plus +-=. _:/

Deployment type Info
O Multi-AZ
Single-AZ

SSD storage capacity Info

2048 2
Minimum 1024 GiB; Maximum 192 TIB.

Provisioned $5D IOPS
Amazon FSx provides 3 10PS per GiB of storage capacity. You can alse provision additional 55D 10PS as needed,
Automatic (3 IOPS per GiB of 55D storage)

© User-provisioned

40000 2

Maximum 80,000 IOPS
Throughput capacity Info

The sustained speed at which the file server hosting your file system can serve data. The file server can also
burst to higher speeds for periods of time.

Recommended throughput capacity
128 MB/s

© Specify throughput capacity
Throughput capacity

2048 MB/s v

Le dimensioni del datastore variano notevolmente da cliente a cliente. Sebbene |l
numero consigliato di macchine virtuali per datastore NFS sia soggettivo, molti fattori
determinano il numero ottimale di VM che possono essere posizionate su ciascun

@ datastore. Sebbene la maggior parte degli amministratori consideri solo la capacita, la
quantita di I/O simultanei inviati ai VMDK & uno dei fattori pit importanti per le
prestazioni complessive. Utilizzare le statistiche sulle prestazioni locali per
dimensionare di conseguenza i volumi del datastore.

4. Nella sezione Networking per Virtual Private Cloud (VPC), seleziona la VPC appropriata e le subnet
preferite insieme alla tabella di routing. In questo caso, dal menu a discesa viene selezionato Demo-
FSxforONTAP-VPC.

@ Assicurarsi che si tratti di una nuova VPC designata e non della VPC connessa.

Per impostazione predefinita, FSx ONTAP utilizza 198.19.0.0/16 come intervallo di
indirizzi IP endpoint predefinito per il file system. Assicurarsi che l'intervallo di indirizzi

@ IP dell’endpoint non sia in conflitto con la VMC sullAWS SDDC, le subnet VPC
associate e I'infrastruttura locale. In caso di dubbi, utilizzare un intervallo non
sovrapposto e senza conflitti.



Network & security

Virtual Private Cloud (VPC) Info
Specify the VPC from which your file system is accessible.

Demo-FsxforONTAP-VPC | vpc- 7 v

VPC Security Groups Info
Specify VPC Security Groups to associate with your file system’s network interfaces.

C security group(s) v
sg-0d ) X
Preferred subnet Info
Specify the preferred subnet for your file system.
DemoFSxONTAP-Sub02 | subnet-0 3 (us-west-2b) v
Standby subnet
DemoFSXONTAP-SubO1 | subnet-( (us-west-2a) v
VPC route tables

Specify the VPC route tables associated with your file system.
O VPC's default route table

1 Select one or more VPC route tables

Endpoint IP address range
Specify the IP address range in which the endpoeints to access your file system will be created

No preference

© Select an IP address range

3.3.0.0/24

5. Nella sezione Sicurezza e crittografia per la chiave di crittografia, seleziona la chiave di crittografia
AWS Key Management Service (AWS KMS) che protegge i dati inattivi del file system. Per la
Password amministrativa del file system, immettere una password sicura per I'utente fsxadmin.

Security & encryption

Encryption key Info
AWS Key Management Service (KMS) encryption key that protects your file system data at rest.

aws/fsx (default) v
Description Account KMS key ID
Default key that protects my FSx resources when no 102 6-

other key is defined e —————

File system administrative password
Password for this file system's “fsxadmin” user, which you can use to access the ONTAP CLI or REST API.

© Don't specify a password

Specify a password




6. Nella sezione Configurazione macchina virtuale di archiviazione predefinita, specificare il nome
della SVM.

@ A partire da GA, sono supportati quattro datastore NFS.

Default storage virtual machine configuration

Storage virtual machine name

FSxONTAPDatastoreSVM

SVM administrative password
Password for this SYM's "vsadmin” user, which you can use to access the ONTAP CLI or REST API.

© Don't specify a password
Specify a password

Active Directory
Joining an Active Directory enables access from Windows and MacOS clients over the SMB protocol.

© Do not join an Active Directory

Join an Active Directory

7. Nella sezione Configurazione volume predefinita, specificare il nome del volume e le dimensioni
richieste per il datastore e fare clic su Avanti. Dovrebbe essere un volume NFSv3. Per Efficienza di
archiviazione, selezionare Abilitato per attivare le funzionalita di efficienza di archiviazione ONTAP
(compressione, deduplicazione e compattazione). Dopo la creazione, utilizzare la shell per modificare
i parametri del volume utilizzando volume modify come segue:

Collocamento Configurazione

Garanzia di volume (stile di garanzia spaziale) Nessuno (thin provisioning) — impostato per
impostazione predefinita

fractional_reserve (riserva frazionaria) 0% — impostato di default
snap_reserve (percentuale-spazio-snapshot) 0%

Autosize (modalita autosize) crescere_ridurre

Efficienza di archiviazione Abilitato — impostato di default
Eliminazione automatica volume / piu vecchio_primo
Politica di suddivisione in livelli del volume Solo snapshot: impostato di default
prova_prima Crescita automatica

Politica di snapshot Nessuno

Utilizzare il seguente comando SSH per creare e modificare i volumi:

Comando per creare un nuovo volume di archivio dati dalla shell:
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volume create -vserver FSxONTAPDatastoreSVM -volume DemoDS002
-aggregate aggrl -size 1024GB -state online -tiering-policy
snapshot-only -percent-snapshot-space 0 -autosize-mode grow
-snapshot-policy none -junction-path /DemoDS002

Nota: i volumi creati tramite shell impiegheranno alcuni minuti prima di essere visualizzati nella
console AWS.

Comando per modificare i parametri del volume che non sono impostati di default:

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002
-fractional-reserve 0

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002 -space
-mgmt-try-first vol grow

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002
-—autosize-mode grow

Default volume configuration

Volume name
DemoDS501
Maximum of 203 alphanumeric characters, plus _.
Junction path
/DemoDS01
The location within your file system where your volume will be mounted.
Volume size
2048000 e
Minimum 20 MiB; Maximum 104857600 MIB

Storage efficiency
Select whether you would like to enable ONTAP storage efficiencies on your volume: deduplication,
compression, and compaction.

© Enabled (recommended)
Disabled
Capacity pool tiering policy
You can optionally enable automatic tiering of your data to lower-cost capacity pool storage,

Snapshot Only v



v Backup and maintenance - optional

Daily automatic backup Info
Amazon F5x can protect your data through daily backups

Enabled
© Disabled

Weekly maintenance window Info
When patching needs to be performed, Amazon FSx performs maintenance on your file system only during this
window,

© No preference

Select start time for 30-minute weekly maintenance window

» Tags - optional

Cancel Back m

Durante lo scenario di migrazione iniziale, il criterio di snapshot predefinito pud causare
problemi di capacita del datastore completa. Per superare questo problema, modificare
la policy degli snapshot in base alle proprie esigenze.

8. Esaminare la configurazione del file system mostrata nella pagina Crea file system.

9. Fare clic su Crea file system.

F5x File systems
File systems |- c A : v Create file systam
qQ 1 @

Fia Deployment St Stora Throughput

File system name File system 1D - system Status Pl - o g g Creation time

type L type ¥ capacity ¥ capacity v
type
fs-
FSXONTAPDatastoreFs a9n 3 ONTAP @) Creating Multi-AZ 550 it

12715:19:06+01:00

3 & /] > o o S ~
@ Ta-0TTESa0EIBSchaT Iy now svalable View file system *

Amazon FSx
Tile systems Sk 3 Pl systems
Volumes ———=
ks File systems [C] B
v ONTAF Q 1 @
Statage vitisl Machingt
File Depl t s Sor Thiroughput
w OpenZPs File system name @ File system 1D & wystam Status v rrp‘w“"!" - ry:“' v W:a::, v “pm‘, = Craation time W
type
e
=
F o 037 d%can ol 022
w Windows File Serve FSCNTAP T oreFS 037 d%castIBbchIs ONTAP (@ Avatstin Mustti-AZ 550 =

1ITIS446+0100
u ]

¥ Lintrs

Data repasitory taks

PS4 on Service Quotas [4



@ Ripetere i passaggi precedenti per creare piu macchine virtuali di archiviazione o file
system e volumi di datastore in base ai requisiti di capacita e prestazioni.

Per ulteriori informazioni sulle prestazioni Amazon FSx ONTAP , vedere "Prestazioni Amazon FSx
ONTAP" .

Passaggio 2: creare un gruppo SDDC

Dopo aver creato i file system e le SVM, utilizzare VMware Console per creare un gruppo SDDC e
configurare VMware Transit Connect. Per farlo, completa i seguenti passaggi e ricorda che devi passare
dalla VMware Cloud Console alla AWS Console.

1. Accedi alla console VMC all'indirizzo https://vmc.vmware . com.

2. Nella pagina Inventario, fare clic su Gruppi SDDC.

3. Nella scheda Gruppi SDDC, fare clic su AZIONI e selezionare Crea gruppo SDDC. A scopo
dimostrativo, il gruppo SDDC ¢ chiamato FSxONTAPDatastoreGrp .

4. Nella griglia Appartenenza, seleziona gli SDDC da includere come membri del gruppo.

< Add SDDCs

Seiect which SDDC(s) you want to add to the group

IEI Name T Sddc Id T Location T Verslon T Managemaent CIDR T

FSxNDemoSDDC c6baecd9-e0ib-41d5-89e2-11095d719a0d US West (Oregon) 118.0.14 172.30.160.0/23

K Sorms B page 100 1T o] R

aop soocs RGO

5. Verificare che sia selezionata I'opzione "La configurazione di VMware Transit Connect per il gruppo
comportera addebiti per allegato e trasferimenti di dati", quindi selezionare Crea gruppo. Il
completamento del processo potrebbe richiedere alcuni minuti.

ACTIONS

FSXONTAPDatastoreGrp
B invertory Summary wCanter Linking Direct Connect External YPC External TGW Routing Support
Subscriptions =
oup for demo purpases
Acivity Log
=3 Tools
* Developar Center SDDCs

%y Maintanance

Hi Notification Praferences

Harme ¥  SDDCID T | S0DCWersion T Mansgement CIO8 ¥ Locstien v

FSxNDemaSODC clbaecdS-e01b-4135-858e 2 -HOI5a719a0d 118.0.% 17230080 023 LS West (Dregon)
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https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/performance.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/performance.html
https://vmc.vmware.com

Passaggio 3: configurare VMware Transit Connect

1. Collegare la VPC designata appena creata al gruppo SDDC. Selezionare la scheda VPC esterna e
seguire le istruzioni "istruzioni per collegare una VPC esterna al gruppo" . Questo processo puo
richiedere dai 10 ai 15 minuti.

Add AWS Account Association

AWS Account ID (T)

S m

2. Fare clic su Aggiungi account.
a. Fornire 'account AWS utilizzato per il provisioning del file system FSx ONTAP .
b. Fare clic su Aggiungi.

3. Torna alla console AWS, accedi allo stesso account AWS e vai alla pagina del servizio Resource
Access Manager. C’e un pulsante per accettare la condivisione delle risorse.

Resource Access X Resource Access Manager Shared with me : Resource shares Resource share fd99¢8c5-b787-45aa-Baad- 96ae52de4231
Manager
VMC-Group-487b0fe3-7d9b-407b-abbc-cce11aebda57 (fd99e8c5-b787-49aa-8aad-
¥ Shared b
i 96ae52ded4231)
Résgurce shares
Details and information relating to this resource share
Shared resources
Priictpias  paiect resource share | [
¥ Shared with me
Resource shares Summary
Shared resoufces
Name Owmer Invitation date Status
Principals
VMC-Group= B4 H 2022/09/12 (@) Pending

ccel Yaebdas?

Permissions ibrary ARM Receiver

Settings AFTEAWSTAMIUS-west- g
2:6454535011 02 resource-
share/fd99e8¢5-b787-49aa-Baad-
95ae52ded23]

Come parte del processo VPC esterno, ti verra richiesto tramite la console AWS di
@ accedere a una nuova risorsa condivisa tramite Resource Access Manager. La risorsa
condivisa € AWS Transit Gateway gestito da VMware Transit Connect.

4. Fare clic su Accetta condivisione risorse.
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https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-A3D03968-350E-4A34-A53E-C0097F5F26A9.html
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wnw VMware Cloud

ACTIONS

FSXONTAPDatastoreGrp

Summary vienter Linking Direct Connect External VPC External TGW Routing Support

| ato account |

3 Tools WS Account 10 ¥ fescurce Share Nans T

T VPC Bl

= Developer Center 2 VMC-Groug-487

T Malntenance

it Notification Preferances

5. Tornando alla console VMC, ora puoi vedere che la VPC esterna € in uno stato associato. Potrebbero
volerci diversi minuti prima che venga visualizzato.



Passaggio 4: creare un allegato al gateway di transito

1. Nella console AWS, vai alla pagina del servizio VPC e accedi alla VPC utilizzata per il provisioning del
file system FSx. Qui puoi creare un allegato al gateway di transito cliccando su Allegato al gateway
di transito nel riquadro di navigazione a destra.

2. In Allegato VPC, assicurati che I'opzione Supporto DNS sia selezionata e seleziona la VPC in cui
stato distribuito FSx ONTAP .

WPE Transit gateway attachments Creatn transit gateessy attachment o

Create transit gateway attachment ...

A transit gateway (TGW) is a netwark transit hub that interconnects attachments (VPCs and YPRs) within the same AWS
Sco0unt o acTons AWS Acoounts.

Details

Name tag - optional
Creates @ 12 with the bey wet 10 Nams and the valoe et to the specfs

faxontap-tgw-attach-01

Transit gatewsy ID info
tgw-0d v

Attachment type info

WP v

VPC attachment

Selec and Leitigure yous WPC attsehmant

DNS suppart infe

IPv6 suppart Info

3. Fare clic su Crea allegato al gateway di transito.

VPCID
Seloct the VPL o attach to the tramit gateway.

vpe-05506abeTRcbE5ILT [Demo-FuxdorONTAP-VPC) v
Subnet IDs info
Select the subrets in which to omate the tranut gatewsy VIPC attachment
-west-2a subnet-070acb3d6h 108044d [DemoFSxONTAP-,,, ¥
s-west-2h subnet-Ob2e5aTHEI4IF303 (DemoF SKONTAP-Su.,, ¥

subnet-070aeb2d6b1b804dd X | | subnet-ObZeSa7Hefaff393

astign 1o an MVS resourts. Each tag consints of @ ey and sn optionsl valise. You can use 1ags to search snd Hiter
wour AWS: couty,

Ky Value - optional
O Name X O fasontap-tgw-attach-01 x Remove
Add new tag

Cancel Create transit gateway attachment

4. Tornando alla VMware Cloud Console, tornare alla scheda SDDC Group > External VPC. Selezionare
I'ID account AWS utilizzato per FSx, fare clic sulla VPC e quindi su Accetta.



ww  VMware Cloud

ACTIONS
FSxONTAPDatastoreGrp
H Irmveniory Summary viCenter Linking Direct Connect External VPC External TGW Roasting Support
Subgeriptions
Activity Log TADO ACCOUNT |
= Tools AW Accoant 10 ¥ Rescurce Share Hams ¥ VPC Status
Developet Center VMC 0w Y Panding Acce 3

£, Mnintenance

fil Notification Preferances

vmw VMware Cloud

ACTIONS

FSXONTAPDatastoreGrp

H Irmventory Summary  vCenter Linking  Direct Connect  External VPC  External TGW  Routing  Support
Subseriptions
ADD ACCOUNT |

Activity Log

T Tools AW Account 10 T

Developer Center | n o

€4 Mnintenance

1l Notification Prefemances

WPCID T VMG an AWE Region ¥ Tramu Gateway ATischenent £ v  Routss Stansy

Eu- 4 US West (Gregon) gmlm s :E(NDING :

@ Potrebbero volerci alcuni minuti prima che questa opzione venga visualizzata.

5. Quindi nella scheda VPC esterna nella colonna Percorsi, fare clic sull’opzione Aggiungi percorsi e
aggiungere i percorsi richiesti:

> Un percorso per I'intervallo di IP mobili per gli IP mobili Amazon FSx ONTAP .

> Un percorso per lo spazio di indirizzamento VPC esterno appena creato.

ACTIONS

FSxONTAPDatastoreGrp
Susmemary vCentar Linking Direct Connect  External VPC Extemal TGW  Routhhg Suseort
Subseriplions
Acthvity Log TADD ACCOUNT |
oA fd AWE Accoant I v
AWS Acoount D : 582
Developer Center . e
B 3 AQT0-B ol
€ Maintenance
Nl Notification Preferances
VPCID T | WMCon AWS Region T Traewit Gateway Anachment 0 v | Ries e

gw-attacn . |aco routes AVALABLE



Edit Routes

Set of rou

(& 10,4906/ D 110034 X,

A
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Passaggio 5: configurare il routing (AWS VPC e SDDC) e i gruppi di sicurezza

1. Nella console AWS, crea il percorso di ritorno al’'SDDC individuando la VPC nella pagina del servizio
VPC e selezionando la tabella di routing principale per la VPC.

2. Passare alla tabella dei percorsi nel pannello inferiore e fare clic su Modifica percorsi.

@0 Hew VPE Experience @
gl odes P VPC O Routetsbles > rtb-DaaneSdbesb?ciBer

o i

VPC dashbaard rtb-Oaaae5dbc8b7c26¢cc Acticns ¥ |

EC2 Global View [4

Filter by WPC:
Setct a VPE v Details 1o
* Virtual private cloud
Route table 1D Main Explicit subnet associations Edge associations
Your VPCs
& {9 rtb-Gasae5dbeabTcRbee 9 ves - =
Submets
VPC wner D
Route tables @
vpe 7 | Dema- £ 982589175402
Internet gateways FucforONTAPVPC
Egress-anly intermet
oatoways
Carrier gateways - o o .
Routes Subnet associations Edge associations Route propagation Tags
DHCP Option Sets
Elastic IPs
Managed profix lists Routes (9)
Endpolns
a Both hd 1 @
Endpoint services
NAT gateways
Peering connictions Destination Target Status Propagated
0.0.0.0/0 g0 @ Active Na

3. Nel pannello Modifica percorsi, fare clic su Aggiungi percorso e immettere il CIDR per
linfrastruttura SDDC selezionando Transit Gateway e I'ID TGW associato. Fare clic su Salva
modifiche.

ME Esesn | Q ; B & O omer oo SEEE

D) torws VPC Exparionce o, @' Uplated rautes fof rtb-OsssascbaBbTedbo sucoesstully

L

VPO dashboard

EC2 Global View [4

Filter by VPEC: Routes Subnet assodations Edge associations Rowte propagstion Tags
Seleee a VPC v
¥ Virtual private cloud Routes (10] Edit routet
Your VPCL a Both » 3 &
Subnets
Route tabiet
ks i Destination Target Statuy v Propagated
Egress-onty kntemet 0.0.0.0/0 0L 34T TG SafghBES ) Active o
] 220.84/32 en-DES ILET0R S Te1 Be (A B Active Mo
Carigr gatuwerys 22048752 enl-065 106 Teli2 Sd2e 1 8c [2 ) Activn Mo
DHCE Option Sets 0.49.00/16 bocal £ Acth No
; 1061, 150.0/24 vaw-Dddaccata T4 a6 5 (2 Active Yes
1061.987.0/24 wirw-OidcdaccaSa e Vac 6 3e & Active Mo
0671870724 - Dxidaccasa TA TacE 5 & Active Ve
172.21.355.0/24 wgw-Oddarcasa Td lacBic & Active Wes
1T220,254.0/24 wwelcidacaSaTa Yach I &) Active Wes
Peetinng LEARECTOTS 1TE50.1 igwlidd 12 Ehctive HNo |

4. Il passaggio successivo consiste nel verificare che il gruppo di sicurezza nella VPC associata sia
aggiornato con le regole in ingresso corrette per il CIDR del gruppo SDDC.

5. Aggiornare la regola in entrata con il blocco CIDR dell’infrastruttura SDDC.
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O hew VPC Experience o VPC O SerurityGroups » 5g-0d26(822a764c1075 - default
sl i i

VPC dashbbard sg-0d26f822a764c1075 - default Actions ¥
EC2 Global View [4

Details
Filter by WPC:

Sefct o VPC v
Security group name Security group 1D Description VPC 1D
ef. -0d26/822a764c107 efault VPC 0 o
» Virtual private cloud 3 detault {9 50-0426/822a764¢1075 {9 default VPC security group & e

Your YPCs
e Cwmer Intround rules count Outbound rules count
Subnets

@ 2 3 Permission entries 1 Permission entry
Route tables
Internet gateways
Egress-anly internet Inbound rules Outhound rules Tags
gateways
Carrier gateways
DHCP Dgtion Sets ——

T - 7
Elastic Ps Inbound rules () | C | tgr | Editinbound rules |
Managed prafix lists a 1 ®
Endpaoints
Endpoint services Name v Security group rule... Port range Source Deseription
NAT gatewiys sgr-0a95b19a62c 20084 Al 0.0.0.0/0
Peering cannection: - sgr-03fabedd2ad0baade Al 55-04261822a764¢107... .
1 1 | 50,160, -
v Esoniie [ sgr-0011220bbAd el Al 172.50.160.0/23 |

@ Verificare che la tabella di routing VPC (dove risiede FSx ONTAP ) sia aggiornata per
evitare problemi di connettivita.

@ Aggiornare il gruppo di sicurezza per accettare il traffico NFS.

Questo ¢ il passaggio finale nella preparazione della connettivita al’'SDDC appropriato. Dopo aver
configurato il file system, aggiunto i percorsi e aggiornato i gruppi di sicurezza, € il momento di montare i
datastore.



Passaggio 6: collegare il volume NFS come datastore al cluster SDDC

Dopo aver eseguito il provisioning del file system e aver predisposto la connettivita, accedere a VMware
Cloud Console per montare il datastore NFS.

1. Nella console VMC, aprire la scheda Archiviazione dell'SDDC.

vaw Viware Cloud

Lsunchpad

< Back 1T
OPEN N5X MANAGER OPEN VCENTER ACTIDNS ~

ﬁ‘ FSxNDemoSDDC | vMcen aws sooc ) us west (Oregen)

Acthity Log

&3 Tools Summary Metworking & Security Storage Add Ons Malntenance Troubleshoating Settings Support

External Storage

fit Notification Preterences ATTACH DATASTORE

Chuster ¥  Datastores Altached

2. Fare clic su ALLEGA DATASTORE e compilare i valori richiesti.

@ L’indirizzo del server NFS é l'indirizzo IP NFS che si trova nella scheda FSx >
Macchine virtuali di archiviazione > Endpoint nella console AWS.

vow ViMware Cloud

“ < Attach Datastore
Launchpad
Cluster Chustar-1
i Datastore Attach a new datastore
theit 00
= Tools NES server addreds 13021 vALibaTe ((SGecEss )
Export /DemoDS01
fit Notification Preferences okt Nendor: it o
Batastore Name Demabs0n

ATTACH DATASTORE CANCEL |

3. Fare clic su ALLEGA DATASTORE per allegare il datastore al cluster.

56



v Wiiware Cloud

Latinehpad (@) This SDOC will expire in 25 days.  LEARN MORE [semEue |

OPEN NiX MANAGER GPEN YCENTER ACTIONS ~

ﬁ; FSxMNDemoSDDC | vMe o awssonc © s west (Gregen)

Summary  Motworkdng & Security.  Storsge Add Ons  Maintenance  Troubleshaoting  Seltings  Support

External Storage

ATTACH DATASTORE
huster ¥
Cluster-1 x
v | NFSServes v ¥ Datastors States v
%

vSphere Client

Capacity and Usage i Related Objects
Lt pciativd at 406 PM

== Storage
— 186 TH
Hosts 1 1.07 1800 a8ocaton

Wirtual machines

WM templates @

Server 330033 Maone

Foider

Location

VIEW STATS REFRESH

Tags i Custom Attributes

Opzioni di storage connesso agli ospiti NetApp per AWS

AWS supporta lo storage NetApp connesso agli ospiti con il servizio FSx nativo (FSx
ONTAP) o con Cloud Volumes ONTAP (CVO).

FSx ONTAP

Amazon FSx ONTAP ¢ un servizio completamente gestito che fornisce un archivio file altamente affidabile,
scalabile, ad alte prestazioni e ricco di funzionalita, basato sul famoso file system ONTAP di NetApp. FSx
ONTAP combina le caratteristiche, le prestazioni, le capacita e le operazioni API note dei file system NetApp
con I'agilita, la scalabilita e la semplicita di un servizio AWS completamente gestito.

FSx ONTAP offre uno storage di file condiviso ricco di funzionalita, veloce e flessibile, ampiamente accessibile
da istanze di elaborazione Linux, Windows e macOS in esecuzione su AWS o in locale. FSx ONTAP offre
storage su unita a stato solido (SSD) ad alte prestazioni con latenze inferiori al millisecondo. Con FSx ONTAP
puoi raggiungere livelli di prestazioni SSD per il tuo carico di lavoro, pagando per I'archiviazione SSD solo una
piccola parte dei tuoi dati.

Gestire i dati con FSx ONTAP ¢ piu semplice perché puoi creare snapshot, clonare e replicare i tuoi file con un
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semplice clic. Inoltre, FSx ONTAP suddivide automaticamente i dati in livelli di storage piu economici ed
elastici, riducendo la necessita di provisioning o gestione della capacita.

FSx ONTAP fornisce inoltre storage altamente disponibile e durevole con backup completamente gestiti e
supporto per il disaster recovery tra regioni. Per semplificare la protezione e la sicurezza dei dati, FSx ONTAP
supporta le piu diffuse applicazioni antivirus e di sicurezza dei dati.

FSx ONTAP come storage connesso agli ospiti

Configurare Amazon FSx ONTAP con VMware Cloud su AWS
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Le condivisioni di file e le LUN Amazon FSx ONTAP possono essere montate da VM create nellambiente
VMware SDDC su VMware Cloud presso AWS. | volumi possono anche essere montati sul client Linux e
mappati sul client Windows utilizzando il protocollo NFS o SMB, ed & possibile accedere ai LUN sui client
Linux o Windows come dispositivi a blocchi quando montati su iSCSI. E possibile configurare
rapidamente Amazon FSx per il file system NetApp ONTAP seguendo i passaggi seguenti.

Amazon FSx ONTAP e VMware Cloud on AWS devono trovarsi nella stessa zona di
@ disponibilita per ottenere prestazioni migliori ed evitare costi di trasferimento dati tra zone
di disponibilita.



Crea e monta volumi Amazon FSx ONTAP

Per creare e montare il file system Amazon FSx ONTAP , completare i seguenti passaggi:

1. Apri il"Console Amazon FSx" e seleziona Crea file system per avviare la procedura guidata di
creazione del file system.

2. Nella pagina Seleziona tipo di file system, seleziona Amazon FSx ONTAP, quindi seleziona Avanti.
Viene visualizzata la pagina Crea file system.

AT Select file system type 0

File systemn options

Amaron Foa for NetApp ONTAP

FS¥

Amazon F5x
for NetApp ONTAP Amazon FSx

for Windows File Server

Amizzon FSx for Windows File Amzzon Fiu for Lustre
Zerver

’ Amazon FS5x
for Lustre

Select file system type

1. Nella sezione Networking, per Virtual Private Cloud (VPC), seleziona la VPC appropriata e le subnet

preferite insieme alla tabella di routing. In questo caso, vmcfsx2.vpc viene selezionato dal menu a
discesa.

Create file system

Creation method

Quick create © Standard create

Use recommended best-practice configurations.
Muost configuration options can be changed after
the file systam is created,

You set all of the configuration options, including
specifying performance, networking, security,
backups, and maintenance.

1. Per il metodo di creazione, seleziona Creazione standard. E anche possibile scegliere Creazione
rapida, ma questo documento utilizza I'opzione di creazione Standard.
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https://console.aws.amazon.com/fsx/
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File system details

File system name - optional  Info

| vmcfsaval2

Maxtmum of 256 Unicode Letters, whitespace, and numbers, plus # - = _ 1/

55D storage capacity  Info
i 1024 =
Minimwm 1004 GE; Maximum 192 TH,

Provisioned 550 10PS

Amazon FSx provides 3 10PS per GB of storage capacity. You can also provision additional 550 HOPS as

needed
© Automatic (3 IOPS per GB of S50 storage)
O User-provisioned

Throughput capacity  Info

The sustained speed at which the Ble server hosting your file system can serve data. The Ale server can also

burst to higher speeds for periods of time.

I 512 MB/s (Recommended) v

1. Nella sezione Networking, per Virtual Private Cloud (VPC), seleziona la VPC appropriata e le subnet
preferite insieme alla tabella di routing. In questo caso, vmcfsx2.vpc viene selezionato dal menu a

discesa.

Network & security

Wirtual Private Cloud (WVPC)  Info

Speclfy the VPC from which your fite system is accessibde.
wmclsx2 vpe | vpe-Od1eTe4dbec 4952805

WP Security Groups  Info
';nr-ril'y".'F'I' Cecurtty Groups to pssociate with your file system's network inferface.

5g-0188962a218164cch (default) X
Preferred subnet  Info

'S;,.‘u:-ﬁ.iiy the preferred subaet Tor youer file syslem.

subnetd2.sn | subnet-012675849a5099b 3¢ (us-west-2b)
S;tandhy subnet

subnetd sn | subnet-0ef356cebfs 39F970 (us-west-23)

WPC route tables
Specify the VP route tables assoclated with your fie system

0 VPC'= default route table
Select one or more VP route tables

Endpoint IP address range

Specify the 1P address range Inwhich the endpaints to access your file system will be created

© Mo preference
Select an IP address range




Nella sezione Networking, per Virtual Private Cloud (VPC), seleziona la VPC appropriata e
le subnet preferite insieme alla tabella di routing. In questo caso, vmcfsx2.vpc viene
selezionato dal menu a discesa.

1. Nella sezione Sicurezza e crittografia, per Chiave di crittografia, seleziona la chiave di crittografia
AWS Key Management Service (AWS KMS) che protegge i dati inattivi del file system. Per la
password amministrativa del file system, immettere una password sicura per 'utente fsxadmin.

Security & encryption

Encryption key Info
AWS Koy Management Service (KM5) encryption key that protects youwr file systerm data at rest

aws/fex (default) L 4
Description Account KMS key ID
Default mastar that protects my FSx resources 72745367-Thb0-499¢-
<y that ¥ 139763910815
when no other key is defined acc0-4f2c0a80e7cs

File system administrative password
Password for this Ale system's “"fxadmin® user, which you can use to access the ONTAP CLI or REST AP

Don't specify a password
© Specify a password
Password

Confirm password

LI X111 L]

1. Nella macchina virtuale specificare la password da utilizzare con vsadmin per amministrare ONTAP
tramite APl REST o CLI. Se non viene specificata alcuna password, & possibile utilizzare un utente
fsxadmin per amministrare 'SVM. Nella sezione Active Directory, assicurati di unire Active Directory
al’'SVM per il provisioning delle condivisioni SMB. Nella sezione Configurazione macchina virtuale di
archiviazione predefinita, specificare un nome per 'archiviazione in questa convalida; le condivisioni
SMB vengono fornite utilizzando un dominio Active Directory autogestito.
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Default storage virtual machine configuration

Storage virtual machine name

vmcfsxvalZsvm

SVM administrative password
Password for this SV's "vsadmin®™ user, which you can use bo access the ONTAP CLI or REST AP

[on't specify a password
O Specify a password
Password

Confirm password
LI LI R])

Active Directory
Jaining an Active Directory enables access from Windows and MacO5 cllents over the SMB protocol

© Do not join an Active Directory
Join an Active Directory

1. Nella sezione Configurazione volume predefinita, specificare il nome e la dimensione del volume.
Questo € un volume NFS. Per Efficienza di archiviazione, selezionare Abilitato per attivare le
funzionalita di efficienza di archiviazione ONTAP (compressione, deduplicazione e compattazione)
oppure Disabilitato per disattivarle.

Default volume configuration

Volume name
| val1
Maximum of 203 alphanumeric characters, plus _
Junction path
| Jvolt
The location within your file systiem where your volume will be mounted
Volume size
1024 <
Mindmum 20 MiB; Maximuwm 104857600 MiB

Storage efficiency
Select whether you would like to enable ONTAP storage efficiencies on your volume: deduplication,
compression, and compaction.

Enabled (recommended)
© Disabled

Capacity pool tiering policy

You can cptionally enable automatic tiering of your data to lower-cost capacity pool storage.

Auto v



1. Esaminare la configurazione del file system mostrata nella pagina Crea file system.

2. Fare clic su Crea file system.

Amazon F5x x Fox 3 Fllesystems
PRSI File systems | c | Create il system |
Backips
P a 1 @
v ONTAP
Storage virtial machines File File
system Fila system ID - system Status v Daployrnt Sterage = =
Volumes Aeb type type v type v ca
¥ Windows File Server F3-014c2B399batc 1 f5f
foamtapcifs g ONTAP & Available Multi-AZ 550 LKl
¥ Lustre
Fe-040ence5808c31077
Diata repository tasks wmeFsaval2 a ONTAP @ pvailabile Multi-AZ 550 1
fr-OababadTebada0R2aa
FSu on Sérvies Quatas [ Foritapigl ﬂ ONTAP {E) Aorailable Multi-AZ S50 2
Network & security Administration Storage virtual machines Volumes Backups Tags
Storage virtual machines (SVMs) (- C | Create storage virtual machine
Q | < 1 ®
SVM name ¥ SVM ID v Status ¢ Creation time a Active Directory +
2021-10-19 15:17: TC
fsxsmbtesting01 svm-075defbe2cfa2eced g&ate d +01 LB 51708 U FSXTESTING.LOCAL
1-1041 :16:54 UT
vmcfsxval2svm swm-095db076341561212 © 2U21T0IS AT UG
Created +01:00
Fax Storage virtual machines sym-075dcfbe2cfazeced
Delete Update

fsxsmbtesting01 (svm-075dcfbe2cfa2ece9)

Summary

SWM ID

svm-075dcfbe2cfaZeced

SVM name

fsxsmbtestingD1

Ui

4a50e659-30e7-11ec-acdf-
f3ad92a6a735

File system ID

fs-040eacc5d0ac3 1017

Creation time
2021-10-19T15:17:08+01:00

Lifecycle state
& Created

Subtype
DEFAULT

Active Directory
FSXTESTING.LOCAL

Met BIOS name
FSXSMBTESTINGO1

Fully qualified domain name

FSXTESTING.LOCAL

Service account username

administrator

Organizational unit distinguished name

CN=Computers

Per informazioni piu dettagliate, vedere"Introduzione ad Amazon FSx ONTAP" .
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https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/getting-started.html

Dopo aver creato il file system come sopra, creare il volume con le dimensioni e il protocollo richiesti.

1. Apri il"Console Amazon FSx" .

2. Nel riquadro di navigazione a sinistra, seleziona File system, quindi seleziona il file system ONTAP
per cui desideri creare un volume.

3. Selezionare la scheda Volumi.
4. Selezionare la scheda Crea volume.
5. Viene visualizzata la finestra di dialogo Crea volume.

A scopo dimostrativo, in questa sezione viene creato un volume NFS che pud essere facilmente montato
su VM in esecuzione sul cloud VMware su AWS. nfsdemovol01 viene creato come illustrato di seguito:

Create volume *
File system
f-040eacc500ac 31017 | vmcisoval2 r

Stodage virtual machine
wm-095db0TEI4 1561212 | vncfseval 25vm v

Wolume name

nlidemeeal 01

Wasinam of 205 sdpbadme UETI T pliss

Junction path
fntsdemovatdl
Tha V04aTin sithir i Tk OrURm whers your Volsins will e mounmed
Violume size
1024
M 300 ST Mavarmsam TOSEY P00 Ml
Sterage efficiency

waimalid bk | Thatils

Enabled (recommended]
O Disabled
Capacity pool tering policy
Vika Caf Spridauilly fnaliln B smBre tebring ol s e s i -0 CADEIL Y Pt RLET

Aarta v


https://console.aws.amazon.com/fsx/

Montare il volume FSx ONTAP sul client Linux

Per montare il volume FSx ONTAP creato nel passaggio precedente dalle VM Linux all'interno di VMC su
AWS SDDC, completare i seguenti passaggi:
1. Connettersi all'istanza Linux designata.

2. Aprire un terminale sull’istanza utilizzando Secure Shell (SSH) ed effettuare 'accesso con le
credenziali appropriate.

3. Creare una directory per il punto di montaggio del volume con il seguente comando:

$ sudo mkdir /fsx/nfsdemovol0l
Montare il volume Amazon FSx ONTAP NFS nella directory creata nel

passaggio precedente.

sudo mount -t nfs nfsvers=4.1,198.19.254.239:/nfsdemovolll
/fsx/nfsdemovol0l

rootd@ubuntudl: /fse/nfsdemovol0ld mount -t nfs 198.19.254.239:/nfsdemovoldl Afsx/nfsdemovolDl

1. Una volta eseguito, eseguire il comando df per convalidare il montaggio.

(57 whphere - uburtudl - Summany X ubumtull * - @

= L VINAWEREVINIC.COM

ubuntudi Enforce US Keyboard Layout | View Fullscreen

Montare il volume FSx ONTAP sul client Linux
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=c3befe1b-4f32-4839-a031-b01200fb6d60

Collegare volumi FSx ONTAP ai client Microsoft Windows
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Per gestire e mappare le condivisioni di file su un file system Amazon FSx , € necessario utilizzare

l'interfaccia utente grafica delle cartelle condivise.

1. Aprire il menu Start ed eseguire fsmgmt.msc utilizzando Esegui come amministratore. In questo

modo si apre lo strumento GUI Cartelle condivise.

2. Fare clic su Azione > Tutte le attivita e scegliere Connetti a un altro computer.

3. Per un altro computer, immettere il nome DNS per la macchina virtuale di archiviazione (SVM). Ad
esempio, in questo esempio viene utilizzato FSXSMBTESTING01.FSXTESTING.LOCAL.

Per trovare il nome DNS dell'SVM nella console Amazon FSx , seleziona Storage Virtual
@ Machines, seleziona SVM e scorri verso il basso fino a Endpoint per trovare il nome DNS
SMB. Fare clic su OK. Il file system Amazon FSx viene visualizzato nell’elenco delle

cartelle condivise.

Endpoints

Management DNS name

svm-075dcfbe2cfaZece9.fs-040eacc5d0ac3 101 7. fsx.us-

west-2.amazonaws.com

MFS DNS name

svm-075dcfbe2cfaZeced.fs-040eacc5d0ac3 1017 fsx.us-

west-2.amazonaws.com [}

SMB DNS name
FSXSMBTESTINGO1.FSXTESTING.LOCAL

iSCSI DNS name

<=

iscsi.svm-075dcfbe2cfaeces.fs-040eacc5d0ac3 1017 fsx.us-

west-2.amazonaws.com

Management IP address

198.19.254.9

MNFS IP address

198.19.254.9

SMB IP address

198.15.254.9

iSCSI| IP addresses
10.222.2.224,10.222.1.94 (3

1. Nello strumento Cartelle condivise, seleziona Condivisioni nel riquadro a sinistra per visualizzare le

condivisioni attive per il file system Amazon FSx .



% Computer Management
File Action View Help

% am ez BN &

& Computer Management (FSXSMBTESTINGO!.FSXTESTING LOCAL)
v [l System Took
» () Task Scheduler
» Event Viewer
w il Shared Felders
s Shares
gt Seisions
a1l OpenFiles
» &% Local Users and Groups
» (K Peformance
M Device Manager
v 2 Storage
» b Windows Server Backup
% Dusk Management
» b Services and Apphications

ShareMame  Folder Path
Eacs A

Type
‘Windows
Windows

g smbdema... Cumbdemovolll  Windows
) testramwol  Cltestrirvel ‘Windows

# Chient Connections  Description

= o =

1. Ora scegli una nuova condivisione e completa la procedura guidata Crea una cartella condivisa.

Create A Shared Folder Wizard

Name, Description, and Settings

Type information about the share for users. To modify how people use the content whie

offine, chck Change.

X
71
7)o

Sharename: | LSRN

Share path: \\FSXSMETESTINGO 1. FSXTESTING.LOCAL \nimtestsmb0 1

Description:

Offine setting: Selected fies and programs available offiine

< Back
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|
| Create A Shared Folder Wizard »

Sharing was Successful

Status:
You have successfully completed the Share a Foider
27 [ Wizard,
!
Summary:

You have selected the folowang share settngs on |
FoXSMETESTINGD 1.FSXTESTING LOCAL:

Folder path: C:ynmtestembil

Share name: nimtestsmbd 1

Share path: \\FSSEMBTESTINGD LFSXTESTING.LOCAL
ynimtestembi 1

[ ]'When I dick Frssh, run the wizard again to share anather
folder

To dose this wazard, dick Fnish,

Per saperne di piu sulla creazione e la gestione delle condivisioni SMB su un file system Amazon FSx ,
vedere"Creazione di condivisioni SMB" .

1. Una volta stabilita la connettivita, la condivisione SMB puo essere collegata e utilizzata per i dati
dell’applicazione. Per fare cio, copia il percorso di condivisione e utilizza 'opzione Connetti unita di
rete per montare il volume sulla VM in esecuzione su VMware Cloud sullAWS SDDC.

= Wibwane Clood Seraices - Log e X (5] wipher - wrneded? - Semmary X wmcae0l ® E" Sigm out ® -+ @ o
Z U aa= | fite 3 | IvAarEVIE camy UL el It i = &
& Getting SFarted EC2 Mamagoment Can.. i@ Mew Tabs [ Other Bookrma



https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/create-smb-shares.html

Collegare un LUN FSx ONTAP a un host tramite iSCSI

Collegare un LUN FSx ONTAP a un host tramite iSCSI
Il traffico iISCSI per FSx attraversa VMware Transit Connect/AWS Transit Gateway tramite i percorsi forniti
nella sezione precedente. Per configurare una LUN in Amazon FSx ONTAP, seguire la documentazione

disponibile"Qui" .

Sui client Linux, assicurarsi che il demone iSCSI sia in esecuzione. Dopo aver eseguito il provisioning dei
LUN, fare riferimento alla guida dettagliata sulla configurazione iSCSI con Ubuntu (come esempio)"Qui" .

In questo documento viene illustrato come collegare I''SCSI LUN a un host Windows:
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https://ubuntu.com/server/docs/service-iscsi

Fornire una LUN in FSx ONTAP:

1. Accedere alla CLI NetApp ONTAP utilizzando la porta di gestione del file system FSx per ONTAP .

2. Creare i LUN con le dimensioni richieste, come indicato dall’output di dimensionamento.

FsxId040eacc5d0ac31017::> lun create -vserver vmcfsxvalZ2svm -volume
nimfsxscsivol -lun nimofsxlun0l -size 5gb -ostype windows -space

-reserve enabled

In questo esempio, abbiamo creato una LUN di dimensione 5g (5368709120).

1. Creare gli igroup necessari per controllare quali host hanno accesso a LUN specifici.

FsxId040eacc5d0ac31017::> igroup create -vserver vmcfsxval2svm —-igroup
winIG -protocol iscsi -ostype windows —-initiator ign.1991-
05.com.microsoft:vmcdcOl.fsxtesting.local

FsxId040eacc5d0ac31017::> igroup show

Vserver Igroup Protocol OS Type Initiators
vmcfsxval2svm
ubuntul1l iscsi linux ign.2021-

10.com.ubuntu:01:initiator01
vmcfsxval2svm

winIG iscsi windows ign.1991-
05.com.microsoft:vmcdcO0l.fsxtesting.local

Sono state visualizzate due voci.

1. Mappare i LUN sugli igroup utilizzando il seguente comando:
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FsxId040eacc5d0ac31017::> lun map -vserver vmcfsxvalZ2svm -path
/vol/nimfsxscsivol/nimofsxlun0l -igroup winIG

FsxId040eacc5d0ac31017::> lun show

Vserver Path State Mapped Type
Size
vmcfsxval2svm

/vol/blocktest01/1un01 online mapped linux
5GB
vmcfsxval2svm

/vol/nimfsxscsivol/nimofsxlun0l online mapped windows
5GB

Sono state visualizzate due voci.
1. Collegare la LUN appena fornita a una VM Windows:

Per connettere il nuovo LUN a un host Windows residente sul cloud VMware su AWS SDDC, completare i
seguenti passaggi:
1. RDP alla VM Windows ospitata su VMware Cloud su AWS SDDC.

2. Passare a Server Manager > Dashboard > Strumenti > Iniziatore iSCSI per aprire la finestra di
dialogo Proprieta dell'iniziatore iSCSI.

3. Dalla scheda Individuazione, fare clic su Individua portale o Aggiungi portale, quindi immettere
l'indirizzo IP della porta di destinazione iSCSI.

4. Dalla scheda Destinazioni, seleziona la destinazione rilevata e poi fai clic su Accedi o Connetti.

5. Selezionare Abilita Multipath, quindi selezionare "Ripristina automaticamente questa connessione
all’avvio del computer" oppure "Aggiungi questa connessione all’elenco delle destinazioni preferite".
Fare clic su Avanzate.

(D L’host Windows deve disporre di una connessione iSCSI a ciascun nodo del cluster. I| DSM
nativo seleziona i percorsi migliori da utilizzare.
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ertie

Targets Discovery Favorite Targets Volumes and Devices RADIUS Configuration

Quick Connect

To discover and log on to & target using a basc connection, type
DS name of the target and then dick Quick Connect.

Iwpet: | W0.2222221
Discovered targets
hiace Sta

ign. 1992-08.com.netapp:en, 264 fel 32009 1 leca®51d5f... Cor

To connect using advanced opbions, select a target and then
chick Connect.

To completely deconnect a target, select the target and
then cick Discormect.

For tarpet properties, induding configuration of sessions,
select the target and cick Properies.

For configuration of devices assocated with a target, select
the target and then dick Devices.

Status

Qusck Connect

Targets that are avalable for connection at the [P address or DS name that you
provided are ksted below. If multiple targets are avallable, you need to connect
to each target indnidualy.

Connections made here will be added to the list of Favorite Targets and an attempt
to restore them will be made every time this computer restarts,

Dscovered targets

Progress report
Logn Succeeded.

Le LUN sulla macchina virtuale di archiviazione (SVM) vengono visualizzate come dischi dall’host

Windows. Tutti i nuovi dischi aggiunti non vengono rilevati automaticamente dall’host. Avviare una nuova

scansione manuale per rilevare i dischi completando i seguenti passaggi:

1.

Aprire I'utilita Gestione computer di Windows: Start > Strumenti di amministrazione > Gestione

computer.

Espandere il nodo Archiviazione nell’albero di navigazione.

3. Fare clic su Gestione disco.

Fare clic su Azione > Ripeti analisi dischi.



Quando I'host Windows accede per la prima volta a un nuovo LUN, questo non ha alcuna partizione o file
system. Inizializzare la LUN e, facoltativamente, formattarla con un file system completando i seguenti
passaggi:

1. Avviare Gestione disco di Windows.

2. Fare clic con il pulsante destro del mouse sul LUN, quindi selezionare il tipo di disco o partizione
richiesto.

3. Seguire le istruzioni della procedura guidata. In questo esempio, &€ montata l'unita F:.

: Wi st Tprviom - Log b } whphers vl - Summmary W e ] = Y Methop Choosdd Marges N i G

WITV AN E VT CONT

Cloud Volumes ONTAP (CVO)

Cloud Volumes ONTAP, o CVO, ¢ la soluzione leader del settore per la gestione dei dati cloud basata sul
software di archiviazione ONTAP di NetApp, disponibile in modo nativo su Amazon Web Services (AWS),
Microsoft Azure e Google Cloud Platform (GCP).
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Si tratta di una versione software-defined di ONTAP che utilizza storage cloud-native, consentendo di avere lo
stesso software di storage nel cloud e in locale, riducendo la necessita di riqualificare il personale IT su metodi
completamente nuovi per gestire i dati.

CVO offre ai clienti la possibilita di spostare senza problemi i dati dall’edge al data center, al cloud e viceversa,
riunendo il cloud ibrido, il tutto gestito tramite una console di gestione a pannello unico, NetApp Cloud
Manager.

Grazie alla sua progettazione, CVO offre prestazioni estreme e funzionalita avanzate di gestione dei dati per
soddisfare anche le applicazioni piu esigenti nel cloud.

Cloud Volumes ONTAP (CVO) come storage connesso agli ospiti
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Distribuisci una nuova istanza Cloud Volumes ONTAP in AWS (fai da te)

Le condivisioni Cloud Volumes ONTAP possono essere montate da VM create nell’ambiente VMware
Cloud on AWS SDDC. | volumi possono anche essere montati su client Linux Windows VM AWS nativi,
ed & possibile accedere ai LUN su client Linux o Windows come dispositivi a blocchi quando montati su
iSCSI, poiché Cloud Volumes ONTAP supporta i protocolli iSCSI, SMB e NFS. | volumi Cloud Volumes
ONTAP possono essere configurati in pochi semplici passaggi.

Per replicare volumi da un ambiente locale al cloud per scopi di disaster recovery o migrazione, stabilire
la connettivita di rete ad AWS, utilizzando una VPN da sito a sito o DirectConnect. La replica dei dati da
locale a Cloud Volumes ONTAP esula dall’'ambito del presente documento. Per replicare i dati tra i sistemi
locali e Cloud Volumes ONTAP , vedere"Impostazione della replica dei dati tra i sistemi" .

Utilizzare il"Dimensionatore Cloud Volumes ONTAP" per dimensionare con precisione le
istanze Cloud Volumes ONTAP . Inoltre, monitora le prestazioni in locale da utilizzare come
input nel dimensionatore Cloud Volumes ONTAP .

1. Accedi a NetApp Cloud Central; verra visualizzata la schermata Fabric View. Individua la scheda
Cloud Volumes ONTAP e seleziona Vai a Cloud Manager. Dopo aver effettuato I'accesso, verra
visualizzata la schermata Canvas.

C I o ud r\n an EEEF ACCount " \'ﬂ'”k!-pl{f . Connector " l_f:l

Hetapp, POC plod oo Fawsconnacta,

Replicaticn Backup & Restore K85 Data Sense File Cache Compute

Canvas €2 Go to Canvas View

f_’;;'_'! Add Werking Environment

1. Nella home page di Cloud Manager, fai clic su Aggiungi un ambiente di lavoro, quindi seleziona AWS
come cloud e il tipo di configurazione del sistema.

Cloud Manager

Add Working Environment b

= s =)

u . =
Mgroal AzuTe Amagee Wil Seevieo g Cload Masfam an Premisey

Choose Type
4
Cloud volures ONTAP Cloud Volurmes ONTAP HA arraren P for ONTAR
(m)

1. Fornire i dettagli del’ambiente da creare, inclusi il nome dell’lambiente e le credenziali di
amministratore. Fare clic su Continua.
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https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://cloud.netapp.com/cvo-sizer
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Create a New Warking Environment Details and Credentials

T Previous Step Instance Profile 139763910815 netapp.com-cloud-volumes-... [
Edit Credentials
Credential Name Account |D Marketplace Subscription
Detaiks Credentials
Warking Emaronment Mama (Cluster Name) User Name
fexovptestingl admin
Password
o Add Tags prional Field ate four 1aes (TTEI L]

Confirm Password

Continue

1. Seleziona i servizi aggiuntivi per la distribuzione Cloud Volumes ONTAP , tra cui BlueXP
Classification, BlueXP backup and recovery e Cloud Insights. Fare clic su Continua.

Create a New Working Environment Services
(¢&?) Data Sense & Compliance E v
(¢€2) Backup to Cloud " '
g P

Lalil Monitoring i* W

1. Nella pagina Modelli di distribuzione HA, selezionare la configurazione Zone di disponibilita multiple.

Create a New Working Environment HA Deployrnent Models

T Previous Step
Multiple Availability Zones Single Avallability Zone

o Provides maximum protection against AZ fallures, o Protects against failures within a single AZ

Single availability zone. HA nodes are in a placement

Enables selection of 3 availability zones. 3 3
6’ Y group, spread across distinet underlying hardware.

6 An HA node serves data if its partner goes offline. 6 An HA node serves data if its partner goes affline,

I Extended Info I Extended Info

1. Nella pagina Regione e VPC, inserisci le informazioni di rete e poi fai clic su Continua.



Create a New Working Environment

T Previous Step AWS Region

US West | Oregon -

A—
o Node 1:
e

Anailability Zone

us-west-2a =
Subniet
10.222.1.v24 #

1. Nella pagina Connettivita e autenticazione SSH, scegliere i metodi di connessione per la coppia HA e

il mediatore.

Create a New Working Environment

T Previous Step —

.:;'.; MNodes

55H Authentication Method

Password

Region & VPC

VIPC

vpe-Od1c764bocd 950805 - T
10.222.0.0M16

Node Z:

—
=
[ mas al
=m0

Availability Zone

us-west-2b -
Subiriet
10.222.2.0024 *

Continue

Connectivity & SSH Authen

1Y
i

=

Security group

Use a generated security group

— —
=

== == Mediator:

Avaitability Zone
us-west-2c

Subsriat
22230024

tication

Mediator

i Security Group

- Use a generated security group

Key Pair Name

nimokey

Iternet Connection Method

Public IP address

1. Specificare gli indirizzi IP mobili e quindi fare clic su Continua.
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Create a New Working Environment FIDaEi[‘Ig |Ps

T Previous Step Floating P addresses are required for cluster and SvM access and for NES and OFS data access. These floating IPs can migrate between
HA nodes if failures accur. To access the data from outside the VPC, you can set up an AWS transit gateway.

You must specify IP addresses that are outside of the CIDR blocks for all VPCs in the selected AWS region,

Floating IP address for cluster management

172.16.007

Floating 1P address 1 for NFS and CIFS data
172.16.0.2

Finating IP addrass 2 for NFS and CIFS data

172.16.0.3

Fioating IP address for SVM managemant [Optional)

1. Selezionare le tabelle di routing appropriate per includere i percorsi verso gli indirizzi IP mobili, quindi
fare clic su Continua.

172.16.0.4

Create a New Working Environment Route Tables

T Previous Step Sedect the route tables that should include routes to the floating iP addresses. This enables. client aocess 1o the Cloud Violumes ONTAP HA
pair. If you leave a route table unselected, dients that are associated with the route table canndt access tha HA palr,

Additional information &

Name Msin 1D Associate with Subnet  Tags

A Yes rth-00b2d30c A dbdd 0 Subnets 1 Tags

1 Route Tables | The main rowte table B the delault for the VPC

Continue

1. Nella pagina Crittografia dati, seleziona Crittografia gestita da AWS.



Create a New Warking Environment Data E[]Cr‘}-’pti(}ﬂ

T Previous Step
& AWS Managed Encryption

AWS is responsible for data encryption and decryption cperations. Key management
is handled by AWS key management services,

Default Master Key: aws/ebs # Change Key

1. Selezionare I'opzione di licenza: Pay-As-You-Go o BYOL per utilizzare una licenza esistente. In
questo esempio viene utilizzata 'opzione Pay-As-You-Go.

Create a New Working EnviranmentCloud Volumes ONTAP Charging Methods & NS5 Account

Cloud Volumes ONTAP Charging Methods NetApp Support Site Account (Optional)
Learn more about our charging methods Learn more about NetApp Support Site (NSS) accounts
To reglster this Cloud Volumes ONTAP to support,you
=
g) (&) Pay-As-You-Go by the hour should add NetApp Support Site Account,

Don't have a NetApp Support Site account?Select go to
finish deploying this system.After its created,use the

Bring your own license

Bunnnrt Bagictratinn antinn tn freata an MES arrnnint

1. Seleziona tra diversi pacchetti preconfigurati disponibili in base al tipo di carico di lavoro da distribuire

sulle VM in esecuzione sul cloud VMware su AWS SDDC.
Create a New Working Environment Precon ﬁ_gLJFE}Ej PEi{k{-_lgE‘S

Select a preconfigured Cloud Violumes ONTAP system thet best matches your neads, or create your own configuration
Preconfigured saftings can ba modified st a later ime

Change Configuration

i 4 = S A
= o [+ v
POC and small workloads Database and application data Cost effective DR Highest perfermance production

production workloads

workloads

Up o 500GE of storage Up 1o 500GE of storage

r
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1. Nella pagina Revisione e approvazione, rivedere e confermare le selezioni
Volumes ONTAP , fare clic su Vai.

Create 3 New Work ng Emvironment ::;' 4 | :‘: 5 5': ,’-“-'- il I'":'-_ e

+op
etiiotesting
S swest2 HA

This Cloasd Violumess ONTAP instance will be registensd with NetApp support under the NS5 Account mchad

@] 1 understand that Clowd Managar will alecata tha approprats AWS resousces 1o comply with my above

Per creare I'istanza Cloud

eSUIraTIETLS, Mord inkbimation =
Overview Networking Storage
— -
Storage Syaten Cloud Yolurmes ONTAP HA M Deployment Model: Multiple dpsilability Jone
Literae Type: Cloud Volutes DNTAP Explong Encryption; AWS Maraged
Capacity Limic: s Customer baster Key: awsdels
e

1. Dopo aver eseguito il provisioning, Cloud Volumes ONTAP viene elencato negli ambienti di lavoro

nella pagina Canvas.

Bachup & Restore

| Canvas

Akl Wodkiang Ermaroamsn
wrnilsrvald [y |
] A0
aws DITAILS
i Yok

{ - SERWCES
NesrveRmng | -

WS WS

B 5o 1o Tabular Wiew

fsxevotesting0i ey (=)
" on
i OMTAD | WS | A



Configurazioni aggiuntive per volumi SMB

1. Una volta che 'ambiente di lavoro & pronto, assicurarsi che il server CIFS sia configurato con i
parametri di configurazione DNS e Active Directory appropriati. Questo passaggio € necessario prima
di poter creare il volume SMB.

i, 3

F i 3
T fsxcvotesting01 muspe azs) Em o

volumes HASIEtUS Cost Feplicatons i @ 4 =

o+ .
— Create a CIFS server + Advanced
DNS Pr imany IP Apdeass Active Dérectory Damain 1o jain

(CHATARE | tutesting ncal
ONS Secendary [P Address (Optonal) Credentials duthorized 10 p2in [he Gomar

wrd

1. Selezionare l'istanza CVO per creare il volume e fare clic sull’'opzione Crea volume. Scegli la
dimensione appropriata e il gestore cloud scegliera 'aggregato contenente oppure utilizzera un
meccanismo di allocazione avanzato per posizionarlo su un aggregato specifico. Per questa demo, &
stato selezionato SMB come protocollo.

Create new volume in fsxcvotestingdl Volume Details, Protection & Protocol

Details & Protection Protocol

Valume Name Size (G} NFS CIFS i5CSl
smbdemaovoldl 100

Hare Rame 5 - NS 1O0NMS

Snapshot Policy smbdemoval0l share Full Contral -

default -
Drefaud Policy Jeers f Groups

Continue

1. Dopo aver eseguito il provisioning, il volume sara disponibile nel riquadro Volumi. Poiché ¢ stata
predisposta una condivisione CIFS, & necessario concedere agli utenti o ai gruppi 'autorizzazione per
accedere ai file e alle cartelle e verificare che tali utenti possano accedere alla condivisione e creare
un file.
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em
-
E@ smbdemovol01

INFO

Disk Type GP2
Tiering Policy None
Backup OFF

H ONLIN

CAPACITY

W 1.67 MB
1(}68 EE_ Used

Allocated

1. Dopo aver creato il volume, utilizzare il comando mount per connettersi alla condivisione dalla VM in
esecuzione su VMware Cloud negli host AWS SDDC.

2. Copia il percorso seguente e utilizza 'opzione Connetti unita di rete per montare il volume sulla VM in

esecuzione su VMware Cloud in AWS SDDC.

T fsxcvotesting01 mutpie azs

Vaolumes Ha Stz Cost Replicathons

*D  Mount Velume smbdemeval0l

@ Access from inside the WPC using Floating 1P

I Auto failover between nodes

The IP address autormaticaly migrates between nodes if failures occur

Go o your maching and emter this command

WVITZ.16.0. 2 sebdenovo 1O share

6 Access from outside the VPC using AWS Private [P

Mo auto failover batween nodss

The IP address does not migrate between nodes if failures oceur

To avold traffic between nades, mount the valume by using the primary node’s IP address:

AT 22,1188 smbdemoval0l_share

If the primary nade goes affling, mount the velurme by using the HA partner's 1P address



B Wiiware Chond = nban=la-dienss

o ok

wmedclt

Sugn

VANEVTTHLCENT:

T tetApp Choud Mansges
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Collegare la LUN a un host

Per connettere il LUN Cloud Volumes ONTAP a un host, completare i seguenti passaggi:

1. Nella pagina Cloud Manager Canvas, fare doppio clic sul’ambiente di lavoro Cloud Volumes ONTAP
per creare e gestire i volumi.

2. Fare clic su Aggiungi volume > Nuovo volume, selezionare iSCSI e fare clic su Crea gruppo iniziatori.
Fare clic su Continua.

Details & Protection Protocol
CiFs
I ip
ot ault
Default P
Windows
B Vislware Cloud - niagr ha-dema = vEpheer - vinodcdl - Summary X wmedell X Y HetApp Cloud Manager * t @ (= b4
o8 = WInwaneanc.com
& Getting Saited ECZ Managomant Con. @ Now Tab (3 Dchen Bockmarla

vmicdoll

1. Dopo aver eseguito il provisioning del volume, selezionarlo e fare clic su Target IQN. Per copiare |l
nome qualificato iISCSI (IQN), fare clic su Copia. Impostare una connessione iSCSI dall’host al LUN.

Per ottenere lo stesso risultato per I'host residente su VMware Cloud on AWS SDDC, completare i
seguenti passaggi:

1. RDP alla VM ospitata sul cloud VMware su AWS.
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2. Aprire la finestra di dialogo Proprieta dell'iniziatore iSCSI: Server Manager > Dashboard > Strumenti >
Iniziatore iISCSI.

3. Dalla scheda Individuazione, fare clic su Individua portale o Aggiungi portale, quindi immettere
l'indirizzo IP della porta di destinazione iSCSI.

4. Dalla scheda Destinazioni, seleziona la destinazione rilevata e poi fai clic su Accedi o Connetti.

5. Selezionare Abilita multipath, quindi selezionare Ripristina automaticamente questa connessione

allavvio del computer o Aggiungi questa connessione all’elenco delle destinazioni preferite. Fare clic
su Avanzate.

@ L’host Windows deve disporre di una connessione iSCSI a ciascun nodo del cluster. [| DSM
nativo seleziona i percorsi migliori da utilizzare.

1SCE Irstistor Propertssy =

Torets  Desrovery  Favoote Targets  Volumes and Desices SADILE  Configuraton
Coucdc Correect

o decover andlog on to a target usng & basc conechon, type the [P address or
DS narsee of the Tar el and then ek Quach Cormel.

roget | 72428 Quick Connect....
Dezpipred langets
et
Meare Stabs

T tonnest utrg advanced oObons, selett & Tanget and then
cick Connect,

To completely dsconnect a targel, seect the target and
fthen ik Descomnect.

Decarril

For tangel proger s, ncludng oorfouraton of sessigns,
select the bwget and dick Properties.

Prageeribe

For oonfigur alion of dewvoes associabed with & larget, sslect
the banget and Hen dick De-aoes,

Le LUN dell’'SVM vengono visualizzate come dischi sul’host Windows. Tutti i nuovi dischi aggiunti non
vengono rilevati automaticamente dall’host. Avviare una nuova scansione manuale per rilevare i dischi
completando i seguenti passaggi:

1. Aprire I'utilita Gestione computer di Windows: Start > Strumenti di amministrazione > Gestione
computer.

2. Espandere il nodo Archiviazione nell’albero di navigazione.
3. Fare clic su Gestione disco.

4. Fare clic su Azione > Ripeti analisi dischi.
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Quando I'host Windows accede per la prima volta a un nuovo LUN, questo non ha alcuna partizione o file
system. Inizializzare il LUN e, facoltativamente, formattare il LUN con un file system completando i
seguenti passaggi:

1.
2.

Avviare Gestione disco di Windows.

Fare clic con il pulsante destro del mouse sul LUN, quindi selezionare il tipo di disco o partizione
richiesto.

Seguire le istruzioni della procedura guidata. In questo esempio, € montata l'unita F:.

Sui client Linux, assicurarsi che il demone iSCSI sia in esecuzione. Dopo aver eseguito il provisioning dei
LUN, fare riferimento alle istruzioni dettagliate sulla configurazione iSCSI per la propria distribuzione
Linux. Ad esempio, la configurazione iSCSI di Ubuntu puo essere trovata"Qui" . Per verificare, eseguire
Isblk cmd dalla shell.


https://ubuntu.com/server/docs/service-iscsi

Montare il volume Cloud Volumes ONTAP NFS sul client Linux

Per montare il file system Cloud Volumes ONTAP (DIY) dalle VM allinterno di VMC su AWS SDDC,
completare i seguenti passaggi:
1. Connettersi all'istanza Linux designata.

2. Aprire un terminale sull’istanza utilizzando Secure Shell (SSH) ed effettuare 'accesso con le
credenziali appropriate.

3. Creare una directory per il punto di montaggio del volume con il seguente comando.

$ sudo mkdir /fsxcvotesting0l/nfsdemovolOl
Montare il volume Amazon FSx ONTAP NFS nella directory creata nel
passaggio precedente.

sudo mount -t nfs nfsvers=4.1,172.16.0.2:/nfsdemovol01l
/fsxcvotesting0l/nfsdemovol0l

8 &= n 1 WITTWArEVITIC. Lo ! lo it : t i

ubuntud Enforce US Keyboard Layout

Servizio di virtualizzazione di Azure: opzioni per I'utilizzo dell’archiviazione NetApp

Lo storage NetApp puo essere collegato al servizio Azure VMware come storage
connesso come guest o come storage supplementare.

Azure NetApp Files (ANF) come datastore NFS supplementare

Il supporto per i datastore NFS ¢ stato introdotto con ESXi versione 3 nelle distribuzioni on-premise, ampliando
notevolmente le capacita di archiviazione di vSphere.

L'esecuzione di vSphere su NFS & un’opzione ampiamente adottata per le distribuzioni di virtualizzazione in
locale perché offre prestazioni e stabilita elevate. Se disponi di un’ampia quantita di storage collegato alla rete
(NAS) in un data center locale, dovresti prendere in considerazione I'implementazione di una soluzione SDDC
di Azure VMware in Azure con datastore di file Azure NetApp per superare le sfide di capacita e prestazioni.
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Azure NetApp Files € basato sul software di gestione dati NetApp ONTAP , leader del settore e altamente
disponibile. | servizi Microsoft Azure sono raggruppati in tre categorie: fondamentali, tradizionali e specializzati.
Azure NetApp Files rientra nella categoria specializzata ed & supportato da hardware gia distribuito in molte
regioni. Grazie all’elevata disponibilita (HA) integrata, Azure NetApp Files protegge i tuoi dati dalla maggior
parte delle interruzioni e ti offre un SLA leader del settore con un tempo di attivita del 99,99%".

Per maggiori informazioni su ANF come datastore NFS supplementare, visitare:

* "ANF come datastore NFS supplementare: panoramica"

* "Opzione NFS Datastore supplementare in Azure"

Azure NetApp Files (ANF) come storage connesso guest

Azure NetApp Files offre gestione e archiviazione dei dati di livello aziendale in Azure, consentendoti di gestire
con facilita i tuoi carichi di lavoro e le tue applicazioni. Migra i tuoi carichi di lavoro sul cloud ed eseguili senza
sacrificare le prestazioni.

Azure NetApp Files rimuove gli ostacoli, cosi puoi spostare tutte le tue applicazioni basate su file nel cloud. Per
la prima volta, non & necessario riprogettare le applicazioni e si ottiene uno storage persistente per le
applicazioni senza complessita.

Poiché il servizio viene erogato tramite il portale Microsoft Azure, gli utenti usufruiscono di un servizio
completamente gestito come parte del loro contratto aziendale Microsoft. Il supporto di livello mondiale, gestito
da Microsoft, ti offre la massima tranquillita. Questa soluzione unica consente di aggiungere carichi di lavoro
multiprotocollo in modo rapido e semplice. E possibile creare e distribuire applicazioni basate su file sia
Windows che Linux, anche per ambienti legacy.

Per maggiori informazioni, visitare"ANF come Guest Connected Storage" .

Cloud Volumes ONTAP (CVO) come storage connesso agli ospiti

Cloud Volumes ONTAP (CVO) ¢ la soluzione leader del settore per la gestione dei dati cloud basata sul
software di storage ONTAP di NetApp, disponibile in modo nativo su Amazon Web Services (AWS), Microsoft
Azure e Google Cloud Platform (GCP).

Si tratta di una versione software-defined di ONTAP che utilizza storage cloud-native, consentendo di avere lo
stesso software di storage nel cloud e in locale, riducendo la necessita di riqualificare il personale IT su metodi
completamente nuovi per gestire i dati.

CVO offre ai clienti la possibilita di spostare senza problemi i dati dal’edge al data center, al cloud e viceversa,
riunendo il cloud ibrido, il tutto gestito tramite una console di gestione a pannello unico, NetApp Cloud
Manager.

Grazie alla sua progettazione, CVO offre prestazioni estreme e funzionalita avanzate di gestione dei dati per
soddisfare anche le applicazioni piu esigenti nel cloud.

Per maggiori informazioni, visitare"CVO come Guest Connected Storage" .

Panoramica delle soluzioni ANF Datastore

Ogni organizzazione di successo € in cammino verso la trasformazione e la
modernizzazione. Come parte di questo processo, le aziende in genere sfruttano i propri
investimenti VMware esistenti, sfruttando al contempo i vantaggi del cloud e cercando di
rendere i processi di migrazione, burst, estensione e disaster recovery il piu fluidi
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possibile. | clienti che migrano verso il cloud devono valutare le problematiche di
elasticita e burst, uscita dal data center, consolidamento del data center, scenari di fine
vita, fusioni, acquisizioni e cosi via. L’approccio adottato da ciascuna organizzazione pud
variare in base alle rispettive priorita aziendali. Quando si scelgono operazioni basate sul
cloud, un obiettivo fondamentale & selezionare un modello a basso costo con prestazioni
adeguate e ostacoli minimi. Oltre alla scelta della piattaforma giusta, 'orchestrazione
dello storage e del flusso di lavoro € particolarmente importante per sfruttare al meglio la
potenza e I'elasticita dell'implementazione cloud.

Casi d’'uso

Sebbene la soluzione Azure VMware offra ai clienti funzionalita ibride uniche, le limitate opzioni di
archiviazione nativa ne hanno limitato I'utilita per le organizzazioni con carichi di lavoro ad alta intensita di
archiviazione. Poiché lo storage ¢ direttamente collegato agli host, 'unico modo per scalare lo storage €
aggiungere piu host, il che pud aumentare i costi del 35-40% o piu per carichi di lavoro ad alta intensita di
storage. Questi carichi di lavoro necessitano di spazio di archiviazione aggiuntivo, non di potenza aggiuntiva,
ma cio significa pagare per host aggiuntivi.

Consideriamo il seguente scenario: un cliente necessita di sei host per la potenza (vCPU/vMem), ma ha anche
un fabbisogno sostanziale di spazio di archiviazione. In base alla loro valutazione, per soddisfare i requisiti di
archiviazione sono necessari 12 host. Cio aumenta il TCO complessivo perché devono acquistare tutta quella
potenza aggiuntiva quando in realta hanno bisogno solo di piu spazio di archiviazione. Cio & applicabile a
qualsiasi caso d’uso, tra cui migrazione, disaster recovery, bursting, sviluppo/test e cosi via.

Un altro caso d’'uso comune per Azure VMware Solution ¢ il disaster recovery (DR). La maggior parte delle
organizzazioni non dispone di una strategia di ripristino di emergenza infallibile oppure potrebbe avere difficolta
a giustificare I'esecuzione di un data center fantasma solo per il ripristino di emergenza. Gli amministratori
potrebbero valutare opzioni di ripristino di emergenza a impatto zero con un cluster pilota o un cluster on-
demand. Potrebbero quindi scalare lo storage senza aggiungere host aggiuntivi, un’opzione potenzialmente
interessante.

Quindi, riassumendo, i casi d’'uso possono essere classificati in due modi:

» Scalabilita della capacita di archiviazione utilizzando datastore ANF

« Utilizzo di datastore ANF come destinazione di disaster recovery per un flusso di lavoro di ripristino
ottimizzato in termini di costi da locale o allinterno di regioni di Azure tra i data center definiti dal software
(SDDC). Questa guida fornisce informazioni sull’utilizzo di Azure NetApp Files per fornire storage
ottimizzato per datastore (attualmente in anteprima pubblica) insieme alle migliori funzionalita di protezione
dei dati e DR in una soluzione Azure VMware, che consente di scaricare la capacita di storage
dall'archiviazione vSAN.

@ Per ulteriori informazioni sull’utilizzo dei datastore ANF, contattare gli architetti di soluzioni
NetApp o Microsoft nella propria area geografica.

Opzioni VMware Cloud in Azure

Soluzione Azure VMware

Azure VMware Solution (AVS) & un servizio cloud ibrido che fornisce VMware SDDC completamente
funzionanti all'interno di un cloud pubblico Microsoft Azure. AVS & una soluzione proprietaria completamente
gestita e supportata da Microsoft e verificata da VMware che utilizza I'infrastruttura Azure. Pertanto, i clienti
ottengono VMware ESXi per la virtualizzazione del calcolo, vSAN per I'archiviazione iperconvergente e NSX
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per il networking e la sicurezza, il tutto sfruttando la presenza globale di Microsoft Azure, le strutture dei data
center leader del settore e la vicinanza al ricco ecosistema di servizi e soluzioni Azure nativi. La combinazione
di Azure VMware Solution SDDC e Azure NetApp Files garantisce le migliori prestazioni con una latenza di
rete minima.

Indipendentemente dal cloud utilizzato, quando viene distribuito un VMware SDDC, il cluster iniziale include i
seguenti componenti:
* VMware ESXi ospita per la virtualizzazione del calcolo con un’appliance server vCenter per la gestione.
« Storage iperconvergente VMware vSAN che incorpora le risorse di storage fisico di ciascun host ESXi.

* VMware NSX per reti e sicurezza virtuali con un cluster NSX Manager per la gestione.

Conclusione

Che si punti a un cloud all-cloud o ibrido, i file di Azure NetApp offrono ottime opzioni per distribuire e gestire i
carichi di lavoro delle applicazioni insieme ai servizi file, riducendo al contempo il TCO rendendo i requisiti dei
dati uniformi al livello dell’applicazione. Qualunque sia il caso d’'uso, scegli Azure VMware Solution insieme ad
Azure NetApp Files per ottenere rapidamente i vantaggi del cloud, un’infrastruttura e operazioni coerenti in
locale e su piu cloud, portabilita bidirezionale dei carichi di lavoro e capacita e prestazioni di livello aziendale.
Si tratta dello stesso processo e delle stesse procedure note utilizzate per collegare I'archiviazione. Ricorda
che & cambiata solo la posizione dei dati e i nuovi nomi; gli strumenti e i processi sono rimasti gli stessi e
Azure NetApp Files aiuta a ottimizzare la distribuzione complessiva.

Da asporto

| punti chiave di questo documento includono:

* Ora € possibile utilizzare Azure NetApp Files come archivio dati su AVS SDDC.

« Aumenta i tempi di risposta delle applicazioni e garantisci una maggiore disponibilita per consentire
I'accesso ai dati del carico di lavoro quando e dove necessario.

« Semplifica la complessita complessiva dello storage vSAN con funzionalita di ridimensionamento semplici
e immediate.

* Prestazioni garantite per carichi di lavoro mission-critical grazie alle funzionalita di rimodellamento
dinamico.

» Se la destinazione & Azure VMware Solution Cloud, Azure NetApp Files € la soluzione di archiviazione
ideale per una distribuzione ottimizzata.

Dove trovare ulteriori informazioni

Per saperne di piu sulle informazioni descritte nel presente documento, fare riferimento ai seguenti link del sito
web:

* Documentazione della soluzione Azure VMware
"https://docs.microsoft.com/en-us/azure/azure-vmware/"

* Documentazione Azure NetApp Files
"https://docs.microsoft.com/en-us/azure/azure-netapp-files/"

 Collegare gli archivi dati di Azure NetApp Files agli host della soluzione Azure VMware (anteprima)
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Creazione di un datastore NFS supplementare in Azure

Il supporto per i datastore NFS é stato introdotto con ESXi versione 3 nelle distribuzioni
on-premise, ampliando notevolmente le capacita di archiviazione di vSphere.

L'esecuzione di vSphere su NFS & un’opzione ampiamente adottata per le distribuzioni di virtualizzazione in
locale perché offre prestazioni e stabilita elevate. Se disponi di un’ampia quantita di storage collegato alla rete
(NAS) in un data center locale, dovresti prendere in considerazione I'implementazione di una soluzione SDDC
di Azure VMware in Azure con datastore di file Azure NetApp per superare le sfide di capacita e prestazioni.

Azure NetApp Files & basato sul software di gestione dati NetApp ONTAP , leader del settore e altamente
disponibile. | servizi Microsoft Azure sono raggruppati in tre categorie: fondamentali, tradizionali e specializzati.
Azure NetApp Files rientra nella categoria specializzata ed & supportato da hardware gia distribuito in molte
regioni. Grazie all’'elevata disponibilita (HA) integrata, Azure NetApp Files protegge i tuoi dati dalla maggior
parte delle interruzioni e ti offre un SLA leader del settore di "99,99%" tempo di attivita.

Prima dell’introduzione della funzionalita di datastore Azure NetApp Files , 'operazione di scalabilita
orizzontale per i clienti che pianificavano di ospitare carichi di lavoro ad alta intensita di prestazioni e di
archiviazione richiedeva I'espansione sia delle capacita di elaborazione che di archiviazione.

Tieni presente i seguenti aspetti:

* Le configurazioni di cluster non bilanciate non sono consigliate in un cluster SDDC. Pertanto, espandere lo
storage significa aggiungere piu host, il che implica un TCO maggiore.

« E possibile un solo ambiente vSAN. Pertanto, tutto il traffico di archiviazione compete direttamente con i
carichi di lavoro di produzione.

* Non ¢ possibile fornire piu livelli di prestazioni per allineare requisiti, prestazioni e costi delle applicazioni.

« E facile raggiungere i limiti della capacita di archiviazione per vSAN basati su host cluster. Integrando le
offerte PaaS (Platform-as-a-Service) native di Azure, come Azure NetApp Files , come datastore, i clienti
hanno la possibilita di ridimensionare in modo indipendente il proprio storage separatamente e di
aggiungere nodi di elaborazione al cluster SDDC solo quando necessario. Questa capacita supera le sfide
sopra menzionate.

Azure NetApp Files consente inoltre di distribuire piu datastore, il che aiuta a imitare un modello di
distribuzione locale posizionando le macchine virtuali nel datastore appropriato e assegnando il livello di
servizio richiesto per soddisfare i requisiti di prestazioni del carico di lavoro. Grazie alla capacita unica del
supporto multiprotocollo, I'archiviazione guest &€ un’opzione aggiuntiva per carichi di lavoro di database come
SQL e Oracle, sfruttando anche la capacita supplementare del datastore NFS per ospitare i VMDK rimanenti.
Oltre a cio, la funzionalita nativa di snapshot consente di eseguire backup rapidi e ripristini granulari.

Contattare Azure e NetApp Solution Architects per la pianificazione e il dimensionamento dello

@ storage e per determinare il numero necessario di host. NetApp consiglia di identificare i
requisiti di prestazioni di storage prima di finalizzare il layout del datastore per distribuzioni di
test, POC e produzione.

Architettura dettagliata

Da una prospettiva di alto livello, questa architettura descrive come ottenere connettivita cloud ibrida e
portabilita delle app tra ambienti locali e Azure. Descrive inoltre I'utilizzo di Azure NetApp Files come datastore
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NFS supplementare e come opzione di archiviazione in-guest per macchine virtuali guest ospitate sulla
soluzione Azure VMware.
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Dimensionamento

L'aspetto pit importante nella migrazione o nel ripristino di emergenza & determinare la dimensione corretta
per 'ambiente di destinazione. E molto importante capire quanti nodi sono necessari per eseguire
un’operazione di trasferimento da un ambiente locale alla soluzione Azure VMware.

Per il dimensionamento, utilizzare i dati storici del’ambiente locale tramite RVTools (preferito) o altri strumenti
come Live Optics o Azure Migrate. RVTools € uno strumento ideale per acquisire vCPU, vMem, vDisk e tutte le
informazioni necessarie, comprese le VM accese o spente, per caratterizzare 'ambiente di destinazione.

Per eseguire RVtools, completare i seguenti passaggi:

1. Scarica e installa RVTools.

2. Esegui RVTools, inserisci le informazioni richieste per connetterti al tuo vCenter Server locale e premi
Accedi.

3. Esportare I'inventario in un foglio di calcolo Excel.

4. Modifica il foglio di calcolo e rimuovi dalla scheda vinfo tutte le VM che non sono candidate ideali. Questo
approccio fornisce un output chiaro sui requisiti di archiviazione che puo essere utilizzato per dimensionare
correttamente il cluster Azure VMware SDDC con il numero richiesto di host.

Le VM guest utilizzate con storage interno devono essere calcolate separatamente; tuttavia,
@ Azure NetApp Files puo facilmente coprire la capacita di storage aggiuntiva, mantenendo cosi
basso il TCO complessivo.
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Distribuzione e configurazione della soluzione Azure VMware

Come per le soluzioni on-premise, la pianificazione di una soluzione Azure VMware € fondamentale per un
ambiente di produzione di successo per la creazione di macchine virtuali e la migrazione.

Questa sezione descrive come configurare e gestire AVS per I'utilizzo in combinazione con Azure NetApp Files
come archivio dati con archiviazione interna.

Il processo di configurazione puo essere suddiviso in tre parti:

* Registra il fornitore di risorse e crea un cloud privato.
» Connettersi a un gateway di rete virtuale ExpressRoute nuovo o esistente.

» Convalida la connettivita di rete e accedi al cloud privato. Fare riferimento a questo"collegamento” per una
guida dettagliata al processo di provisioning SDDC della soluzione Azure VMware.

Configurare Azure NetApp Files con Azure VMware Solution

La nuova integrazione tra Azure NetApp Files consente di creare datastore NFS tramite le API/CLI del provider
di risorse della soluzione Azure VMware con volumi Azure NetApp Files e di montare i datastore sui cluster
desiderati in un cloud privato. Oltre a ospitare i VMDK delle VM e delle app, i volumi di file di Azure NetApp
possono anche essere montati dalle VM create nell’ambiente SDDC della soluzione Azure VMware. | volumi
possono essere montati sul client Linux e mappati su un client Windows, perché Azure NetApp Files supporta i
protocolli Server Message Block (SMB) e Network File System (NFS).

Per prestazioni ottimali, distribuire Azure NetApp Files nella stessa zona di disponibilita del
cloud privato. La collocazione con il percorso rapido Express Route garantisce le migliori
prestazioni, con una latenza di rete minima.

Per collegare un volume di file Azure NetApp come datastore VMware di un cloud privato di Azure VMware
Solution, assicurarsi che siano soddisfatti i seguenti prerequisiti.

93


vmw-azure-avs-overview.html

Prerequisiti

94

1. Utilizzare az login e verificare che 'abbonamento sia registrato nella funzionalita
CloudSanExperience nello spazio dei nomi Microsoft.AVS.

az login —-tenant XCVXCVXC— VXCV— XCVX— CVXC— VXCVXCVXCV

az feature show --name "CloudSanExperience" --namespace "Microsoft.AVS"
1. Se non & registrato, registralo.

az feature register --name "CloudSanExperience" --namespace
"Microsoft.AVS"

(D La registrazione puo richiedere circa 15 minuti.

1. Per verificare lo stato della registrazione, eseguire il seguente comando.

az feature show --name "CloudSanExperience" --namespace "Microsoft.AVS"
-—query properties.state

1. Se la registrazione rimane bloccata in uno stato intermedio per piu di 15 minuti, annullare la
registrazione e poi registrare nuovamente il flag.

az feature unregister --name "CloudSanExperience" --namespace
"Microsoft.AVS"

az feature register --name "CloudSanExperience" --namespace
"Microsoft.AVS"

1. Verificare che 'abbonamento sia registrato nella funzionalita AnfDatastoreExperience nello spazio dei
nomi Microsoft.AVS.

az feature show --name "AnfDatastoreExperience" --namespace
"Microsoft.AVS" --query properties.state

1. Verificare che 'estensione VMware sia installata.
az extension show —-—-name vmware

1. Se l'estensione & gia installata, verificare che la versione sia 3.0.0. Se & installata una versione
precedente, aggiornare I'estensione.



az extension update --name vmware

1. Se I'estensione non & gia installata, installala.

az extension add —--name vmware
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Creare e montare volumi Azure NetApp Files

1. Accedi al portale di Azure e accedi ad Azure NetApp Files. Verificare 'accesso al servizio Azure
NetApp Files e registrare il provider di risorse Azure NetApp Files utilizzando az provider
register ——namespace Microsoft.NetApp -wait comando. Dopo la registrazione, crea un
account NetApp . Fare riferimento a questo "collegamento” per i passaggi dettagliati.

Home > Azure NetApp Files >

Azure NetApp Files « New NetApp account

Hybrid Cloud TME

- Create @ Manage view
Name *

- : | Enter the name |
Filter for any field...

Name T Subscription

| Hybrid Cloud TME Onprem v |

M ANFAVSAcct
Resource group *
| ANFAVSVai2 v

Create new

B ANFDatastoreacct i

Location *

| West Europe s |

1. Dopo aver creato un account NetApp , impostare i pool di capacita con il livello di servizio e le
dimensioni richiesti. Per informazioni dettagliate, fare riferimento a questo "collegamento” .

Home > Azure NetApp Files > ANFDatas!

Azure NetApp Files = ANFDatastoreacct | Capacity pools

New capacity pool  x

Name *

£ Manage view - { Addpool ) Refresh

[Enter the name

W Ove

Fiter for any fieid e lovel® @
iter for any field Sp— Service level

Name 1 B aa
Ao Acce

[ P ”

Name T4 Capacity Ty Service level Ty QoS

ey ANFRecoDS 4B Premium figy DR O
@ Tas (4

T ANFDstastorescce Ty ANFRecaDSU 4T ultra Aute

Settings

Qo5 type
[0 eI

O Manual

1l Properties 18 Auto

B Locks

Punti da ricordare

* NFSv3 & supportato per gli archivi dati su Azure NetApp Files.

« Utilizzare il livello Premium o standard per carichi di lavoro con capacita limitata e il livello Ultra per

carichi di lavoro con prestazioni limitate, ove necessario, integrando al contempo I'archiviazione
vSAN predefinita.

1. Configurare una subnet delegata per Azure NetApp Files e specificare questa subnet durante la

creazione dei volumi. Per i passaggi dettagliati per creare una subnet delegata, fare riferimento a
questo "collegamento” .

2. Aggiungere un volume NFS per il datastore utilizzando la lama Volumi sotto la lama Pool di capacita.
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= ANFDatastoreacct | Volumes
NetApp account

[2 search (curt+n | « + Addvolume - Add data replication () Refresh
W Overview =
3 |p5ean:h volumes |
B Activity log

Name ™ | Quota ™ ‘ Throughput T ‘ Protocol type ™ ‘ Mount path ™ ‘ Service level T ‘ Network features Ty ‘ Capacity pt
Aa, Access control (IAM)

i anfrecods001 4T 262.144 Mis/s NFSv3 172.30.153.132:/ANFRe  Premium Standard anfrecods
@ Tags

i anfrecodsu002 4 TiB 524.288 MiB/s NFSv3 17230.153.132/anfrec. Ultra Standard anfrecodsu
Settings < — 4

Per informazioni sulle prestazioni del volume Azure NetApp Files in base alle dimensioni o alla quota,
vedere"Considerazioni sulle prestazioni per Azure NetApp Files" .
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Aggiungi il datastore dei file Azure NetApp al cloud privato
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Il volume Azure NetApp Files puo essere collegato al cloud privato tramite il portale di
Azure. Segui questo"collegamento da Microsoft" per un approccio passo passo all’utilizzo
del portale di Azure per montare un archivio dati di file Azure NetApp .

Per aggiungere un datastore di file Azure NetApp a un cloud privato, completare i seguenti passaggi:

1. Dopo aver registrato le funzionalita richieste, collegare un datastore NFS al cluster cloud privato della
soluzione Azure VMware eseguendo il comando appropriato.

2. Creare un datastore utilizzando un volume ANF esistente nel cluster cloud privato della soluzione
Azure VMware.

C:\Users\niyaz>az vmware datastore netapp-volume create —--name
ANFRecoDSUO0O2 --resource-group anfavsval2 --cluster Cluster-1 --private
-cloud ANFDataClus --volume-id /subscriptions/Oefa2dfb-917c-4497-b56a-
b3fdeadb8111l/resourceGroups/anfavsval2/providers/Microsoft.NetApp/netAp
pAccounts/anfdatastoreacct/capacityPools/anfrecodsu/volumes/anfrecodsU0
02

{

"diskPoolVolume": null,

"id": "/subscriptions/0Oefa2dfb-917c-4497-b56a-
b3fdeadb8111/resourceGroups/anfavsval2/providers/Microsoft.AVS/privateC
louds/ANFDataClus/clusters/Cluster-1/datastores/ANFRecoDSU002",

"name": "ANFRecoDSU002",

"netAppVolume": {

"id": "/subscriptions/0efa2dfb-917c-4497-b56a-
b3fdeadb811ll/resourceGroups/anfavsval2/providers/Microsoft.NetApp/netAp
pAccounts/anfdatastoreacct/capacityPools/anfrecodsu/volumes/anfrecodsU0
oz",

"resourceGroup": "anfavsval2"

by

"provisioningState": "Succeeded",

"resourceGroup": "anfavsval2",

"type": "Microsoft.AVS/privateClouds/clusters/datastores"

List all the datastores in a private cloud cluster.

C:\Utenti\niyaz>az vmware datastore list --resource-group anfavsval2 --cluster Cluster-1 --private-cloud
ANFDataClus [ { "diskPoolVolume": null, "id": "/subscriptions/Oefa2dfb-917c-4497-b56a-
b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft. AVS/privateClouds/ANFDataClus/clusters/
Cluster-1/datastores/ANFRecoDS001", "name": "ANFRecoDS001", "netAppVolume": { "id":
"/subscriptions/Oefa2dfb-917¢c-4497-b56a-b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft.
NetApp/netAppAccounts/anfdatastoreacct/capacityPools/anfrecods/volumes/ANFRecoDS001",

"resourceGroup": "anfavsval2" }, "provisioningState": "Riuscito", "resourceGroup": "anfavsval2", "type":
"Microsoft.AVS/privateClouds/clusters/datastores" }, { "diskPoolVolume": null, "id":


https://learn.microsoft.com/en-us/azure/azure-vmware/attach-azure-netapp-files-to-azure-vmware-solution-hosts?tabs=azure-portal

"/subscriptions/Oefa2dfb-917¢c-4497-b56a-

b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft. AVS/privateClouds/ANFDataClus/clusters/
Cluster-1/datastores/ANFRecoDSU002", "name": "ANFRecoDSU002", "netAppVolume": { "id":
"/subscriptions/Oefa2dfb-917c-4497-b56a-b3f4eadb8111/resource Groups/anfavsval2/providers/Microsoft.
NetApp/netAppAccounts/anfdatastoreacct/capacityPools/anfrecodsu/volumes/anfrecodsU002",

"resourceGroup": "anfavsval2" }, "provisioningState": "Riuscito", "resourceGroup": "anfavsval2", "type":
"Microsoft.AVS/privateClouds/clusters/datastores" } ]

1. Una volta stabilita la connettivita necessaria, i volumi vengono montati come datastore.

§] @ # anf-z1-stddsOl

g -

Ottimizzazione delle dimensioni e delle prestazioni

Azure NetApp Files supporta tre livelli di servizio: Standard (16 MBps per terabyte), Premium (64 MBps per
terabyte) e Ultra (128 MBps per terabyte). Per ottenere prestazioni ottimali del carico di lavoro del database e
importante predisporre il volume della giusta dimensione. Con Azure NetApp Files, le prestazioni del volume e
il limite di velocita effettiva vengono determinati in base ai seguenti fattori:

« Il livello di servizio del pool di capacita a cui appartiene il volume

* La quota assegnata al volume

* Il tipo di qualita del servizio (QoS) (automatico o manuale) del pool di capacita

Service Throughput
Level
Ultra 128MiB/s per 1TiB quota x —

Premium 64MiB/s per 1TiB quota
Standard 16MiB/s per 1TiB quota

Eg.1 Premium Tier Vgllir?ne Up to 128MiB/s gross
(64MiB/s per 1TiB quota) Quota throughput

Eg.2 Premium Tier :,%?ugg Up to 6.25MiB/s gross
(64MiB/s per 1TiB quota) Quota throughput
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Per ulteriori informazioni, vedere "Livelli di servizio per Azure NetApp Files" .

Fare riferimento a questo"collegamento da Microsoft" per benchmark dettagliati delle prestazioni che possono
essere utilizzati durante un esercizio di dimensionamento.

Punti da ricordare

* Per ottenere capacita e prestazioni ottimali, utilizzare il livello Premium o Standard per i volumi del
datastore. Se sono richieste prestazioni elevate, & possibile utilizzare il livello Ultra.

* Per i requisiti di montaggio guest, utilizzare il livello Premium o Ultra e per i requisiti di condivisione file
per le VM guest, utilizzare i volumi di livello Standard o Premium.

Considerazioni sulle prestazioni

E importante comprendere che con NFS versione 3 & presente un solo canale attivo per la connessione tra
I'host ESXi e una singola destinazione di archiviazione. Cio significa che, sebbene possano essere disponibili
connessioni alternative per il failover, la larghezza di banda per un singolo datastore e I'archiviazione
sottostante sono limitate a cid che una singola connessione pud fornire.

Per sfruttare una maggiore larghezza di banda disponibile con i volumi Azure NetApp Files , un host ESXi
deve disporre di pit connessioni alle destinazioni di archiviazione. Per risolvere questo problema, & possibile
configurare piu datastore, ognuno dei quali utilizza connessioni separate tra I’host ESXi e lo storage.

Per una larghezza di banda maggiore, come best practice, creare piu datastore utilizzando piu volumi ANF,
creare VMDK e suddividere i volumi logici tra i VMDK.

Fare riferimento a questo"collegamento da Microsoft" per benchmark dettagliati delle prestazioni che possono
essere utilizzati durante un esercizio di dimensionamento.

Punti da ricordare

« Per impostazione predefinita, la soluzione Azure VMware consente otto datastore NFS. E possibile
aumentare tale valore tramite una richiesta di supporto.

« Sfrutta ER Fastpath insieme a Ultra SKU per una maggiore larghezza di banda e una minore latenza.
Ulteriori informazioni

» Con le funzionalita di rete "Base" nei file di Azure NetApp , la connettivita dalla soluzione Azure VMware &
vincolata dalla larghezza di banda del circuito ExpressRoute e del gateway ExpressRoute.

* Per i volumi Azure NetApp Files con funzionalita di rete "Standard", & supportato ExpressRoute FastPath.
Se abilitato, FastPath invia il traffico di rete direttamente ai volumi Azure NetApp Files , bypassando il
gateway e garantendo una maggiore larghezza di banda e una minore latenza.

Aumento delle dimensioni del datastore

La riorganizzazione del volume e le modifiche dinamiche del livello di servizio sono completamente trasparenti
per 'SDDC. In Azure NetApp Files, queste funzionalita garantiscono ottimizzazioni continue di prestazioni,
capacita e costi. Aumentare le dimensioni dei datastore NFS ridimensionando il volume dal portale di Azure o
utilizzando I'interfaccia della riga di comando. Al termine, accedi a vCenter, vai alla scheda del datastore, fai
clic con il pulsante destro del mouse sul datastore appropriato e seleziona Aggiorna informazioni sulla
capacita. Questo approccio pud essere utilizzato per aumentare la capacita del datastore e per aumentarne le
prestazioni in modo dinamico, senza tempi di inattivita. Questo processo € inoltre completamente trasparente
per le applicazioni.
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Punti da ricordare

* La riorganizzazione del volume e la capacita di livello di servizio dinamico consentono di ottimizzare i
costi dimensionandoli per carichi di lavoro stabili, evitando cosi I'eccesso di risorse.

* VAAI non é abilitato.

Carichi di lavoro

Migrazione

Uno dei casi d’'uso piu comuni € la migrazione. Utilizzare VMware HCX o vMotion per spostare le VM in
sede. In alternativa, & possibile utilizzare Rivermeadow per migrare le VM nei datastore Azure NetApp
Files .

101



Protezione dei dati

Tra i grandi punti di forza dei datastore ANF rientrano il backup delle VM e il loro rapido ripristino. Utilizza
le copie snapshot per creare copie rapide della tua VM o del tuo datastore senza compromettere le
prestazioni, quindi inviale all’archiviazione di Azure per una protezione dei dati a lungo termine o a
un’area secondaria utilizzando la replica tra aree per scopi di disaster recovery. Questo approccio riduce
al minimo lo spazio di archiviazione e la larghezza di banda della rete memorizzando solo le informazioni
modificate.

Utilizzare copie snapshot Azure NetApp Files per la protezione generale e utilizzare strumenti applicativi
per proteggere i dati transazionali, ad esempio SQL Server o Oracle, residenti nelle VM guest. Queste
copie Snapshot sono diverse dagli snapshot VMware (di coerenza) e sono adatte per una protezione a
lungo termine.

Con i datastore ANF, I'opzione Ripristina su nuovo volume puo essere utilizzata per
clonare un intero volume di datastore e il volume ripristinato pud essere montato come un

@ altro datastore sugli host all’interno di AVS SDDC. Dopo aver montato un datastore, le VM
al suo interno possono essere registrate, riconfigurate e personalizzate come se fossero
VM clonate singolarmente.
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BlueXP backup and recovery per macchine virtuali

BlueXP backup and recovery per macchine virtuali fornisce un’interfaccia utente grafica del client
Web vSphere su vCenter per proteggere le macchine virtuali di Azure VMware Solution e i datastore
dei file di Azure NetApp tramite criteri di backup. Queste policy possono definire la pianificazione, la

conservazione e altre funzionalita. La funzionalita BlueXP backup and recovery per macchine virtuali

pud essere implementata utilizzando il comando Esegui.

E possibile installare i criteri di configurazione e protezione completando i seguenti passaggi:

1. Installare il BlueXP backup and recovery per macchine virtuali nel cloud privato Azure VMware
Solution utilizzando il comando Esegui.

2. Aggiungere le credenziali di abbonamento cloud (valore client e segreto), quindi aggiungere un
account di abbonamento cloud (account NetApp e gruppo di risorse associato) che contenga le
risorse che si desidera proteggere.

3. Creare una o piu policy di backup che gestiscano la conservazione, la frequenza e altre
impostazioni per i backup dei gruppi di risorse.

4. Crea un contenitore per aggiungere una o piu risorse che devono essere protette con criteri di

backup.

5. In caso di errore, ripristinare I'intera VM o singoli VMDK specifici nella stessa posizione.

@ Grazie alla tecnologia Azure NetApp Files Snapshot, i backup e i ripristini sono molto
rapidi.

Cloud Backup for Virtusl Machine:
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Ripristino di emergenza con Azure NetApp Files, JetStream DR e Azure VMware Solution

Il disaster recovery sul cloud & un modo resiliente ed economico per proteggere i carichi di lavoro da
interruzioni del sito ed eventi di danneggiamento dei dati (ad esempio, ransomware). Utilizzando il
framework VMware VAIQ, i carichi di lavoro VMware locali possono essere replicati
nell’archiviazione BLOB di Azure e ripristinati, consentendo una perdita di dati minima o quasi nulla
e un RTO prossimo allo zero. JetStream DR puo essere utilizzato per ripristinare senza problemi i
carichi di lavoro replicati da locale ad AVS e in particolare ad Azure NetApp Files. Consente un
disaster recovery conveniente utilizzando risorse minime nel sito DR e un archivio cloud
conveniente. JetStream DR automatizza il ripristino nei datastore ANF tramite Azure Blob Storage.
JetStream DR recupera VM indipendenti o gruppi di VM correlate nell’infrastruttura del sito di
ripristino in base alla mappatura di rete e fornisce un ripristino puntuale per la protezione dal
ransomware.

"Soluzione DR con ANF, JetStream e AVS" .

Opzioni di archiviazione connessa agli ospiti NetApp per Azure

Azure supporta I'archiviazione NetApp connessa agli ospiti con il servizio nativo Azure
NetApp Files (ANF) o con Cloud Volumes ONTAP (CVO).

Azure NetApp Files (ANF)

Azure NetApp Files offre gestione e archiviazione dei dati di livello aziendale in Azure, consentendoti di gestire
con facilita i tuoi carichi di lavoro e le tue applicazioni. Migra i tuoi carichi di lavoro sul cloud ed eseguili senza
sacrificare le prestazioni.

Azure NetApp Files elimina gli ostacoli, cosi puoi spostare tutte le tue applicazioni basate su file nel cloud. Per
la prima volta, non & necessario riprogettare le applicazioni e si ottiene uno storage persistente per le
applicazioni senza complessita.

Poiché il servizio viene erogato tramite il portale Microsoft Azure, gli utenti usufruiscono di un servizio
completamente gestito come parte del loro contratto aziendale Microsoft. Il supporto di livello mondiale, gestito
da Microsoft, ti offre la massima tranquillita. Questa soluzione unica consente di aggiungere carichi di lavoro
multiprotocollo in modo rapido e semplice. E possibile creare e distribuire applicazioni basate su file sia
Windows che Linux, anche per ambienti legacy.

Azure NetApp Files (ANF) come storage connesso guest

Configurare Azure NetApp Files con Azure VMware Solution (AVS)

Le condivisioni Azure NetApp Files possono essere montate da VM create nel’ambiente SDDC della
soluzione Azure VMware. | volumi possono anche essere montati sul client Linux e mappati sul client
Windows perché Azure NetApp Files supporta i protocolli SMB e NFS. | volumi Azure NetApp Files
possono essere configurati in cinque semplici passaggi.

Azure NetApp Files e Azure VMware Solution devono trovarsi nella stessa area di Azure.
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Creare e montare volumi Azure NetApp Files

Per creare e montare volumi Azure NetApp Files , completare i passaggi seguenti:

1. Accedi al portale di Azure e accedi ad Azure NetApp Files. Verificare I'accesso al servizio Azure
NetApp Files e registrare il provider di risorse Azure NetApp Files utilizzando il comando az provider
register --namespace NetApp —wait. Una volta completata la registrazione, crea un account NetApp .

Per i passaggi dettagliati, vedere"Condivisioni Azure NetApp Files" . Questa pagina ti guidera passo
dopo passo attraverso il processo.

i Microsoft Azure

2 Sparch resources, services, and docs (G+/)

Home Azure NetApp Files >

Azure NetApp Files

MatApp (doudcontiol produciions

4 Create 2 Manage view .

Filter for any field

Name T

lo NetApp accounts to display

wure MetApp Files makes it easy to migrate amd

n compleyx, file-based applications with no code

wnge. With suppart for multiple protocols and

sgiated data protection, storage management is
simple, fast, and reliable

Learn more of

New NetApp account

Name *
nimoAVSANFdemoa

Subscription
Saa5 Backup Production o

Rescurce group *

| Mimsavspema ~
Create new

Location *

East US 2 b

Create Download a tempiate for automation

2. Dopo aver creato I'account NetApp , impostare i pool di capacita con il livello di servizio e le

dimensioni richiesti.

Per ulteriori informazioni, consultare "Impostare un pool di capacita" .
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3. Configurare la subnet delegata per Azure NetApp Files e specificare questa subnet durante la
creazione dei volumi. Per i passaggi dettagliati per creare una subnet delegata, vedere"Delegare una
subnet ad Azure NetApp Files" .

Add subnet X
+.» himoavspriv-vnet | Subnets
Virtuial netwark
Marme *
.,C Saarch [Ctrl+) | @ + Subnet ani.del o
40 Querview Z

O Searcheubn  Fvbnet address range * O

B Activity log [ 172243028 v
1722430 - 17224315 (11 + 5 Azure reserved addresses)

A Access control (IAM) Name Ty
@ Taos St [_] Add 1Pv6 address space ©
£* Diagnose and solve problems YMSubnet NAT gateway O
Nane 4
Settings StarageSubnet
< Network security group
& Address space o 5
& Connected devices
Route table

> Subnets None o=

DDoS protection

Firewall

a ® O

i B o

4. Aggiungere un volume SMB utilizzando la lama Volumi sotto la lama Pool di capacita. Assicurarsi che
il connettore Active Directory sia configurato prima di creare il volume SMB.
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5. Fare clic su Revisiona + Crea per creare il volume SMB.

Se l'applicazione € SQL Server, abilitare la disponibilita continua SMB.
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Per ulteriori informazioni sulle prestazioni del volume Azure NetApp Files in base alle dimensioni o
alla quota, vedere"Considerazioni sulle prestazioni per Azure NetApp Files" .

6. Una volta stabilita la connettivita, il volume pud essere montato e utilizzato per i dati dell’applicazione.
Per fare cio, dal portale di Azure fare clic sul pannello Volumi, quindi selezionare il volume da montare

e accedere alle istruzioni di montaggio. Copiare il percorso e utilizzare I'opzione Connetti unita di rete
per montare il volume sulla macchina virtuale in esecuzione su Azure VMware Solution SDDC.
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7. Per montare volumi NFS su macchine virtuali Linux in esecuzione su Azure VMware Solution SDDC,
utilizzare lo stesso processo. Utilizzare la riorganizzazione del volume o la capacita di livello di

servizio dinamico per soddisfare le esigenze del carico di lavoro.

3.4: /nimcdemonfsvl Jfhome/nimoadal

1K-blocks
8168112
1639548
58824704

dev/Loop2

25 1515
[devloopl

523248
1639544
S47i8

3.4: fnimodemonfsvl 104857608

Per ulteriori informazioni, consultare "Modificare dinamicamente il livello di servizio di un volume" .

Cloud Volumes ONTAP (CVO)

Cloud Volumes ONTAP, o CVO, ¢ la soluzione leader del settore per la gestione dei dati cloud basata sul
software di archiviazione ONTAP di NetApp, disponibile in modo nativo su Amazon Web Services (AWS),

ademoll

-5 df

Used Available UseXx

8 8158112 0%
1488 1638060 1%
TOB2TS2 48318496 17T%
B197 0%

[} 1

A%

100%

i} 160%

) 186%
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166%
1%

5 5 1%
54738 B 1806%

8 184857688 %

Microsoft Azure e Google Cloud Platform (GCP).

:-5 zudo mount -t nfs -o rw, hard, tep 172.24.

Hounted on
fday
frun
!
Jdev/shm
Jrunflock
sys /s fcgroup
fsnapfcorel8 /2128
fsnapfgtk-common- the

Jsnapfgnome-3-34-188

jsnap/fsnap-5
fsnap/snapd/

fboot fefi

frunfuser /1008
fmedia/nincadmin/vHw

/home fnimoadmin/nimo

Si tratta di una versione software-defined di ONTAP che utilizza storage cloud-native, consentendo di avere lo
stesso software di storage nel cloud e in locale, riducendo la necessita di riqualificare il personale IT su metodi
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completamente nuovi per gestire i dati.

CVO offre ai clienti la possibilita di spostare senza problemi i dati dal’edge al data center, al cloud e viceversa,
riunendo il cloud ibrido, il tutto gestito tramite una console di gestione a pannello unico, NetApp Cloud
Manager.

Grazie alla sua progettazione, CVO offre prestazioni estreme e funzionalita avanzate di gestione dei dati per
soddisfare anche le applicazioni piu esigenti nel cloud.

Cloud Volumes ONTAP (CVO) come storage connesso agli ospiti
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Distribuisci il nuovo Cloud Volumes ONTAP in Azure

Le condivisioni Cloud Volumes ONTAP possono essere montate da VM create nell’ambiente SDDC di
Azure VMware Solution. | volumi possono essere montati anche sul client Linux e sul client Windows
perché Cloud Volumes ONTAP supporta i protocolli iSCSI, SMB e NFS. | volumi Cloud Volumes ONTAP
possono essere configurati in pochi semplici passaggi.

Per replicare volumi da un ambiente locale al cloud per scopi di ripristino di emergenza o migrazione,
stabilire la connettivita di rete ad Azure, utilizzando una VPN da sito a sito o ExpressRoute. La replica dei
dati da locale a Cloud Volumes ONTAP esula dall’'ambito del presente documento. Per replicare i dati tra i
sistemi locali e Cloud Volumes ONTAP , vedere"Impostazione della replica dei dati tra i sistemi" .

Utilizzo"Dimensionatore Cloud Volumes ONTAP" per dimensionare con precisione le
istanze Cloud Volumes ONTAP . Monitora anche le prestazioni in locale da utilizzare come
input nel dimensionatore Cloud Volumes ONTAP .

1. Accedi a NetApp Cloud Central: verra visualizzata la schermata Fabric View. Individua la scheda
Cloud Volumes ONTAP e seleziona Vai a Cloud Manager. Dopo aver effettuato 'accesso, verra
visualizzata la schermata Canvas.

Cloud Manager

File Cache Compute

oy
L2) Canvas

Let's Add Your First Working Environment

This is how you deploy, allocate or diScover Your cloud storage
(Choud Volumes ONTAR, Cloud Violumes Servce, on-prem ONTAP or §3 buckets:)

Add Working Environmaent

2. Nella home page di Cloud Manager, fare clic su Aggiungi un ambiente di lavoro, quindi selezionare
Microsoft Azure come cloud e il tipo di configurazione del sistema.
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n Cloud Maﬂager Account - Workspace Connecos -

CVOAVEDems Warkipace Kik

Replication Backup & Restore Data Senze File Cache Compute Sync Al Services (+8) ~

Add New Working Envirenment 4

e s D =
Microsft Arurs Amagon Web Seraces GOUSJD Ol Pratfarm On-Pramiset
Choose Type

]

S S

Cloud Volumes ONTAP Cloud Volumes ONTAP HA Azure MetApp Flles

3. Quando si crea il primo ambiente di lavoro Cloud Volumes ONTAP , Cloud Manager richiede di
distribuire un connettore.

Add Connector Need Help? X

Create Connector
A Connectar ks required 1o use most of Cloud Managers features

The Connector allows Cloud Manager to manage resources and
processes within your public choud emaronment. It i important for

the continued hezslth and operation of the services that you enable.

Let's Start

4. Dopo aver creato il connettore, aggiornare i campi Dettagli e Credenziali.
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Create a New Working Erwironment

Details and Credentials

Managed Service ide... Saas Backup Prod.., CMCVOSub
Credential Mame Azure Subscription Markatplace Subscription
Datalls Credentials
Waorking Environment Mame (Cluster Name) User Name
nimavsCvo: admin
Password

Edit Credentials |

5. Fornire i dettagli del’ambiente da creare, inclusi il nome dell’ambiente e le credenziali di

amministratore. Aggiungere i tag del gruppo di risorse per 'ambiente Azure come parametro

facoltativo. Una volta terminato, fare clic su Continua.

Create a New Working Environment

Datails
Working Environment Name (Cluster NMame)

nimavsCvo

o Add Resource Group Tags Optional Field

Details and Credentials

Credantials
User Name

admin

Password

Confirm Password

6. Seleziona i servizi aggiuntivi per la distribuzione Cloud Volumes ONTAP , tra cui BlueXP

Classification, BlueXP backup and recovery e Cloud Insights. Seleziona i servizi e poi clicca su

Continua.

Create a New Working Environment Services

(@) Data Sense & Compliance
c?j ) Backup to Cloud

(il ) Monitoring

7. Configurare la posizione e la connettivita di Azure. Selezionare la regione di Azure, il gruppo di

risorse, la rete virtuale e la subnet da utilizzare.

al) -
'* L
o) o
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Create a New Working Emvironment Location & Connectivity

R 1 Fozoveroe Gnoog

= Croate a new group L @ ewisting group

A [Opeioial) Reigures Graup Marme
biliny B o VPRIECVOT
NN
nimoavsprivanet | NimoAVEdema - Secunly Qg
o Genarsiod securty proug Lhe sxstog wriunty group
e
1722420724 -

Ief 1 have ekl matwnn ks cormectiviny bobwesn the Clogd

8. Selezionare I'opzione di licenza: Pay-As-You-Go o BYOL per utilizzare la licenza esistente. In questo
esempio viene utilizzata I'opzione Pay-As-You-Go.

Create a New Working EnvironmentCloud Volurnes ONTAP Charging Methods & NSS Account

Cloud Volumes ONTAP Charging Methods NetApp Support Site Account (Optional)

Learn more about our charging methods Learn more about NetApp Support Site (NSS) accounts

To register this Cloud Volumes ONTAP 1o support,you
% (&) Pay-As-You-Go by the hour should add NetApp Support Site Account,

Dan't have a MetApp Support Sile account?Select go to

=_.1 Bring your awn license finish deploying this system.After its created,use the

= Lunnnrt Bagichratinn nntinn tn rreata an MSS aronning

Continue

9. Scegli tra diversi pacchetti preconfigurati disponibili per i vari tipi di carichi di lavoro.

Create a New Working Environment I:]|'|3|:D|‘|ﬁgurecj Packag@g

Selecl a preconfigurad Cloud Violumes ONTAP system that besl matches your neads, or create your own canfiguration
Preconfigured seltings can be modified at & ietar tima

L1

= -0 (4] -

POC and small workioads Database and application data Cost effective DR Highest performance production
production workloads workloads

Up to 500GE of storage

Continue r

10. Accettare i due accordi riguardanti I'attivazione del supporto e I'allocazione delle risorse di Azure. Per
creare l'istanza di Cloud Volumes ONTAP , fare clic su Vai.

Up to 500GE of storage
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Create a New Working Environment Review & Appl'(}\-"f_‘

nimavsCy Qo
Eastus 2

q,‘_ | understand that in order to activate support, | must first reglster Cloud Volumes ONTAP with NetApp. More information >

&l

| understand that Cloud Manager will allocate the appropriate Arure resources 1o comply with my above requiremenis. More information >
Overview MNetworking Storage

11. Dopo aver eseguito il provisioning, Cloud Volumes ONTAP viene elencato negli ambienti di lavoro
nella pagina Canvas.

Compute All Services (+8)
@ Canvas  Go to Tabular View
r_'f;:-. Add Working Environment Q\ nimavsCVO0 4 ]
= = 0n
/ : %
A Cloud Volames ONT2 \ DETAILS
( [ Freembim Cloud Volumes ONTAP | Azure  Single
e
N, H
SERVICES

Renllcatinm

- + Enter Working Environment 0

115



Configurazioni aggiuntive per volumi SMB

1. Una volta che 'ambiente di lavoro & pronto, assicurarsi che il server CIFS sia configurato con i
parametri di configurazione DNS e Active Directory appropriati. Questo passaggio € necessario prima
di poter creare il volume SMB.

{m nimavsCVO BN £ e
Volumes Replications. l-;'_) G ,:9 A E
*> Create a CIFS server + Advanced
DNS Primary |P Address Active Directory Domain to jain
172.24.1.5 nimadema. cam
DNS Secandary P Address [Optional) Credentials authorized to join the domain
Example 123700 nimaadmin m

2. La creazione del volume SMB & un processo semplice. Selezionare l'istanza CVO per creare il
volume e fare clic sull’'opzione Crea volume. Scegli la dimensione appropriata e il gestore cloud
scegliera 'aggregato contenente oppure utilizzera un meccanismo di allocazione avanzato per
posizionarlo su un aggregato specifico. Per questa demo, € stato selezionato SMB come protocollo.

Create new volume in nimavsCvo Volume Details, Protection & Protocol
Details & Protection Protocol
Volume Mame:; Slze (GBY; J MNFS CIFS iSCS
e —————————
nimavssmbyol 50
Share narme: Permissions:

Snapshot Policy: nimavssmbvoll_share Full Contral -

default ¥

I Default Policy Users / Groups

Everyone;

3. Dopo aver eseguito il provisioning, il volume sara disponibile nel riquadro Volumi. Poiché & stata
predisposta una condivisione CIFS, concedere agli utenti o ai gruppi I'autorizzazione per accedere ai
file e alle cartelle e verificare che tali utenti possano accedere alla condivisione e creare un file.
Questo passaggio non € necessario se il volume viene replicato da un ambiente locale, perché tutte
le autorizzazioni per file e cartelle vengono mantenute come parte della replica SnapMirror .
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Volumes Replications

ereTT——
volumes

1 Valume 50 GB Allocated 1.74 MB Total Used (1.74 MB in Disk, 0 KB in Blob)

—

=@ nimavssmbvoll = ONLINE
INFO CAPACITY

isk Type PREMIUM_LRS m 174 MB

Tiering Policy Auto 50 GB e

Saekiin OFF o

4. Dopo aver creato il volume, utilizzare il comando mount per connettersi alla condivisione dalla
macchina virtuale in esecuzione sugli host SDDC di Azure VMware Solution.

5. Copiare il percorso seguente e utilizzare 'opzione Connetti unita di rete per montare il volume sulla
macchina virtuale in esecuzione su Azure VMware Solution SDDC.

Volumes Replications

4:) Mount Volume nimavssmbvoli

Go 1o your machine and enter this command

\\172.24. 2. 8\nimavssmbvoll_share ﬁj Copy

313 = | nimasssmibol]_share

n Home Share Wiew e

€ » 21 [8]

LI T224.2 Bvnimevismibeed ] shan

Mgz Date rodidfed Type Sare

# Quick access
B Desktop o Tt fodder i smpty
& Downloads
= Docurmarts
= Pictures *
= This PC

o Metwark
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Collegare la LUN a un host

Per connettere la LUN a un host, completare i seguenti passaggi:
1. Nella pagina Canvas, fare doppio clic sul’ambiente di lavoro Cloud Volumes ONTAP per creare e
gestire i volumi.

2. Fare clic su Aggiungi volume > Nuovo volume, selezionare iSCSI e fare clic su Crea gruppo iniziatori.
Fare clic su Continua.

Details & Protection Protocol
Valurne Name: Sire (GB) NFS CIFS 15C31
nimavsscsi] e What about LUNs?

Initiator Group
Snapshot Policy

= Create Initiatar Group
default -

Initiatar Group

Default Policy
avsymlG

Continue

3. Dopo aver eseguito il provisioning del volume, selezionarlo e fare clic su Target IQN. Per copiare il
nome qualificato iISCSI (IQN), fare clic su Copia. Impostare una connessione iSCSI dall’host al LUN.

Per ottenere lo stesso risultato per I'host residente su Azure VMware Solution SDDC:

a. RDP alla VM ospitata su Azure VMware Solution SDDC.

b. Aprire la finestra di dialogo Proprieta dell’iniziatore iSCSI: Server Manager > Dashboard >
Strumenti > Iniziatore iISCSI.

c. Dalla scheda Individuazione, fare clic su Individua portale o Aggiungi portale, quindi immettere
l'indirizzo IP della porta di destinazione iSCSI.

d. Dalla scheda Destinazioni, seleziona la destinazione rilevata e poi fai clic su Accedi o Connetti.

e. Selezionare Abilita multipath, quindi selezionare Ripristina automaticamente questa connessione
all’avvio del computer o Aggiungi questa connessione all’elenco delle destinazioni preferite. Fare
clic su Avanzate.

Nota: 'host Windows deve disporre di una connessione iSCSI a ciascun nodo del cluster. | DSM
nativo seleziona i percorsi migliori da utilizzare.
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iSCS Irntiatod Propertss =

Targets  Discovery | Favorbe Targets  Volomes and Desices  RADIUS  Configuration

Qusich Corresil
To discorves and log on oo twget usng a bas connechion, fype the [P adidress or
S repevee f Dhe Earel s Hheen e Quaeh: Cormecl

Target: 17LM.24 ] Quick Connec. .
Cascewarnd targein

Refresh

tame Stahs

To eonrutet using adunced cobiors, selact & tanget and then FREaCT
ok Connact,
To completely dsconnect & targel, sekect the target and e
Ehen cick Discornacl.
For tanget praoertes, ncidng configuration of sesisnd, e
select the barget and dick Properbes,
For configuration of deices awmocated with & target, ssect Dt

e target and Brem chok Deveces.

Le LUN sulla macchina virtuale di archiviazione (SVM) vengono visualizzate come dischi sull’host
Windows. Tutti i nuovi dischi aggiunti non vengono rilevati automaticamente dall’host. Avviare una nuova
scansione manuale per rilevare i dischi completando i seguenti passaggi:

1. Aprire I'utilita Gestione computer di Windows: Start > Strumenti di amministrazione > Gestione
computer.

2. Espandere il nodo Archiviazione nell’albero di navigazione.

3. Fare clic su Gestione disco.

4. Fare clic su Azione > Ripeti analisi dischi.

& Compute Management (oce| | Vokene | Laymat | Ty | Pl Smtomn | St [ Capacity | Froa Spase] & From |
w | Syoen Toak = |G} Srpls  Banc  NTFS Haalthey (Bost. Page P, Crash Cump, Fromary Parttion) BLS1GE MWGE S1%
) Tok Sebasduien 2 S5 ESHREE ENAS DV Semple  Benw UEH Heaitey Pty Pt AEiGE ouE 1
[ e = Gyvtem Petoreed foeple  Rmic NTFS esitivy Syvtem, Active, Prvasy Pastitagn) HOME S H %

W S Friders
B Lol Uvers and Growga
Ei) Pertprrridedy
8 Dwvice Mansges
18 Yoo
H Wndoay Tarvar Beckup
Dk
Sy Serere o bpphumon

Raic Spvtewn Rewererd L]
il FOCLEE MTFS 3 GENTFS
Chrskery Healty (hyaben, Actroe. Pomary Parbton) Hewty (oot Page e rash Dump, Promary Partsen)

0Dk 1 L ______________________________________________________________________________________________]
LG G G
Hol webalized Uralio smed

Quando I'host Windows accede per la prima volta a un nuovo LUN, questo non ha alcuna partizione o file
system. Inizializzare il LUN e, facoltativamente, formattare il LUN con un file system completando i
seguenti passaggi:
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1. Avviare Gestione disco di Windows.

2. Fare clic con il pulsante destro del mouse sul LUN, quindi selezionare il tipo di disco o partizione
richiesto.

3. Seguire le istruzioni della procedura guidata. In questo esempio, l'unita E: &€ montata

& Compurer Wsnsgemsn
Fia Achion View Halg
4- Y )- -|- n | T

& Coenputes Mansgement fLocsl | Vehmme T Lyt | Type | s Seciorm | Bistn [ Capacity ] Frot Spaca | %Free |
w | Systerm Toah = ] Semple Basic NTES ieahthy {lcct, Page Fie, Cranh Donp, Primary Pwtition] 185108 LSS0 615
() Naak Schpdae = DBdrik &} Semiple  Badx  NTFS Haealthy [Frenary Paitdnon) R AT %
Nl Foert Varswy = Ol ? 8 Semple  Besac  HITES Healthy (Prienary Pariibon) 35TGE ssGl W%
gl Shaved Foiders = 555 SFREE ENAUS DVD ) Semple Basc UDF Fasithy (Fremary Partition) EEGE  SMB %
5 Local Users and Gesugs || = Syntem Reserved Senple Batx NTFS Fhmatby (Tyshern, Artios, Fromisy Partiion) SME  WONE M
T Paitarmands
B Dovice Mansges
w §5 Storage
H Wndows Sercer Baciup
== Dusk Maragarnt
[y Senies and Appisabon
= Dk 1 L EE—————————————
Ras DBk 19
£99.53 OB 08T GR MTFS
Onlese W pity [Mrimaey P s
e ] ]
Banec DEDek2
LT 08 5.7 GO WTFS
Onlieee Heaitty (Primary Ptz
-, v | ThisPC = ] x
. [
i = 4 El s ThispC - y -
Folders (f
w g Ouck secers ok ¥
it * -
B Deskop - Dvuktcp ¢ Documents l Downlosds
‘ Dopmrdoads o
i Docurments o
= LY — Pictunts Wadeon
= Prture - -—
PIFTO P LEnTLn o .
= Devices and drives (4
r B Thes PC Lecsl Disk (€ DVD Duivee (D) Dk (£)
= Fed ;
i [ et g S55_NOSFREE EN-US ING
b Hetwork L fi free of brtes froe of 645 58 L.
DEDiak2 (F:}
-
Network locatons (3)
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Google Cloud VMware Engine: opzioni per I'utilizzo dello storage NetApp

Lo storage NetApp pud essere collegato a Google Cloud Virtualization Engine come
storage guest connesso o supplementare.
Google Cloud NetApp Volumes (NetApp Volumes) come datastore NFS supplementare

| clienti che necessitano di capacita di archiviazione aggiuntiva sul proprio ambiente Google Cloud VMware
Engine (GCVE) possono utilizzare Google Cloud NetApp Volumes per il montaggio come datastore NFS
supplementare. L'archiviazione dei dati su Google Cloud NetApp Volumes consente ai clienti di replicarli tra
regioni per proteggersi da eventuali disastri.

Per maggiori informazioni, visitare"Google Cloud NetApp Volumes (NetApp Volumes) come datastore NFS
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vmw-gcp-gcve-nfs-ds-overview.html

supplementare"

NetApp CVO come storage connesso agli ospiti

Cloud Volumes ONTAP, o CVO, ¢ la soluzione leader del settore per la gestione dei dati cloud basata sul
software di archiviazione ONTAP di NetApp, disponibile in modo nativo su Amazon Web Services (AWS),
Microsoft Azure e Google Cloud Platform (GCP).

Si tratta di una versione software-defined di ONTAP che utilizza storage cloud-native, consentendo di avere lo
stesso software di storage nel cloud e in locale, riducendo la necessita di riqualificare il personale IT su metodi
completamente nuovi per gestire i dati.

CVO offre ai clienti la possibilita di spostare senza problemi i dati dall’'edge al data center, al cloud e viceversa,
riunendo il cloud ibrido, il tutto gestito tramite una console di gestione a pannello unico, NetApp Cloud
Manager.

Grazie alla sua progettazione, CVO offre prestazioni estreme e funzionalita avanzate di gestione dei dati per
soddisfare anche le applicazioni piu esigenti nel cloud.

Per maggiori informazioni, visitare"NetApp CVO come storage connesso agli ospiti"

Google Cloud NetApp Volumes (NetApp Volumes) come storage connesso agli ospiti

Le condivisioni Google Cloud NetApp Volumes possono essere montate da VM create nel’ambiente VMware
Engine. | volumi possono anche essere montati sul client Linux e mappati sul client Windows perché Google
Cloud NetApp Volumes supporta i protocolli SMB e NFS. | volumi Google Cloud NetApp Volumes possono
essere configurati in semplici passaggi.

Google Cloud NetApp Volumes e il cloud privato Google Cloud VMware Engine devono trovarsi nella stessa
regione.

Per maggiori informazioni, visitare"Google Cloud NetApp Volumes (NetApp Volumes) come storage connesso

agli ospiti"

Datastore NFS supplementare di Google Cloud VMware Engine con Google Cloud
NetApp Volumes

| clienti possono espandere la capacita di archiviazione su Google Cloud VMware Engine
utilizzando il datastore supplementare NFS con Google Cloud NetApp Volumes.

Panoramica

| clienti che necessitano di capacita di archiviazione aggiuntiva sul proprio ambiente Google Cloud VMware
Engine (GCVE) possono utilizzare Netapp Cloud Volume Service per il montaggio come datastore NFS
supplementare. L'archiviazione dei dati su Google Cloud NetApp Volumes consente ai clienti di replicarli tra
regioni diverse per proteggersi da eventuali disastri.
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2 Google Cloud

Region 1
GCVE Private Cloud Google Cloud NetApp Volumes tenant project
e VPC Peering 9
faz faz az faz ; .
e s e L \\\\ /" L.
vSphere VMs A S/
LY A Datastores
bt / - Storage-intensive apps
vmware vmware \ / s icati
VSphire ‘ bbb \ / DR replication
)
i
"./
Replication
Customer Project, Google Services
. s B Kubernetes
PpF rebmne AR Engine Region 2
Applicaton Network
r B' :i:.:l.. :
Datastores

Passaggi di distribuzione per montare il datastore NFS da Google Cloud NetApp Volumes (NetApp
Volumes) su GCVE

Provisioning NetApp Volumes-Performance Volume

Il volume Google Cloud NetApp Volumes pud essere fornito da"Utilizzo di Google Cloud Console"
"Utilizzo del portale o del’API NetApp BlueXP"
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Contrassegna il volume NetApp Volumes come non eliminabile

Per evitare I'eliminazione accidentale del volume mentre la macchina virtuale & in esecuzione, assicurarsi
che il volume sia contrassegnato come non eliminabile, come mostrato nello screenshot qui sotto.

e Cloud Volumes < Edit File System

Rl IR D el e

B Storage Pools Extreme

Up to 128 MiB/s per TiB

| B volumes
Volume Details
B Backups
Allocated Capacity * - -
[+}
Snapshots | 1024 GiB ]
Allocated size must be between 1 TiB (1024 GiB) and 100 T8 (102400 GiB)
[E] Active Directories
Managing your volumes for growth. Learn more [4
E Volume Replication Protocol Type
NFSv3 >
£  Project Settings

Active Directory must be setup 1o provision an SMB or dual-protocel volume. The Allow
local NFS users with LDAP option in Active Directary connections enables local NFS
client users not present on the Windows LDAP server to access a dual-protocol valume
that has LDAP with extended groups enabled. Learn more [£

[] Make snapshot directory (.snapshot) visible
Makes -snapshot directory visible to clients. For NFSw4.1 volumes (CVS-Performance only),
the directory itself will not be listed but can be accessed tolist contents, ete.

[] Enable LDAP

Enables user look up from AD LDAP server for your NFS volumes

Block volume from deletion when clients are connected

Required for volumes used as GCVE datastores

Export Policy v

Per maggiori informazioni, fare riferimento"Creazione di un volume NFS" documentazione.

Assicurarsi che esista una connessione privata su GCVE per NetApp Volumes Tenant VPC.

Per montare NFS Datastore, deve esistere una connessione privata tra GCVE e il progetto NetApp
Volumes. Per maggiori informazioni, fare riferimento"Come configurare I'accesso al servizio privato"

Montare il datastore NFS

Per istruzioni su come montare il datastore NFS su GCVE, fare riferimento"Come creare un datastore
NFS con NetApp Volumes"

Poiché gli host vSphere sono gestiti da Google, non hai accesso per installare NFS

@ vSphere API for Array Integration (VAAI) vSphere Installation Bundle (VIB). Se hai bisogno
di supporto per i volumi virtuali (vVVol), faccelo sapere. Se preferisci utilizzare i Jumbo
Frame, fai riferimento"Dimensioni MTU massime supportate su GCP"
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Risparmi con Google Cloud NetApp Volumes

Per saperne di piu sul potenziale risparmio con Google Cloud NetApp Volumes per le tue esigenze di storage
su GCVE, consulta"Calcolatore del ROl NetApp"

Link di riferimento

* "Blog di Google - Come utilizzare NetApp Volumes come datastore per Google Cloud VMware Engine"

* "Blog NetApp : un modo migliore per migrare le tue app ad alto contenuto di storage su Google Cloud"

Opzioni di archiviazione NetApp per GCP

GCP supporta I'archiviazione NetApp connessa agli ospiti con Cloud Volumes ONTAP
(CVO) o Google Cloud NetApp Volumes (NetApp Volumes).

Cloud Volumes ONTAP (CVO)

Cloud Volumes ONTAP, o CVO, ¢ la soluzione leader del settore per la gestione dei dati cloud basata sul
software di archiviazione ONTAP di NetApp, disponibile in modo nativo su Amazon Web Services (AWS),
Microsoft Azure e Google Cloud Platform (GCP).

Si tratta di una versione software-defined di ONTAP che utilizza storage cloud-native, consentendo di avere lo
stesso software di storage nel cloud e in locale, riducendo la necessita di riqualificare il personale IT su metodi
completamente nuovi per gestire i dati.

CVO offre ai clienti la possibilita di spostare senza problemi i dati dall’edge al data center, al cloud e viceversa,
riunendo il cloud ibrido, il tutto gestito tramite una console di gestione a pannello unico, NetApp Cloud
Manager.

Grazie alla sua progettazione, CVO offre prestazioni estreme e funzionalita avanzate di gestione dei dati per
soddisfare anche le applicazioni piu esigenti nel cloud.

Cloud Volumes ONTAP (CVO) come storage connesso agli ospiti
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Distribuisci Cloud Volumes ONTAP in Google Cloud (fai da te)

Le condivisioni Cloud Volumes ONTAP possono essere montate da VM create nell’ambiente cloud privato
GCVE. | volumi possono essere montati anche sul client Linux e sul client Windows, mentre € possibile
accedere ai LUN sui client Linux o Windows come dispositivi a blocchi quando montati su iSCSI, poiché
Cloud Volumes ONTAP supporta i protocolli iSCSI, SMB e NFS. | volumi Cloud Volumes ONTAP possono
essere configurati in pochi semplici passaggi.

Per replicare volumi da un ambiente on-premise al cloud per scopi di disaster recovery o migrazione,
stabilire la connettivita di rete a Google Cloud, utilizzando una VPN da sito a sito o Cloud Interconnect. La
replica dei dati da locale a Cloud Volumes ONTAP esula dal’ambito del presente documento. Per
replicare i dati tra i sistemi locali e Cloud Volumes ONTAP , vedere"Impostazione della replica dei dati tra
i sistemi" .

Utilizzo"Dimensionatore Cloud Volumes ONTAP" per dimensionare con precisione le
istanze Cloud Volumes ONTAP . Monitora anche le prestazioni in locale da utilizzare come
input nel dimensionatore Cloud Volumes ONTAP .

1. Accedi a NetApp Cloud Central: verra visualizzata la schermata Fabric View. Individua la scheda
Cloud Volumes ONTAP e seleziona Vai a Cloud Manager. Dopo aver effettuato I'accesso, verra
visualizzata la schermata Canvas.

Cloud Manager

Replication Bac h,|||_'- & Restore 4.1 Data Sense File Cache Compute

(<) Canvas ¢y G to Canvas View

T Add Working Emdnonment
2. Nella scheda Cloud Manager Canvas, fare clic su Aggiungi un ambiente di lavoro, quindi selezionare

Google Cloud Platform come cloud e il tipo di configurazione del sistema. Quindi, fare clic su Avanti.

Aceoian Workepag Connecton
sl Nmmae wadinimem,

Mtapn POC

Cloud Manager

Canwas Repdication Backup & Restons KE% Data Sense File Cacha Compute

Add Working Environmaent

el aws A =
Mligialy Aduin A Wl Saiviins Goagin Clid Maiiaim O Pramiped
Choowe Type
Clowd Valumes ONTAP Cloid Valurmies ONTAR Ha Cloud Yolumes Service
[ oo ] igh s [ sy |
LSRN ..”
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3. Fornire i dettagli del’ambiente da creare, inclusi il nome dell’ambiente e le credenziali di
amministratore. Una volta terminato, fare clic su Continua.

Create a New Working Environment Details and Credentials

T Previous Step CV-Performance-Testing HCLMainBillingAccountSubs... = I

Google Cloud Project Marketplace Subscription
Detalls Credentials
Working Environment Name (Clusier Name) Liser Name

cvogeveval gdmin

1SS0
Sernce Account e
tice: A GoL Conf Paszswo

o use two features: backing data using Backup

4. Selezionare o deselezionare i servizi aggiuntivi per la distribuzione Cloud Volumes ONTAP , tra cui
Data Sense & Compliance o Backup to Cloud. Quindi, fare clic su Continua.

SUGGERIMENTO: quando si disattivano i servizi aggiuntivi verra visualizzato un messaggio pop-up
di verifica. | servizi aggiuntivi possono essere aggiunti/rimossi dopo I'implementazione di CVO; se non
sono necessari fin dall’inizio, si consiglia di deselezionarli per evitare costi.

Create a New Working Environment Services

T Previous Step

» | Data Sense & Compliance ] v

Backup to Cloud = v

A WARNING By turning off Backup to Cloud, future data recovery will not be possible in case of data corruption or loss

Continue

5. Seleziona una posizione, scegli un criterio firewall e seleziona la casella di controllo per confermare la
connettivita di rete allo storage Google Cloud.
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Create a New Working Environment Location & Connectivity

T PreviousStep | geation Connectivity

GCP Region VPC

surope-westd - cloud-volumes-vpc -
GCP Zone Subnet

europe-west3c - 10,0,6.0/24 -

Firewsall Policy

E have werified connectivity between the farget VPC and Goagle = Generated firewall policy Ul existing frmwall policy

6. Selezionare I'opzione di licenza: Pay-As-You-Go o BYOL per utilizzare la licenza esistente. In questo
esempio viene utilizzata I'opzione Freemium. Quindi, fare clic su Continua.

Create a New Working Environment  Cloud Volumes ONTAP Charging Methods & NSS Account

T Previous Stefhyud Volumes ONTAP Charging Methods NetApp Support Site Account

Learn more about our charging methads Learn more about NetApp Suppart Site [N55) accounts

MNetApp Sul rt Site Account
Pay-As-You.Go by the hour PP AP

michad -

Bring your ro—— To add a new NetApp Support Site account, go (o the

Suppart - NS5 Management tab,

E | ) Freemium (Up to S00GB)

Continue

7. Seleziona tra diversi pacchetti preconfigurati disponibili in base al tipo di carico di lavoro che verra
distribuito sulle VM in esecuzione sul cloud VMware su AWS SDDC.

SUGGERIMENTO: passa il mouse sui riquadri per i dettagli o personalizza i componenti CVO e la
versione ONTAP cliccando su Modifica configurazione.
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Select a preconfigured Cloud Volumes ONTAP system that best matches your neads, or craats your own configuraton
Precanfigured sattings can be modifiad at & [&ter time

Change ration

: =0 (] .
POC and small workloads Database and application data Cost effective DR Highest performance production
production workloads workloads

Up to 500GE of storage
'm

Nella pagina Revisione e approvazione, rivedere e confermare le selezioni. Per creare l'istanza Cloud
Volumes ONTAP , fare clic su Vai.

Up to 500GB of storage

Create a New Working Environment Review & Approve

J{GEE&E%EHEP Shiwe API request
europe-west3

This Cloud Volumes ONTAP instance will be registered with NetApp support under the NS5 Account mchad

=

1 lunderstand rhat Cloud Manager will allocate the appropriate GCP resources to comply with my above requirements. More information >
Owerview Networking Storage
—_—
Storage System: Cloud Violumes ONTAP Cloud Volumes ONTAP runs on: n2-stamdard-4
Licerse Type: Cloud Vaturmes ONTAP Fresmium Encryplion; Google Clowd Managed
Capaoty Limit: S00GE Write Spead: Mormal

Dopo aver eseguito il provisioning, Cloud Volumes ONTAP viene elencato negli ambienti di lavoro
nella pagina Canvas.

Cloud Manager

Backup

\) Canvas EH 60 vo Tabular View
£ ;. Y Add Warking Environment Working Environments

1 Clowd Valomes ONTAR
43.05Gi8 Provsionsd Capacity

cvagovedl

i
ey 1 F5 for ORTAP

3 oy = 2 08 Provsloned Ca

Freemium |

e 1 Asure MethAgp Files
Lnl
s 9.7 TiE Provisioned Capacity



Configurazioni aggiuntive per volumi SMB

1. Una volta che 'ambiente di lavoro & pronto, assicurarsi che il server CIFS sia configurato con i
parametri di configurazione DNS e Active Directory appropriati. Questo passaggio € necessario prima
di poter creare il volume SMB.

SUGGERIMENTO: fare clic sull'icona del menu (°), selezionare Avanzate per visualizzare piu opzioni
e selezionare Configurazione CIFS.

i
{(m) cvogcvell
Valumes Replicanons Yy G © A =
*D Create a CIFS server + Advanced
DMNE Primary IP Address Active Deectary Domain b join
AT
ONS Secondary 1P Address [Qpticnal Credentials awthorized 1o join the domisEn
T :

2. La creazione del volume SMB & un processo semplice. In Canvas, fare doppio clic sullambiente di
lavoro Cloud Volumes ONTAP per creare e gestire i volumi e fare clic sul’opzione Crea volume.
Scegli la dimensione appropriata e il gestore cloud scegliera 'aggregato contenente oppure utilizzera
un meccanismo di allocazione avanzato per posizionarlo su un aggregato specifico. Per questa
demo, ¢é stato selezionato CIFS/SMB come protocollo.

Create new valume in cvogoved! Volume Details, Protection & Proti

Details & Protection Protocol
Valy Nar re (GB MNES CIES ISC51

Full Cantral -
default

Default Policy Isers f Groups

Continue

3. Dopo aver eseguito il provisioning, il volume sara disponibile nel riquadro Volumi. Poiché & stata
predisposta una condivisione CIFS, concedere agli utenti o ai gruppi I'autorizzazione per accedere ai
file e alle cartelle e verificare che tali utenti possano accedere alla condivisione e creare un file.
Questo passaggio non & necessario se il volume viene replicato da un ambiente locale, perché tutte
le autorizzazioni per file e cartelle vengono mantenute come parte della replica SnapMirror .

SUGGERIMENTO: fare clic sul menu del volume (°) per visualizzarne le opzioni.
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-

=@ cvogecvesmbvolQ1 = ONLINE

INFO CAPACITY

Disk Type PD-55D N 1,84 MB

Tiering Policy None 10GB ik s
Allocated

4. Dopo aver creato il volume, utilizzare il comando mount per visualizzare le istruzioni di connessione al
volume, quindi connettersi alla condivisione dalle VM su Google Cloud VMware Engine.

{m) cvogcveO1

Volumes Replications

O Mount Volume cvogevesmbvol01

Go to your machine and enter this command

\\18.8.6.251\cvogcvesmbvol@l share ["[j Copy

5. Copia il percorso seguente e utilizza 'opzione Connetti unita di rete per montare il volume sulla VM in
esecuzione su Google Cloud VMware Engine.

Specify the drive letter for the connection and the folder that you want to connect to:

Dirive ¥: o

Folder | \100.625T\cvogevesmbyvol0l_share <| [ Browse..

Example: Viserverishare
Reconnect at sign-in
[ Connect using different credentials

Connect to g Web srbe thel vou can pse to store vour documents and pictures.

[ Finsh_] | Cancet |
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Una volta mappato, € possibile accedervi facilmente e impostare di conseguenza le autorizzazioni

NTFS.

| 7 | MNetwark

“ Home Share View

AN
BB = 2 = cvogovesmbuolol_share (W10.06.251) (¥
=

Nei 4 == » ThisPC » cvegovesmbyolDl_share (1\10.0.6.251) (v:) »
Mame B Date maodified
o Quick access

fool 11/9/2027 1052 &AM

Deckt -
g Dcittup foo2 11/972027 1053 AM

&4 Dewnloads "

{4 Documents +

= Pictures *

| O This PC

v &

[
Search cvogovesmbyvollll_sha
Type Size
File folder

File folder
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Collegare il LUN su Cloud Volumes ONTAP a un host

Per connettere il LUN ONTAP dei volumi cloud a un host, completare i seguenti passaggi:

1. Nella pagina Canvas, fare doppio clic sul’ambiente di lavoro Cloud Volumes ONTAP per creare e
gestire i volumi.

2. Fare clic su Aggiungi volume > Nuovo volume, selezionare iSCSI e fare clic su Crea gruppo iniziatori.
Fare clic su Continua.

Details & Protection Protocol

Windiows -

= Widwars Cloud - ntag-fu-demno X L viphess < ymodall - Summary vrnodall X 1 nietépp Cloud Manager b - @ o o
5 A

W/ O = i WITIWarEWIC.Com 1 T s, it

@ Guiting Saited EC2 Managomend Con_ i Mew Teh

| ]

3. Dopo aver eseguito il provisioning del volume, selezionare il menu del volume (°), quindi fare clic su
Target iQN. Per copiare il nome qualificato iISCSI (iQN), fare clic su Copia. Impostare una
connessione iISCSI dall’host al LUN.

Per ottenere lo stesso risultato per I'host residente su Google Cloud VMware Engine:

1. RDP alla VM ospitata su Google Cloud VMware Engine.

2. Aprire la finestra di dialogo Proprieta dell'iniziatore iSCSI: Server Manager > Dashboard > Strumenti >
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Iniziatore iSCSI.

3. Dalla scheda Individuazione, fare clic su Individua portale o Aggiungi portale, quindi immettere

l'indirizzo IP della porta di destinazione iSCSI.

4. Dalla scheda Destinazioni, seleziona la destinazione rilevata e poi fai clic su Accedi o Connetti.

5. Selezionare Abilita multipath, quindi selezionare Ripristina automaticamente questa connessione
all'avvio del computer o Aggiungi questa connessione all’elenco delle destinazioni preferite. Fare clic

su Avanzate.

@ L’host Windows deve disporre di una connessione iSCSI a ciascun nodo del cluster. Il
DSM nativo seleziona i percorsi migliori da utilizzare.

iSCEE Initiskor Properties

stk Commect

EE Dashboard [egs name of T iarget and then dde Quecs Commet,

l Liscal Sesrvear

i] Al Servers Tanget: 106, 250
i® ADDS Descovered fargets
& DN

‘E File and Storage Ser

Fo comnect ueng advanced opbors, seiech & barget snd then
ik Comnert,

T compiehsly daconnect a tar e, askact the tangat and
then chk Discormecs,

For terget properses, roudng coviigurehon of sesmons,
select the target and ook Properbes,

For configuration of devioss ssoodatsd with 5 meget, ssisct
the target and Sen chdk Devices

[ 1

TaGES Digcovery Fanorite Targels | Vobares and Devices  RADIS  Configuralion

T dacnver ol lag o i & tanged wiing i hae correthon, brpe Be 3P addoess of

Refresh

FrapETa

Carel Ay

Le LUN sulla macchina virtuale di archiviazione (SVM) vengono visualizzate come dischi sull’host
Windows. Tutti i nuovi dischi aggiunti non vengono rilevati automaticamente dall’host. Avviare una
nuova scansione manuale per rilevare i dischi completando i seguenti passaggi:

a. Aprire I'utilita Gestione computer di Windows: Start > Strumenti di amministrazione > Gestione

computer.

b. Espandere il nodo Archiviazione nell’albero di navigazione.

c. Fare clic su Gestione disco.

d. Fare clic su Azione > Ripeti analisi dischi.
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& Computer Managemnent
File Actron  View Heip

e amBHR =XE 5D

& Computer Management (Local | Volume | Layout [ Type | File System | Skaties

W :|,E Systemn Tools - Simple Basc NTFS Healthy (Boot, Page File, Crash Dump, Primary Partition
} '_l: Task Scheduler - 235 _XO4FREE_EN-US_DVI (Ix) Simple Basic UDF Healthy (Pnimary Partitron])
v [l Event Viewer = System Reserved Simple Bamc NTFS Healthy (Systermn, Active, Primary Partition)

¢ g Shared Folders
'-h Performance
& Device Manager
v A3 Storage
e Windews Server Backup,
= Disk Management
_:..'1 Services and .ﬁppli: atsons

= Disk 0 _———————

Basic System Reserved |I 1<)
20,00 GB 549 B INTFS B9.48 GB NTFS
Online

Healthy (System, Active Primai || Healthy [Boot, Page File, Crash Durnp, Primary Partition)

*O Disk 1 R —————.
Unknegwn

1000 GB 10.00 GB

Offfine Unaliocated

Quando I'host Windows accede per la prima volta a un nuovo LUN, questo non ha alcuna partizione o

file system. Inizializzare il LUN e, facoltativamente, formattare il LUN con un file system completando i
seguenti passaggi:

a. Avviare Gestione disco di Windows.

b. Fare clic con il pulsante destro del mouse sul LUN, quindi selezionare il tipo di disco o partizione
richiesto.

c. Seguire le istruzioni della procedura guidata. In questo esempio, € montata I'unita F:.



File Action View Help

e 2@ BE *» 2D

'11; Camputer Menagement (Local| Yolurme [# ] - Manzgs Ths BC . O x
w i Systern Tools - (]
(3 Task Scheduler = Demciun (E] File Computer ¥ v Foali 2]
[ Event Viewes I SSSABEREEE o« W 7 THRPC — Z
s Shared Folders == Systerm Resery
A Peflarmance - Falders (7
& Device Manager # Cuick access
- !": Storage H Desitop ’ 3D Dbjects Deskiop
'.{- Windows Jerver Backup !
i Dol ;
== Disk Management 4’ Dommiongds '
il Sendces and Apphestions = Documents i . ecurmite Bovwniads
= Pictures ¢ =
o
e J\ Music Pictures
¥ Metwork -
{
 p— y Viders
= Disk 0 E
Baxic
#0.00GB Devices and drives (3)
Cindine ) :
Local Dhak (C:) = OVD Drve (D)
5 Bl 55 xseFREE EN-US DV
h b Tree t f 493 GE
= Diske 1
Basic Demalun {E:)
593 GB
Cinline ]
Network locations (1)
= LO-ROM O cvogovesmireol(il_share
ovD - CATDEZST) (Y
433 6B -_—

Sui client Linux, assicurarsi che il demone iSCSI sia in esecuzione. Una volta predisposti i LUN, fare
riferimento alle istruzioni dettagliate sulla configurazione iISCSI con Ubuntu come esempio qui. Per
verificare, eseguire Isblk cmd dalla shell.

0 TYPE MOUNTPOINT

loop [
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: -h
Filesystem s5ize Used Avall UseX Mounted on
& ol 8% Jdev
1.5M 92M 1% frun
53k f

. fdev/shm

fsnap/gnome-3-34-1864 /72

2
/1515

IIII
tk-common - themes
ap-store /547
relg/2128

i 5 iy

snapd /12704

106% fsnapd/1
188X S/snap/corelB
B 1688% apfbare/5s
B 166% fsnap/gtk-common-themes /1519
Sa7TH
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Montare il volume Cloud Volumes ONTAP NFS sul client Linux

Per montare il file system Cloud Volumes ONTAP (DIY) dalle VM all’interno di Google Cloud VMware
Engine, seqguire i passaggi seguenti:

Fornire il volume seguendo i passaggi seguenti

1. Nella scheda Volumi, fare clic su Crea nuovo volume.

2. Nella pagina Crea nuovo volume, seleziona un tipo di volume:

=

=@ cvogcvenfsvolo1 ® ONLINE
INFO CAPACITY

Disk Type PD-55D W 6.08 GB

Tiering Policy MNone 11.05 GB

3. Nella scheda Volumi, posiziona il cursore del mouse sul volume, seleziona l'icona del menu (°) e
quindi fai clic su Comando di montaggio.

Volumes Replications

“O  Mount Volume cvogcvenfsvol01

Go to your Linux machine and enter this mount command

mount 1@.@.6.251:/cvogcventsvolel <dest dir> I_E| Copy

4. Fare clic su Copia.

5. Connettersi all'istanza Linux designata.

6. Aprire un terminale sull’istanza utilizzando Secure Shell (SSH) ed effettuare 'accesso con le
credenziali appropriate.

7. Creare una directory per il punto di montaggio del volume con il seguente comando.

137



$ sudo mkdir /cvogcvetst

root@nimubu®l:~# sudo mkdir cvogcvetst

8. Montare il volume Cloud Volumes ONTAP NFS nella directory creata nel passaggio precedente.

sudo mount 10.0.6.251:/cvogcvenfsvol0l /cvogcvetst

o mount -t nfs 10.0.6.251: fcvogcventsvolOl cvogcvetst

nimubudi

i

root@nimubugi; -

Google Cloud NetApp Volumes (NetApp Volumes)

Google Cloud NetApp Volumes (NetApp Volumes) € un portafoglio completo di servizi dati per fornire soluzioni
cloud avanzate. NetApp Volumes supporta piu protocolli di accesso ai file per i principali provider cloud
(supporto NFS e SMB).

Altri vantaggi e caratteristiche includono: protezione e ripristino dei dati con Snapshot; funzionalita speciali per
replicare, sincronizzare e migrare destinazioni di dati in locale o nel cloud; e prestazioni elevate e costanti a
livello di un sistema di archiviazione flash dedicato.

Google Cloud NetApp Volumes (NetApp Volumes) come storage connesso agli ospiti
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Configurare i volumi NetApp con VMware Engine

Le condivisioni Google Cloud NetApp Volumes possono essere montate da VM create nell’lambiente
VMware Engine. | volumi possono anche essere montati sul client Linux e mappati sul client Windows
perché Google Cloud NetApp Volumes supporta i protocolli SMB e NFS. | volumi Google Cloud NetApp
Volumes possono essere configurati in semplici passaggi.

Google Cloud NetApp Volumes e il cloud privato Google Cloud VMware Engine devono trovarsi nella
stessa regione.

Per acquistare, abilitare e configurare Google Cloud NetApp Volumes per Google Cloud da Google Cloud
Marketplace, segui queste istruzioni dettagliate"guida” .
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https://cloud.google.com/vmware-engine/docs/quickstart-prerequisites

Crea un volume NFS NetApp Volumes nel cloud privato GCVE

Per creare e montare volumi NFS, completare i seguenti passaggi:

1. Accedi a Cloud Volumes da Partner Solutions all’interno della console Google Cloud.

#r
¥

PAOTHER SOLUTIONS

@ RedisEnterprise

«i.  Apache Kafkaan Co._

Darabricks

[l DataStax Astra

4+ Elasticsearch Service
§  MongoDB Atlas

M Meod) Aura Professi_

@ Cloud Volumes >

. Cloud Volumes Volumes 0 cReEATE i DELETE c
B volmes Quiick raference for Clowd Yolumes Private Service Ancess B2 AP 2 Shared WPC suppon 4 Geanidar pesmissions £2
g = Flter Saarch foeveturmes by rame |0, regon, ste. (7] m
@ snepshots Oe o Mame Reglon Zome Zone Redundancy Lifte Cycle Billing Label State Details
B Active Disctones 0O & oacessag testrlzdadl ST wvailable Availanle fof 3
O3d8-codts westd
B volume Replication Jaba-
18575354450
0O & ssomass gepvedod ouroge availablo &ynllanie for
I A-S8E3- et
i
BdddeaThalie
0O & 7oosens gep-ve-dsd Sirne availabis Ayalasie for i
Jelar-Sc3- wasld
5205
5152040681
0O & ecesceso goveds2 e aunilable vallable for s
01 3-deal- wemgtd
s
i HitApp Cloud Visumes Service (5 offered by Netipp, e, a thind party pariner of Google mh

3. Nella pagina Crea file system, specificare il nome del volume e le etichette di fatturazione come
richiesto per i meccanismi di addebito.
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e Cloud Volumes

B volumes

B Backups
Snapshaots

Aclive Directories
B volume Replication

& Create File System

Volume Name

- Mame *
niIMCVYNFSvolo1

A human readable name used for display purposes

Billing Labels

Label your valumes for billing reports, queries.
Supported with CVS-Performance service type, can be set with CVS service type but not
availahle for billing at this time

-+ ADD LABEL

4. Seleziona il servizio appropriato. Per GCVE, scegli NetApp Volumes-Performance e il livello di
servizio desiderato per una latenza migliorata e prestazioni piu elevate in base ai requisiti del carico di

lavoro dell’applicazione.

e Cloud Volumes

B volumes

B Backups
Snapshots

[E]  Active Directories
8  volume Replication

&  Create File System

Service Type

Cloud Volumes Service is offered as two service types: CVS and CV3-Performance.
Select the service type that matches your workload needs. Region availability (2 varies by
service type. Learn more [4

O cvs

Oifers volurmes created with zonal high availability

@® cvs-Performance
Offers 3 performance levels and improved latency 1o address higher performance
appelication requirements.

Volume Replication
[J secondary

Select to create volume as a destination target for volume replication. Applicable only to
CV3S-performance volumes.

5. Specificare la regione Google Cloud per il volume e il percorso del volume (il percorso del volume
deve essere univoco in tutti i volumi cloud nel progetto)
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Region
Volumes
Region availability varies by service type.

@ Cloud Volumes & Create File System
a
a

Backups - Reglon * _
‘ elrope-west3 * @
Snapshots - )
Volume will be provisioned in the region you select
Active Directories _Aoltime Path# :
‘ nimCVSNFSol01 &
B  volume Replication )

Must be unigue 1o the project.

6. Seleziona il livello di prestazioni per il volume.

e Cloud Volumes <  Create File System

B i Service Level

Select the performance level requirad for your workload.

B Backups

® standard
Snapshots Up:to 16 MiB/s per TiB

(O Premium
Active Directories Up to 64 MiB/s per TiB

() Extreme
B volume Replication Up to 128 MiB/s per Tig

Snapshot -

The snapshot 1o create the volume from.

7. Specificare la dimensione del volume e il tipo di protocollo. In questo test viene utilizzato NFSv3.

e Cloud Volumes <  Create File System
Volume Details
g volumes - Allocated Capacity * \
1024 GiB
O Backups \
Allocated size must be between 1 TiB (1024 GIiB) and 100 TiB (102400 GiB)
Snapshots . Protocol Type * =
NFsv3 ¥ I
Active Directories -
B volume Replication [[] Make snapshot directory (.snapshot) visible

Makes snapshot directory visible to clients, For NFSv4. 1 volumes (CVS-Performance anly),
the directory itself will nol be listed bul can be accessed lolisl contents, elc

[] Enable LDAP
Enables user look up from AD LDAP sérver for your NFS volumes
8. In questo passaggio, seleziona la rete VPC da cui sara accessibile il volume. Assicurarsi che il

peering VPC sia attivo.
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SUGGERIMENTO: se il peering VPC non ¢ stato eseguito, verra visualizzato un pulsante pop-up che
ti guidera attraverso i comandi di peering. Apri una sessione di Cloud Shell ed esegui i comandi

appropriati per collegare la tua VPC al

produttore di Google Cloud NetApp Volumes . Se decidi di

preparare in anticipo il peering VPC, fai riferimento a queste istruzioni.

@ Cloud Volumes L

Create File System

Network Details

B volumes
[C] shared VPC configuration
o) Backups Provide the host project name when deploying in a shared VPC service project
VPC Network Name *
Snapshols [ cloud-volumes-vpe w”
et iiitadaies Select the VPC Newwork from which the volume will be accessible. This cannot be changed
later
8 Volume Replication [[] use Custom Address Range

Reserved Address range
nefapp-addresses

9. Gestisci le regole dei criteri di esportazione aggiungendo le regole appropriate e seleziona la casella
di controllo per la versione NFS corrispondente.

Nota: 'accesso ai volumi NFS non sara possibile a meno che non venga aggiunto un criterio di

esportazione.

. Cloud Volumes <

Create File System

Export Policy

ﬂ Volumes

O Backips Rules

B  snapshots Item 1 o s

Allowed Clients 1*
A

E ctive Directories 0.0.0.0/0

o Volume Replication
Access
@® Read & Write
(O Read Only
Root Access
® on
O off

10. Fare clic su Salva per creare il volume.

nirnfsdemodsd2

Protocol Type (Select at least 1 of the below options)

Must sedect for Protocol type NFSv3. Optional for Protocol Type Both. Do not select for

NFSvd. 1

& Allows Matching Clients far NFSV3

=
Perfoemmances

Premary HFSw] - 10 53.0 4 smemntademods0l
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Montaggio delle esportazioni NFS su VM in esecuzione su VMware Engine

Prima di preparare il montaggio del volume NFS, assicurarsi che lo stato di peering della connessione
privata sia elencato come Attivo. Una volta che lo stato & Attivo, utilizzare il comando mount.

Per montare un volume NFS, procedere come segue:

1. Nella Cloud Console, vai a Cloud Volumes > Volumi.
2. Vai alla pagina dei Volumi
3. Fare clic sul volume NFS per il quale si desidera montare le esportazioni NFS.

4. Scorri verso destra, sotto Mostra altro, fai clic su Istruzioni di montaggio.

Per eseguire il processo di montaggio dall’interno del sistema operativo guest della VM VMware, seguire i
passaggi seguenti:

1. Utilizzare il client SSH e SSH per connettersi alla macchina virtuale.
2. Installare il client NFS sull’istanza.

a. Su istanza Red Hat Enterprise Linux o SUSE Linux:

sudo yum install -y nfs-utils
Su un'istanza di Ubuntu o Debian:

sudo apt-get install nfs-common

3. Crea una nuova directory sull’istanza, ad esempio "/nimCVSNFSol01":

sudo mkdir /nimCVSNFSol01l

W30, 0400

4. Montare il volume utilizzando il comando appropriato. Di seguito & riportato un esempio di comando
dal laboratorio:

sudo mount -t nfs -o rw,hard,rsize=65536,wsize=65536,vers=3,tcp
10.53.0.4:/nimCVSNFS0101 /nimCVSNFSol01

rootgvali-8 sudo M

root@gvnl:-# sudo
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Creazione e montaggio di condivisioni SMB su VM in esecuzione su VMware Engine

Per i volumi SMB, assicurarsi che le connessioni Active Directory siano configurate prima di creare il
volume SMB.

Active Directory connections CREATE W DELETE C
Create & Windows Active Directony connection (o your exesting AD server. This is a prerequisite step before creating volumes with the SMEB protocol type. Leam more [

0O @ vserume Demain DNS Sarvers NetBI0S Pref OU Path AD Server Name KDC 2 Reghen Status

O & osdminizras mgCverval. com 208,016 nirmgamity N T piter in Uso

Una volta stabilita la connessione AD, creare il volume con il livello di servizio desiderato. | passaggi sono
simili alla creazione di un volume NFS, con la differenza che € necessario selezionare il protocollo
appropriato.

1. Nella console Cloud Volumes, vai alla pagina Volumi e fai clic su Crea.

2. Nella pagina Crea file system, specificare il nome del volume e le etichette di fatturazione come
richiesto per i meccanismi di addebito.

&  Create File System

Volume Name

- Name *

‘ mmCYSMBval01

A numan readable name used for display purposes.

Billing Label
Label yaur volumes for billing reports, queries
Supported with CVS-Performance service type; can he set with CVS service type but not

avallable for billing at this time

<+ ADD LABEL

3. Seleziona il servizio appropriato. Per GCVE, scegli NetApp Volumes-Performance e il livello di
servizio desiderato per una latenza migliorata e prestazioni piu elevate in base ai requisiti del carico di
lavoro.
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¢  Create File System

Service Type

Cloud Volumes Service is offered as two service types: CVS and CV5-Performance.
Select the service type that matches your workload needs. Hegion availability [ varies by
service type. Learn more [

() cvs

Offers volumes created with zonal high avallability,
(®) CVS-Performance

Offers 3-parformance levels and Improved latency o address higher performance
application requirements.

Volume Replication

[] Secondary
Select to-create volume as a destination target for volume replication. Applicable only to
CVS-performance volumes

4. Specificare la regione Google Cloud per il volume e il percorso del volume (il percorso del volume
deve essere univoco in tutti i volumi cloud nel progetto)

&  Create File System

Region

Reglon avallabllity varies by service type,

Region * :
‘ europe-west3 - @

Valume will be provisioned in the region you select

Volume Path *
[ nimCVSMBvol01|

Must be unigque to the project

5. Seleziona il livello di prestazioni per il volume.
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&  Create File System

Service Level

Select the performance level required for your workload.

(@ Standard

Up to 16 MiB/s per TiB
() Premium

Up to 64 MIB/S per TIE
O Extreme

Up 1o 128 MiB/s per TiB

‘ Snapshot -

The snapshot to create the volume from

6. Specificare la dimensione del volume e il tipo di protocollo. In questo test viene utilizzato SMB.

&  Create File System

Volume Details

Allocated Capacity *
[ 1024 GiB

Allocated size must be between 1 TiB (1024 GiB) and 100 TiB (1024050 GiB)

Protocol Type *
[ SMB -

[] Make snapshot directory (.snapshot) visible
Makes snapshat directory visible to clients. For NFSv4.1 valumes (CVS-Performance only)
the directory itself will not be listed bt can be accessed 1o list contents; eic

[C] Enable SMB Encryption

Enable this aption only if you require encryption of your SMB data traffic

[C] Enable CA share support for SOL Server, FSLogix
Enable this option only for SQL Server-and F5Logl woarkloads that requlire continuous
avallability.

[] Hide SMB Share

Enable this option to make SMB shares non-browsable

7. In questo passaggio, seleziona la rete VPC da cui sara accessibile il volume. Assicurarsi che il

peering VPC sia attivo.

SUGGERIMENTO: se il peering VPC non ¢ stato eseguito, verra visualizzato un pulsante pop-up che
ti guidera attraverso i comandi di peering. Apri una sessione di Cloud Shell ed esegui i comandi
appropriati per collegare la tua VPC al produttore di Google Cloud NetApp Volumes . Nel caso in cui



si decida di preparare in anticipo il peering VPC, fare riferimento a questi"istruzioni" .

Network Details

[] Shared VPC configuration

Provide the host project name wnen deploying in 8 shared VPC sgrvice project

VPC Network Name *
[ cloud-volumes-vpe

later

[[] Use Custom Address Range

Reserved Address range

netapp-addresses

' SHOW SNAPSHOT POLICY

m CANCEL

8. Fare clic su Salva per creare il volume.

D @ BadiSled MmN EM B0 ST bvalisfee I 2 CvE Primasy Standard
TATE T 3! Performance
baZ8-

Nl BOETTR

Per montare il volume SMB, procedere come segue:

1. Nella Cloud Console, vai a Cloud Volumes > Volumi.

2. Vai alla pagina dei Volumi

Select the VPC Network from which the volume will be accessible This cannot be changed

SME | Viename: SE30 semgveval oo end Y S vl

3. Fare clic sul volume SMB per il quale si desidera mappare una condivisione SMB.

4. Scorri verso destra, sotto Mostra altro, fai clic su Istruzioni di montaggio.

Per eseguire il processo di montaggio dall’interno del sistema operativo guest Windows della VM

VMware, seguire i passaggi seguenti:

1. Fare clic sul pulsante Start e quindi su Computer.
2. Fare clic su Connetti unita di rete.
3. Nell’elenco Unita, fare clic su una qualsiasi lettera di unita disponibile.

4. Nella casella della cartella, digitare:

\\nimsmb-3830.nimgcveval.com\nimCVSMBvol01l
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https://cloud.google.com/architecture/partners/netapp-cloud-volumes/setting-up-private-services-access?hl=en

&L Map Network Drive

What network folder would you like to map?

Specify the dnve letter for the connection and the folder that you want to connect to:

Drove: i3 w
Folder: |.Em.53.ﬂﬁkn1mcﬂmh-.¥:l_lﬁ:l - Browse...
Example: \\serverishare

[+ Beconnect at sign-in
[] Connect using different credentials

Connect to g Web ste that vou can use to store vour decuments and pictures.

Per connetterti ogni volta che accedi al computer, seleziona la casella di controllo Riconnetti
allaccesso.

5. Fare clic su Fine.

nimevsmbvel0l (110.53.04) (Z) _

i Shiare View
r- - B This PC » nimovsmbeolld] (\W10,53.04) (Z:) w search nimovembun

MName Date modihed Type Size

fool 11/1/2001 T3 AM  File foldes
food 1112021 T:38 AM File falder
foo3 /2021 T:38 AM File folder

| nimgevevaltesting bt 117172021 28 AM  Test Document ) KB

Riepilogo e conclusione: perché NetApp Hybrid Multicloud
con VMware

NetApp Cloud Volumes, insieme alle soluzioni VMware per i principali hyperscaler, offre
un grande potenziale alle organizzazioni che desiderano sfruttare il cloud ibrido. Il resto di
questa sezione illustra i casi d’'uso che dimostrano come l'integrazione NetApp Cloud
Volumes consenta vere e proprie funzionalita multicloud ibride.

Caso d’uso n. 1: ottimizzazione dello storage

Quando si esegue un esercizio di dimensionamento utilizzando I'output di RVtools, & sempre evidente che la
scala della potenza (vCPU/vMem) & parallela allo storage. Spesso le organizzazioni si trovano in una
situazione in cui lo spazio di archiviazione richiede unita di dimensioni pari a quelle del cluster, ben oltre la
potenza necessaria.

Integrando NetApp Cloud Volumes, le organizzazioni possono realizzare una soluzione cloud basata su

vSphere con un semplice approccio di migrazione, senza dover riorganizzare la piattaforma, modificare I'lP o
apportare modifiche all’architettura. Inoltre, questa ottimizzazione consente di ridimensionare I'ingombro dello

150



storage mantenendo il numero di host al minimo richiesto in vSphere, senza apportare alcuna modifica alla
gerarchia di storage, alla sicurezza o ai file resi disponibili. Cid consente di ottimizzare I'implementazione e di
ridurre il TCO complessivo del 35-45%. Questa integrazione consente inoltre di scalare lo storage da un livello
di warm storage a prestazioni di livello di produzione in pochi secondi.

Caso d’uso n. 2: migrazione nel cloud

Le organizzazioni sono sotto pressione per migrare le applicazioni dai data center locali al cloud pubblico per
molteplici motivi: 'imminente scadenza di un contratto di locazione; una direttiva finanziaria per passare dalla
spesa in conto capitale (capex) alla spesa in spese operative (opex); o semplicemente un mandato dall’alto
verso il basso per spostare tutto sul cloud.

Quando la velocita & fondamentale, & possibile adottare solo un approccio di migrazione semplificato, perché
la riorganizzazione e il refactoring delle applicazioni per adattarle alla specifica piattaforma laaS del cloud sono
operazioni lente e costose, che spesso richiedono mesi. Combinando NetApp Cloud Volumes con la replica
SnapMirror a banda larga efficiente per I'archiviazione connessa agli ospiti (inclusi RDM in combinazione con
copie Snapshot coerenti con I'applicazione e HCX, migrazione specifica del cloud (ad esempio Azure Migrate)
o prodotti di terze parti per la replica delle VM), questa transizione & ancora piu semplice rispetto all’affidarsi a
meccanismi di filtri I/O che richiedono molto tempo.

Caso d’uso n. 3: espansione del data center

Quando un data center raggiunge i limiti di capacita a causa di picchi di domanda stagionali o semplicemente
di una crescita organica costante, passare a VMware ospitato nel cloud insieme a NetApp Cloud Volumes &
una soluzione semplice. Sfruttando NetApp Cloud Volumes & possibile creare, replicare ed espandere lo
storage con estrema facilita, garantendo elevata disponibilita in tutte le zone di disponibilita e capacita di
scalabilita dinamica. Sfruttando NetApp Cloud Volumes & possibile ridurre al minimo la capacita del cluster
host, eliminando la necessita di cluster estesi.

Caso d’uso n. 4: ripristino di emergenza sul cloud

In un approccio tradizionale, se si verifica un disastro, le VM replicate sul cloud richiederebbero la conversione
alla piattaforma hypervisor del cloud stesso prima di poter essere ripristinate: un’attivita non gestibile durante
una crisi.

Utilizzando NetApp Cloud Volumes per I'archiviazione connessa agli ospiti tramite la replica SnapCenter e
SnapMirror da locale insieme a soluzioni di virtualizzazione cloud pubblico, & possibile ideare un approccio
migliore per il disaster recovery che consenta il ripristino delle repliche delle VM su un’infrastruttura VMware
SDDC completamente coerente insieme a strumenti di ripristino specifici per il cloud (ad esempio Azure Site
Recovery) o strumenti di terze parti equivalenti come Veeam. Questo approccio consente inoltre di eseguire
rapidamente esercitazioni di disaster recovery e di ripristino da ransomware. Cid consente inoltre di passare
alla produzione completa per i test o in caso di emergenza, aggiungendo host su richiesta.

Caso d’uso n. 5: modernizzazione delle applicazioni

Una volta che le applicazioni saranno nel cloud pubblico, le organizzazioni vorranno sfruttare le centinaia di
potenti servizi cloud per modernizzarle ed estenderle. Utilizzando NetApp Cloud Volumes, la modernizzazione
€ un processo semplice perché i dati dell’applicazione non sono bloccati in vSAN e consentono la mobilita dei
dati per un’ampia gamma di casi d’'uso, tra cui Kubernetes.

Conclusione

Che si punti a un cloud all-cloud o ibrido, NetApp Cloud Volumes offre eccellenti opzioni per distribuire e
gestire i carichi di lavoro delle applicazioni insieme ai servizi file e ai protocolli a blocchi, riducendo al
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contempo il TCO rendendo i requisiti dei dati uniformi al livello dell’applicazione.

Qualunque sia il caso d’uso, scegli il tuo cloud/hyperscaler preferito insieme a NetApp Cloud Volumes per
ottenere rapidamente i vantaggi del cloud, un’infrastruttura e operazioni coerenti su cloud locali e multipli,
portabilita bidirezionale dei carichi di lavoro e capacita e prestazioni di livello aziendale.

Si tratta dello stesso processo e delle stesse procedure note utilizzate per collegare I'archiviazione. Ricorda

che & solo la posizione dei dati a essere cambiata con i nuovi nomi; gli strumenti e i processi rimangono gli
stessi e NetApp Cloud Volumes aiuta a ottimizzare I'implementazione complessiva.
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