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Servizio Red Hat OpenShift su AWS con FSxN
Servizio Red Hat OpenShift su AWS con NetApp ONTAP

Panoramica

In questa sezione mostreremo come utilizzare FSx per ONTAP come livello di archiviazione persistente per le
applicazioni in esecuzione su ROSA. Verra illustrata I'installazione del driver NetApp Trident CSI su un cluster
ROSA, il provisioning di un file system FSx per ONTAP e la distribuzione di un’applicazione stateful di
esempio. Verranno inoltre illustrate le strategie per eseguire il backup e il ripristino dei dati delle applicazioni.
Grazie a questa soluzione integrata, € possibile creare un framework di archiviazione condiviso che si adatta
senza problemi a tutte le zone di disponibilita, semplificando i processi di ridimensionamento, protezione e
ripristino dei dati mediante il driver Trident CSI.

Prerequisiti

* "Account AWS"

* "Un account Red Hat"

» Utente IAM"con |le autorizzazioni appropriate" per creare e accedere al cluster ROSA

* "Interfaccia a riga di comando AWS"

* "ROSA CLI"

* "Interfaccia della riga di comando di OpenShift"(oc)

» Timone 3"documentazione"

* "Un cluster HCP ROSA"

+ "Accesso alla console web di Red Hat OpenShift"
Questo diagramma mostra il cluster ROSA distribuito in piu AZ. | nodi master del cluster ROSA e i nodi
infrastrutturali si trovano nella VPC di Red Hat, mentre i nodi worker si trovano in una VPC nell’account del

cliente. Creeremo un file system FSx per ONTAP all'interno della stessa VPC e installeremo il driver Trident nel
cluster ROSA, consentendo a tutte le subnet di questa VPC di connettersi al file system.


https://signin.aws.amazon.com/signin?redirect_uri=https://portal.aws.amazon.com/billing/signup/resume&client_id=signup
https://console.redhat.com/
https://www.rosaworkshop.io/rosa/1-account_setup/
https://aws.amazon.com/cli/
https://console.redhat.com/openshift/downloads
https://console.redhat.com/openshift/downloads
https://docs.aws.amazon.com/eks/latest/userguide/helm.html
https://docs.openshift.com/rosa/rosa_hcp/rosa-hcp-sts-creating-a-cluster-quickly.html
https://console.redhat.com/openshift/overview
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Configurazione iniziale

1. Provisioning FSx per NetApp ONTAP

Creare un FSx multi-AZ per NetApp ONTAP nella stessa VPC del cluster ROSA. Ci sono diversi modi per farlo.
Vengono forniti i dettagli sulla creazione di FSxN utilizzando uno stack CloudFormation

a.Clona il repository GitHub

$ git clone https://github.com/aws-samples/rosa-fsx-netapp-ontap.git

b.Esegui lo stack CloudFormation Esegui il comando seguente sostituendo i valori dei parametri con i tuoi
valori:

$ cd rosa-fsx-netapp-ontap/fsx



$ aws cloudformation create-stack \
-—stack-name ROSA-FSXONTAP \
-—template-body file://./FSxXONTAP.yaml \
--region <region-name> \
--parameters \
ParameterKey=SubnetlID, ParameterValue=[subnetl ID] \
ParameterKey=Subnet2ID, ParameterValue=[subnet2 ID] \
ParameterKey=myVpc, ParameterValue=[VPC ID] \
ParameterKey=FSxONTAPRouteTable, ParameterValue=[routetablel ID,routetable2
_ID] \
ParameterKey=FileSystemName, ParameterValue=ROSA-myFSxONTAP \
ParameterKey=ThroughputCapacity, ParameterValue=1024 \
ParameterKey=FSxAllowedCIDR, ParameterValue=[your allowed CIDR] \
ParameterKey=FsxAdminPassword, ParameterValue=[Define Admin password] \
ParameterKey=SvmAdminPassword, ParameterValue=[Define SVM password] \
-—-capabilities CAPABILITY NAMED IAM

Dove: region-name: uguale alla regione in cui € distribuito il cluster ROSA subnet1_ID: ID della subnet
preferita per FSxN subnet2_ID: ID della subnet di standby per FSxN VPC_ID: ID della VPC in cui € distribuito il
cluster ROSA routetable1_ID, routetable2_ID: ID delle tabelle di routing associate alle subnet scelte sopra
your_allowed_CIDR: intervallo CIDR consentito per le regole di ingresso dei gruppi di sicurezza FSx for
ONTAP per controllare 'accesso. E possibile utilizzare 0.0.0.0/0 o qualsiasi CIDR appropriato per consentire a
tutto il traffico di accedere alle porte specifiche di FSx per ONTAP. Definisci password amministratore: una
password per accedere a FSxN Definisci password SVM: una password per accedere a SVM che verra creata.

Verifica che il file system e la macchina virtuale di archiviazione (SVM) siano stati creati utilizzando la console
Amazon FSx , mostrata di seguito:

Amazon FSx b4 Fan ¥ Flewmams » fe-03a16050beasTeals
il i DntapFileSystem_| MRASESEH | Acvons v
File Cathe ¥ Summary
¥ ONTAP Filgiaternid 5D storage capacity Update
1024 Gk
Trorige wirtual e L
oyt Throughput tapacity Update
¥ Dpenffs ) Availatbe 1024 M/

2024-10-00711 29330400

¥ Update
ONTAR 072

Multi-aZ 1

2. Installare e configurare il driver Trident CSI per il cluster ROSA
b.Installa Trident

I nodi worker del cluster ROSA sono preconfigurati con strumenti NFS che consentono di utilizzare protocolli
NAS per il provisioning e I'accesso allo storage.



Se invece si desidera utilizzare iISCSI, € necessario preparare i nodi worker per iSCSI. A partire dalla versione
Trident 25.02, & possibile preparare facilmente i nodi worker del cluster ROSA (o di qualsiasi cluster
OpenShift) per eseguire operazioni iISCSI sullo storage FSxN. Esistono 2 semplici modi per installare Trident
25.02 (o versione successiva) che automatizza la preparazione del nodo worker per iSCSI. 1. utilizzando il
node-prep-flag dalla riga di comando tramite lo strumento tridentctl. 2. Utilizzo dell’operatore Trident certificato
Red Hat dall’hub degli operatori e personalizzazione dello stesso. 3.Utilizzo del timone.

@ Utilizzando uno qualsiasi dei metodi sopra indicati senza abilitare node-prep sara possibile
utilizzare solo i protocolli NAS per il provisioning dello storage su FSxN.

Metodo 1: utilizzare lo strumento tridentctl

Utilizzare il flag node-prep e installare Trident come mostrato. Prima di inviare il comando di installazione, &
necessario aver scaricato il pacchetto di installazione. Fare riferimento a "la documentazione qui" .

#./tridentctl install trident -n trident --node-prep=iscsi

Metodo 2: utilizzare I'operatore Trident certificato Red Hat e personalizzarlo Da OperatorHub, individuare
I'operatore Trident certificato Red Hat e installarlo.
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Successivamente, crea l'istanza di Trident Orchestrator. Utilizzare la visualizzazione YAML per impostare
valori personalizzati o abilitare la preparazione del nodo iscsi durante l'installazione.
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[root@localhost RedHat]# oc get pods -n trident

NAME READY  STATUS RESTARTS  AGE
trident-controller-86f89c¢855d-8w2jx 6/6 Running © 38s
trident-node-linux-rnrnn 2/2 Running %] 38s
trident-node-1linux-t9bxj 2/2 Running © 38s
trident-node-1linux-vqvl9 2/2 Running © 38s
[root@localhost RedHat]#




Linstallazione Trident utilizzando uno qualsiasi dei metodi sopra indicati preparera i nodi worker del cluster
ROSA per iSCSI avviando i servizi iscsid e multipathd e impostando quanto segue nel file /etc/multipath.conf

sh-5.3# systemctl ststus iscsid
e iscsid.service - Open-1SCSI

Loaded:
Active:
TriggeredBy:
Docs:

Main PID:
Status:
Tasks:
Memary:
CPU:
cGroup:

sh-5.1# l

lcaded (/usr/lib/systemd/system/iscsid.service; enabled; preset: disabled)
active (running) since Fri 2825-€3-21 18:28:13 UI(; 2 days ago
e iscsid.socket

man:iscsid(8)

man:iscsiuic(8)

man:iscsiadm(8)

23224 (iscsid)

“"Ready tc process reguests®

1 (limit: 1649428)

3.2

1e%as

/system.slice/iscsid.service

sh-5.1# systemct] status multipathd
e multipathd.service - Device-Mapper Multipath Device Comtrcller

Loaded:
Active:
TriggeredBy:
Main PID:
Status:
Tasks:
Memory:

CPuU:

(Group:

lcaded (/usr/lib/systemd/system/multipsthd.service; enabled; preset: enabled)
active (running) since Fri 2825-€3-21 18:28:5€ UTC; 2 days age

» pultipathd.socket

1565 (multipathd)

"up

7

62.4M

33min 51.363s
/system.slice/multipathd.service
Licge /chin/multinasthd -d -s



sh-5.1#
sh-5.14 cat /etc/multipath.conf
defaults {
find multipaths no
user_friendly names yes

h
blacklist {

]
blacklist_exceptions {
device {
vendor NETAPF
product LUN

3

h
sh-5.14 |}

c.Verificare che tutti i pod Trident siano in funzione

[root@localhost hcp-testing]#

[root@localhost hcp-testingl#

[root@localhost hcp-testingl]# oc get pods -n trident

NAME READY STATUS RESTARTS
trident-controller-f5f6796f-vd2sk 6/6 Running
trident-node-linux-4svgz 2/2 Running
trident-node-1linux-dj9j4 2/2 Running
trident-node-1linux-jlshh 2/2 Running
trident-node-1linux-sqthw 2/2 Running
trident-node-1inux-ttj9c 2/2 Running
trident-node-1linux-vmjr5 2/2 Running
trident-node-linux-wvqgst 2/2 Running
trident-operator-545869857c-kgc7p 1/1 Running
[root@localhost hcp-testingl# _

& DI DD

3. Configurare il backend Trident CSI per utilizzare FSx per ONTAP (ONTAP NAS)

La configurazione back-end Trident indica a Trident come comunicare con il sistema di archiviazione (in questo
caso, FSx per ONTAP). Per creare il backend, forniremo le credenziali della macchina virtuale di archiviazione

a cui connettersi, insieme alla gestione del cluster e alle interfacce dati NFS. Useremo il"driver ontap-nas" per

fornire volumi di archiviazione nel file system FSx.

UN. Per prima cosa, crea un segreto per le credenziali SVM utilizzando il seguente yaml



https://docs.netapp.com/us-en/trident/trident-use/ontap-nas.html

apiVersion: vl
kind: Secret
metadata:
name: backend-fsx-ontap-nas-secret
namespace: trident
type: Opaque
stringData:
username: vsadmin
password: <value provided for Define SVM password as a parameter to the

Cloud Formation Stack>

@ E anche possibile recuperare la password SVM creata per FSxN da AWS Secrets Manager,
come mostrato di seguito.

AWS Secrets Manager 3 Secrets
Secrets G| Somanewscs |
o er vin by nare, de o, Bog dey, 109 ¥, YT} WG riamary My 1 [
Secrat name Description Last petriewed {UTT)
AR ST Mroienarnd SYMAATUNT pLvward Oatober 8 2024
5 X FaxAdmirPassword
AN Secrets Manages 3 Ferels » HOP-ROSA-FEXOMNTAP- SWMAdméni sssaond

HCP-ROSA-FSXONTAP-SVMAdminPassword

Secret details 6] Artiom w

0 wifiecrmtimaniges D SvMAdminPassword

P-ROSA-FSUDNTAP-SVMAG AP awornd

6 arrcawssetretumanagerit-eant-2-3 1 G088 A366T tecret HOP- BOSA-FRODMNTAP- SUMAGmIn P ratword
Agiaf
Dreervbow Rotation Werdona Fwplication Tagn

Secret value s Retrieve socret value |

b.Successivamente, aggiungi il segreto per le credenziali SVM al cluster ROSA utilizzando il seguente
comando

$ oc apply -f svm secret.yaml

Puoi verificare che il segreto sia stato aggiunto nello spazio dei nomi trident utilizzando il seguente comando

10



$ oc get secrets -n trident |grep backend-fsx-ontap-nas-secret

ontap-nas-secret

C. Successivamente, crea I’oggetto backend. Per farlo, spostati nella directory fsx del tuo repository Git
clonato. Aprire il file backend-ontap-nas.yaml. Sostituire quanto segue: managementLIF con il nome DNS di
gestione, dataLIF con il nome DNS NFS dell'SVM Amazon FSx e svm con il nome del’'SVM. Creare I'oggetto
backend utilizzando il seguente comando.

Creare 'oggetto backend utilizzando il seguente comando.

$ oc apply -f backend-ontap-nas.yaml

@ E possibile ottenere il nome DNS di gestione, il nome DNS NFS e il nome SVM dalla console
Amazon FSx come mostrato nello screenshot qui sotto

Amazon FS5x b 4
Summary
m-0Ta?53da2 58412045 (9 51:46-04:00
sVl (3 ®
¥ ONTAP
e T bl-B653-11el-8127-01 4301500927 DEFAULT
v OpenIfS
ki |
E e i

Endpoints Adminittration Wolumet Tagi

Endpaints

8412045 15-03216050beaeTea 24 fol us-east-2 amazonafs.com (9 198.19.255.182 {§

331605000 T ea 24 i us-eait- 2 amikonipe com 198.19.255.182 (§

D. Ora, esegui il seguente comando per verificare che I'oggetto backend sia stato creato e che Phase
mostri Bound e Status sia Success

11



PHASE

50e29 Bound

4. Crea classe di archiviazione Ora che il backend Trident & configurato, puoi creare una classe di
archiviazione Kubernetes per utilizzare il backend. La classe di archiviazione & un oggetto risorsa reso
disponibile al cluster. Descrive e classifica il tipo di archiviazione che € possibile richiedere per un’applicazione.

UN. Esaminare il file storage-class-csi-nas.yaml nella cartella fsx.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: trident-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

fsType: "ext4d"
allowVolumeExpansion: True

reclaimPolicy: Retain

B. Creare una classe di archiviazione nel cluster ROSA e verificare che la classe di archiviazione
trident-csi sia stata creata.

Questo completa l'installazione del driver Trident CSl e la sua connettivita al file system ONTAP . Ora &
possibile distribuire un’applicazione Postgresql con stato di esempio su ROSA utilizzando volumi di file su FSx

per ONTAP.

C. Verificare che non siano stati creati PVC e PV utilizzando la classe di archiviazione trident-csi.

12



D. Verificare che le applicazioni possano creare PV utilizzando Trident CSI.

Creare un PVC utilizzando il file pvc-trident.yaml fornito nella cartella fsx.

pvc-trident.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 10Gi
storageClassName: trident-csi

You can issue the following commands to create a pvc and verify that it
has been created.

image:redhat-openshift-container-rosa-011l.png["creare PVC di prova
utilizzando Trident"]

@ Per utilizzare iSCSI, & necessario abilitare iSCSI sui nodi worker come mostrato in precedenza
e creare un backend iSCSI e una classe di archiviazione. Ecco alcuni esempi di file yaml.

13



cat tbc.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: fsxadmin
password: <password for the fsxN filesystem>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-san
spec:
version: 1
storageDriverName: ontap-san
managementLIF: <management 1if of fsxN filesystem>
backendName: backend-tbc-ontap-san
svm: svm FSxNForROSAiSCSI
credentials:
name: backend-tbc-ontap-san-secret

cat sc.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: trident-csi
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
media: "ssd"
provisioningType: "thin"
snapshots: "true"

allowVolumeExpansion: true

5. Distribuisci un’applicazione Postgresql con stato di esempio

UN. Utilizzare helm per installare postgresql

$ helm install postgresqgl bitnami/postgresgl -n postgresgl —--create
-namespace

14



B. Verificare che il pod dell’applicazione sia in esecuzione e che siano stati creati un PVC e un PV per
I'applicazione.

[root@localhost hcp-testing]# oc get pods -n postgresql
NAME READY STATUS RESTARTS AGE
nostegresql-0  1/1 Running ©

icp-testing]@

C. Distribuisci un client Postgresql

Utilizzare il seguente comando per ottenere la password per il server PostgreSQL installato.

$ export POSTGRES PASSWORD=S$ (kubectl get secret --namespace postgresql
postgresgl -o jsoata.postgres-password}" | base64d -d)

Utilizzare il seguente comando per eseguire un client PostgreSQL e connettersi al server utilizzando la
password

15



$ kubectl run postgresgl-client --rm --tty -i --restart='Never'
--namespace postgresgl --image docker.io/bitnami/postgresqgl:16.2.0-debian-
11-rl --env="PGPASSWORD=$POSTGRE S _PASSWORD" \

> —-command -- psgl --host postgresgl -U postgres -d postgres -p 5432

D. Crea un database e una tabella. Crea uno schema per la tabella e inserisci 2 righe di dati nella
tabella.

CREATE DATABASE erp;

connected to databs: s " as user "postgres”
TABLE PERSONS(ID INT PRIMA =Y NOT NULL, FIRSTNAME TEXT NOT NULL, LASTNAME TEXT NOT NULL);

INTO PERSONS VALUES(1, 'John','Doe');

rp=# SELECT * FROM PERSONS;
id | firstname | lastname

1 | John
(1 row)

16



erp=# INSERT INTO PERSONS VALUES(2,'Jane',’'Scott');
INSERT © 1

erp=# SELECT * from PERSONS;

id | firstname | lastname

1 | John
2 | Jane
(2 rows)

Servizio Red Hat OpenShift su AWS con NetApp ONTAP

Questo documento descrivera come utilizzare NetApp ONTAP con Red Hat OpenShift
Service on AWS (ROSA).

Crea snapshot del volume

1. Creare uno snapshot del volume dell’app In questa sezione mostreremo come creare uno snapshot
Trident del volume associato all’app. Si trattera di una copia puntuale dei dati dell’app. Se i dati
dell’applicazione vengono persi, possiamo recuperarli da questa copia in un dato momento. NOTA: questo
snapshot viene archiviato nello stesso aggregato del volume originale in ONTAP(in locale o nel cloud).
Pertanto, se 'aggregato di archiviazione ONTAP viene perso, non € possibile recuperare i dati dell’app dal
relativo snapshot.

**UN. Crea un VolumeSnapshotClass Salva il seguente manifesto in un file denominato volume-snapshot-
class.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: fsx-snapclass
driver: csi.trident.netapp.io

deletionPolicy: Delete

Crea uno snapshot utilizzando il manifesto sopra.

[root@localhost hcp-testing]# oc create -f volume-snapshot-class.yaml
volumesnapshotclass.snapshot.storage.k8s.1i0/fsx-snapclass created

[root@localhost hcp-testing]#

B. Successivamente, crea uno snapshot Crea uno snapshot del PVC esistente creando VolumeSnapshot
per acquisire una copia puntuale dei tuoi dati PostgreSQL. In questo modo viene creato uno snapshot FSx che
non occupa quasi spazio nel backend del file system. Salvare il seguente manifesto in un file denominato

17



volume-snapshot.yaml:

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: postgresgl-volume-snap-01
spec:
volumeSnapshotClassName: fsx-snapclass
source:

persistentVolumeClaimName: data-postgresqgl-0

C. Crea lo snapshot del volume e conferma che é stato creato

Eliminare il database per simulare la perdita di dati (la perdita di dati puo verificarsi per diversi motivi, qui la
simuliamo semplicemente eliminando il database)

D. Eliminare il database per simulare la perdita di dati (la perdita di dati puo verificarsi per diversi
motivi, qui la simuliamo semplicemente eliminando il database)

postgres=# \c erp;
psgl (16.2, server 16.4)

ou are now connected to database "erp” as user "postgres".
erp=# SELECT * FROM persons;

id | firstname | lastname

2 | Jane
(2 rows)

DROP DATABASE erp;

ASE

" (172.30.103.67), port 5432 failed: FATAL: datal ‘erp” does not exist

Ripristina da snapshot del volume

1. Ripristino da snapshot In questa sezione mostreremo come ripristinare un’applicazione dallo snapshot
Trident del volume dell’app.

18



UN. Crea un clone del volume dallo snapshot

Per ripristinare il volume allo stato precedente, & necessario creare un nuovo PVC basato sui dati presenti
nello snapshot acquisito. Per fare cio, salva il seguente manifesto in un file denominato pvc-clone.yaml

apiVersion: vl

kind: PersistentVolumeClaim
metadata:

name: postgresgl-volume-clone
spec:

accessModes:

- ReadWriteOnce
storageClassName: trident-csi
resources:

requests:

storage: 8Gi
dataSource:

name: postgresgl-volume-snap-01

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

Creare un clone del volume creando un PVC utilizzando lo snapshot come origine utilizzando il manifesto
sopra. Applicare il manifesto e assicurarsi che il clone venga creato.

RWO

B. Elimina I'installazione originale di PostgreSQL
root@localhost hcp-tésfing]#
[root@localhost hcp-testing|# helm uninstall postgresgl -n postgresql
release "postgresql” uninstalled

[ root@localhost hcp-testingl# oc get pods -n postgresql

[

No resources found in postgresql namespace.
[root@localhost hcp-testingl# _

C. Crea una nuova applicazione postgresql utilizzando il nuovo clone PVC

$ helm install postgresqgl bitnami/postgresgl --set
primary.persistence.enabled=true --set
primary.persistence.existingClaim=postgresqgl-volume-clone -n postgresqgl

19



|root@localhost hep-testl
[root@localhost hcp-testing]® helm install postgresql bitnami/postgresql --set primary.persistence.enabled=true \
-sot primary.persistence.existingClaim=postgresql-volume-clone -n postgresql
postgresql
DEPLOYED: Mon Oct 14 12:83:31 2824
IAMESPACE: postgresql
TUS: deployed

T SUITE: None

ES:

HART NAME: postgresql
HART VERSION: 15.5.21
APP VERSION: 16.4.9

** Please be patient while the chart is being deployed **®

ostgresQL can be accessed via port 5432 on the f'ullc.-i.-.-int'_ DNS names from within your cluster:
postgresgl.postgresgl.sve.cluster. local Read/Write connection

To get the password for "postgres™ run:

export POSTGRES PASSWORD=$(kubectl pet secret --namespace postgresql postgresql -o jsonpath="{.data.postgres-password}” | ba

To connect to your database run the following command:

kubectl run postgresql-client --rm --tty -i --restart='Never' --namespace postgresql --image docker.io/bitnami/postgresql:16
--command -- psql host postgresql -U postgres -d postgres -p 5432
> NOTE: If you access the container using bash, make sure that you execute "/fopt/bitnami/scripts/postgresql/entrypoint.sh /b
1001} does not exist™

To connect to your database from outside the cluster execute the following commands:

kubectl port-forward namespace postgresgl svc/postgresgl 5432:5432 &
PGPASSHWORD="$POSTGRES_PASSWORD™ psql --host 127.8.8.1 -U postgres -d postgres -p 5432

JARNING: The configured password will be ignored on new installation in case when previous PostgreSQL release was deleted through
sword, and setting it through helm won't take effect. Deleting persistent volumes (PVs) will solve the issue.

1Al There are "resources” sections in the chart not set. Using "resourcesPreset™ is not recommended for production. For pro
g to your workload needs;:
- primary.resources
readReplicas.resources
+info https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/

[root@localhost hop-testingld

D. Verificare che il pod dell’applicazione sia in esecuzione

root@localhost hcp-testingl# oc get pods -n postgresqgl

READY  STATUS RESTARTS  AGE
postgresql-0 1/1 Running © 2mls
root@localhost hcp-testingl# _

e. Verificare che il pod utilizzi il clone come PVC

root@localhost hcp-testing]#
root@localhost hcp-testing]# oc describe pod/postgresql-© -n postgresql_




LontainersKeady
PadScheduled
olumes:

empty-dir:
Type: EmptyDir (a temporary directory that shares a pod's lifetime)
Medium:
Sizelimit: <unset>

dshm:
Type: EmptyDir (a2 temporary directory that shares a pod's lifetime)
Medium: Memory

I.'Jl.'.l'.l_l."lljl.: ® |_|||.-|.:.
data:
Type: PersistentVolumeClaim (a refference to a PersistentVolumeClaim in the same namespace)
ClaimName: postgresql-volume-clone
ReadUnly: talse
05 Class: Burstable
Jode-Selectors: <none>
Tolerations: node. kubernetes. io/memory-pressure:NoSchedule op=Exists
node. kubernetes.io/not-ready:NoExecute op=Exists for 30@s
node . kubernetes.iofunreachable :NoExecute op=Exists for 3080s

cvents:
Type Reason Age From Message

Normal Scheduled ImS5s default-scheduler Successfully assigned postgresql/postgres
Lus-east-2.compute. internal

Normal SuccessfulAttachVolume 3mS4s attachdetach-controller AttachVolume.Attach succeeded for volume
B-934d-47f181fddaces"

Normal AddedInterface 3m43s multus Add etho [18.129.2.126/23] from ovn-kuber

Normal Pulled 3md3s kubelet Container image “"docker.io/bitnami/postgr
8" already present on machine

Normal Created imd2s kubelet Created container postgresql

Normal Started 3md42s kubelet Started container postgresqgl
root@localhost hcp-testingl#

f) Per convalidare che il database sia stato ripristinato come previsto, tornare alla console del contenitore e
visualizzare i database esistenti

]® kubectl run postgresd

text.capa

must set securityld

List of databazes

Locale Provider | follate | Ctype
.
3 | libe | en US .0 B | UTF-8 | |
postgres - libe | en US.
libe | &n L

|

|

|

templatel | postgre | Libe &n

(4 rows)

tgres
1l (16.2, rver 16.4)

& i copnected to database "erp”

f relati

| Type Ownar

z | table pastgres

1 PERSOHS ;
rirstnase | lastnase
e
John | Doe
lane | Scott




Video dimostrativo

Amazon FSx for NetApp ONTAP con Red Hat OpenShift Service su AWS utilizzando Hosted Control Plane

Sono disponibili altri video su Red Hat OpenShift e sulle soluzioni OpenShift"Qui" .
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questo documento soggetta a copyright pud essere riprodotta in qualsiasi formato o mezzo (grafico, elettronico
0 meccanico, inclusi fotocopie, registrazione, nastri o storage in un sistema elettronico) senza previo consenso
scritto da parte del detentore del copyright.

Il software derivato dal materiale sottoposto a copyright di NetApp € soggetto alla seguente licenza e
dichiarazione di non responsabilita:

IL PRESENTE SOFTWARE VIENE FORNITO DA NETAPP "COSI COM’E" E SENZA QUALSIVOGLIA TIPO
DI GARANZIA IMPLICITA O ESPRESSA FRA CUI, ATITOLO ESEMPLIFICATIVO E NON ESAUSTIVO,
GARANZIE IMPLICITE DI COMMERCIABILITA E IDONEITA PER UNO SCOPO SPECIFICO, CHE
VENGONO DECLINATE DAL PRESENTE DOCUMENTO. NETAPP NON VERRA CONSIDERATA
RESPONSABILE IN ALCUN CASO PER QUALSIVOGLIA DANNO DIRETTO, INDIRETTO, ACCIDENTALE,
SPECIALE, ESEMPLARE E CONSEQUENZIALE (COMPRESI, ATITOLO ESEMPLIFICATIVO E NON
ESAUSTIVO, PROCUREMENT O SOSTITUZIONE DI MERCI O SERVIZI, IMPOSSIBILITA DI UTILIZZO O
PERDITA DI DATI O PROFITTI OPPURE INTERRUZIONE DELL'ATTIVITA AZIENDALE) CAUSATO IN
QUALSIVOGLIA MODO O IN RELAZIONE A QUALUNQUE TEORIA DI RESPONSABILITA, SIAESSA
CONTRATTUALE, RIGOROSA O DOVUTA A INSOLVENZA (COMPRESA LA NEGLIGENZA O ALTRO)
INSORTA IN QUALSIASI MODO ATTRAVERSO L'UTILIZZO DEL PRESENTE SOFTWARE ANCHE IN
PRESENZA DI UN PREAVVISO CIRCA LEVENTUALITA DI QUESTO TIPO DI DANNI.

NetApp si riserva il diritto di modificare in qualsiasi momento qualunque prodotto descritto nel presente
documento senza fornire alcun preavviso. NetApp non si assume alcuna responsabilita circa I'utilizzo dei
prodotti o materiali descritti nel presente documento, con I'eccezione di quanto concordato espressamente e
per iscritto da NetApp. L'utilizzo o I'acquisto del presente prodotto non comporta il rilascio di una licenza
nell’ambito di un qualche diritto di brevetto, marchio commerciale o altro diritto di proprieta intellettuale di
NetApp.

Il prodotto descritto in questa guida puo essere protetto da uno o piu brevetti degli Stati Uniti, esteri o in attesa
di approvazione.

LEGENDA PER I DIRITTI SOTTOPOSTI A LIMITAZIONE: I'utilizzo, la duplicazione o la divulgazione da parte
degli enti governativi sono soggetti alle limitazioni indicate nel sottoparagrafo (b)(3) della clausola Rights in
Technical Data and Computer Software del DFARS 252.227-7013 (FEB 2014) e FAR 52.227-19 (DIC 2007).

| dati contenuti nel presente documento riguardano un articolo commerciale (secondo la definizione data in
FAR 2.101) e sono di proprieta di NetApp, Inc. Tutti i dati tecnici e il software NetApp forniti secondo i termini
del presente Contratto sono articoli aventi natura commerciale, sviluppati con finanziamenti esclusivamente
privati. Il governo statunitense ha una licenza irrevocabile limitata, non esclusiva, non trasferibile, non cedibile,
mondiale, per l'utilizzo dei Dati esclusivamente in connessione con e a supporto di un contratto governativo
statunitense in base al quale i Dati sono distribuiti. Con la sola esclusione di quanto indicato nel presente
documento, i Dati non possono essere utilizzati, divulgati, riprodotti, modificati, visualizzati o mostrati senza la
previa approvazione scritta di NetApp, Inc. | diritti di licenza del governo degli Stati Uniti per il Dipartimento
della Difesa sono limitati ai diritti identificati nella clausola DFARS 252.227-7015(b) (FEB 2014).

Informazioni sul marchio commerciale

NETAPP, il logo NETAPP e i marchi elencati alla pagina http://www.netapp.com/TM sono marchi di NetApp,
Inc. Gli altri nomi di aziende e prodotti potrebbero essere marchi dei rispettivi proprietari.
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