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ANF Replication cross-Region con SAP HANA
ANF Replication cross-Region con SAP HANA

Le informazioni indipendenti dall’applicazione sulla replica tra piu aree sono disponibili
nella seguente posizione.

"Documentazione Azure NetApp Files | documenti Microsoft" nei concetti e nelle sezioni di guida.

Opzioni di configurazione per la replica interregionale con
SAP HANA

La figura seguente mostra le relazioni di replica del volume per un sistema SAP HANA
che utilizza la replica interregionale ANF. Con la replica interregionale ANF, i dati HANA e
il volume condiviso HANA devono essere replicati. Se viene replicato solo il volume di
dati HANA,, i valori RPO tipici rientrano nell'intervallo di un giorno. Se sono richiesti valori
RPO inferiori, &€ necessario replicare anche i backup del registro HANA per il forward
recovery.

Il termine "backup del log" utilizzato in questo documento include il backup del log e il backup
@ del catalogo di backup HANA. Il catalogo di backup HANA & necessario per eseguire le
operazioni di ripristino in avanti.

La seguente descrizione e la configurazione di laboratorio si concentrano sul database HANA.
@ Altri file condivisi, ad esempio la directory di trasporto SAP, vengono protetti e replicati allo
stesso modo del volume condiviso HANA.

Per abilitare il ripristino del punto di salvataggio HANA o il ripristino in avanti utilizzando i backup del log, €
necessario creare backup Snapshot dei dati coerenti con I'applicazione nel sito primario per il volume di dati
HANA. Cid puo essere fatto ad esempio con lo strumento di backup ANF AzAcSnap (vedere anche "Che cos’e
lo strumento Snapshot coerente delle applicazioni Azure per Azure NetApp Files | documenti Microsoft"). |
backup Snapshot creati nel sito primario vengono quindi replicati nel sito di DR.

In caso di failover di emergenza, la relazione di replica deve essere interrotta, i volumi devono essere montati
sul server di produzione DR e il database HANA deve essere ripristinato, nell’'ultimo punto di salvataggio
HANA o con il ripristino in avanti utilizzando i backup dei log replicati. Il capitolo "Failover del disaster
recovery", descrive i passaggi necessari.

La seguente figura illustra le opzioni di configurazione HANA per la replica tra regioni.


https://docs.microsoft.com/en-us/azure/azure-netapp-files/
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azacsnap-introduction
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azacsnap-introduction
https://docs.netapp.com/it-it/netapp-solutions-sap/backup/hana-dr-anf-failover-overview.html
https://docs.netapp.com/it-it/netapp-solutions-sap/backup/hana-dr-anf-failover-overview.html
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Con la versione corrente di Cross-Region Replication, € possibile selezionare solo pianificazioni fisse e 'utente
non puo definire il tempo effettivo di aggiornamento della replica. | programmi disponibili sono giornalieri, orari
e ogni 10 minuti. Utilizzando queste opzioni di pianificazione, due diverse configurazioni hanno senso a
seconda dei requisiti RPO: Replica del volume di dati senza replica del backup del log e replica del backup del
log con pianificazioni diverse, orarie o ogni 10 minuti. Il RPO piu basso raggiungibile & di circa 20 minuti. La
seguente tabella riassume le opzioni di configurazione e i valori RPO e RTO risultanti.

Volume di dati di
pianificazione CRR

Volume di backup del
registro di pianificazione
CRR

RPO max

RTO massimo

Recupero in avanti

Replica del volume di
dati

Ogni giorno

n/a.

24 ore + programma
Snapshot (ad esempio, 6
ore)

Definito principalmente dal
tempo di avvio di HANA

NA

Requisiti e Best practice

Replica dei volumi di
backup dei dati e dei log

Ogni giorno

Ogni ora

1 ora

tempo di avvio HANA +
tempo di ripristino

registri per le ultime 24
ore + programma
Snapshot (ad esempio, 6
ore)

Replica dei volumi di
backup dei dati e dei log

Ogni giorno

10 min

2 x 10 min

tempo di avvio HANA +
tempo di ripristino

registri per le ultime 24
ore + programma
Snapshot (ad esempio, 6
ore)

Microsoft Azure non garantisce la disponibilita di un tipo specifico di macchina virtuale
(VM) al momento della creazione o all’avvio di una macchina virtuale disallocata. In



particolare, in caso di guasto di una regione, molti client potrebbero richiedere macchine
virtuali aggiuntive nell’area di disaster recovery. Si consiglia pertanto di utilizzare
attivamente una macchina virtuale con le dimensioni richieste per il failover di emergenza
come sistema di test o di QA nell’area di disaster recovery per allocare il tipo di macchina
virtuale richiesto.

Per 'ottimizzazione dei costi, € opportuno utilizzare un pool di capacita ANF con un Tier di performance
inferiore durante il normale funzionamento. La replica dei dati non richiede performance elevate e potrebbe
quindi utilizzare un pool di capacita con un Tier di performance standard. Per i test di disaster recovery o se &
necessario un failover di emergenza, i volumi devono essere spostati in un pool di capacita con un Tier ad alte
performance.

Se un secondo pool di capacita non & un’opzione, i volumi di destinazione della replica devono essere
configurati in base ai requisiti di capacita e non ai requisiti di performance durante le normali operazioni. La
quota o il throughput (per la QoS manuale) possono quindi essere adattati per il test di disaster recovery in
caso di disaster failover.

Ulteriori informazioni sono disponibili all'indirizzo "Requisiti e considerazioni per |'utilizzo della replica cross-
region dei volumi Azure NetApp Files | documenti Microsoft".

Setup di laboratorio

La convalida della soluzione & stata eseguita con un sistema host singolo SAP HANA. Lo
strumento di backup Microsoft AzAcSnap Snapshot per ANF é stato utilizzato per
configurare i backup Snapshot coerenti con I'applicazione HANA. Sono stati configurati
un volume di dati giornaliero, un backup del registro orario e una replica del volume
condiviso. Il test e il failover del disaster recovery sono stati validati con un punto di
salvataggio e con operazioni di forward recovery.

Nella configurazione di laboratorio sono state utilizzate le seguenti versioni software:

« Sistema SAP HANA 2.0 SPS5 a host singolo con un singolo tenant
» SUSE SLES PER SAP 15 SP1
* AzAcSnap 5.0

Nel sito DR & stato configurato un singolo pool di capacita con QoS manuale.

La seguente figura illustra la configurazione di laboratorio.


https://docs.microsoft.com/en-us/azure/azure-netapp-files/cross-region-replication-requirements-considerations
https://docs.microsoft.com/en-us/azure/azure-netapp-files/cross-region-replication-requirements-considerations
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Log
Backup

Application consistent
HANA Snapshot

backups.

Log

Shared

Log
Backup

2000

Configurazione del backup Snapshot con AzAcSnap

Nel sito principale, AzAcSnap €& stato configurato per creare backup Snapshot coerenti con I'applicazione del
sistema HANA PR1. Questi backup Snapshot sono disponibili nel volume di dati ANF del sistema PR1 HANA e
sono registrati anche nel catalogo di backup SAP HANA, come mostrato nelle due figure seguenti. | backup
Snapshot sono stati pianificati ogni 4 ore.

Con la replica del volume di dati utilizzando la replica ANF Cross-Region, questi backup Snapshot vengono
replicati nel sito di disaster recovery e possono essere utilizzati per ripristinare il database HANA.

La figura seguente mostra i backup Snapshot del volume di dati HANA.

T-data-mnt00001)

1y PR1-data-mnt00001 (saponanf/sap-pool1/PR1-data-mnt00001) | Snapshots X
S olume
|/0 Search (Ctrl+/) | “@ T~ Add snapshot O Refresh
B overview

| P search snapshots
Activity log

Name TL  Location TL  Created T
P Access control (IAM) .

(D), azacsnap_2021-02-12T145015-1799555Z East US 02/12/2021, 03:49:48 PM
L Tags —

(D)) azacsnap_2021-02-12T145227-12456302 East US 02/12/2021, 03:51:24 PM
Settings (L) azacsnap_2021-02-12T145328-3856344227 East US 02/12/2021, 03:58:01 PM
g -
I properties (T azacsnap_2021-02-16T134021-9431230Z EastUS 02/16/2021, 02:39:18 PM
B Locks () azacsnap_2021-02-16T134917-6284160Z East US 02/16/2021, 02:48:55 PM
Storage service (T azacsnap_2021-02-16T135737-3778546Z East Us 02/16/2021, 02:56:32 PM
© Mount instructions (L) azacsnap_2021-02-16T180002-1354854Z East US 02/16/2021, 04:59:40 PM
= Export policy (T azacsnap_2021-02-16T200002-0790339Z East Us 02/16/2021, 08:59:42 PM
7Tl Snapshots () azacsnap_2021-02-17T000002-1753859Z East US 02/17/2021, 12:59:32 AM
M Replication (T azacsnap_2021-02-17T040001-5454808Z East Us 02/17/2021, 04:59:31 AM

o (L) azacsnap_2021-02-17T080002-2933611Z East US 02/17/2021, 02:52:40 AM

Monitoring
il Metrics



La figura seguente mostra il catalogo di backup SAP HANA.

n-prl Instance: 01 Connected User: SYSTEM Systern Usage: Custom System - SAP HANA Studic
Help
w4
SYSTEMDB@PRT ...
&, Backup SYSTEMDB®@PR1 (SYSTEM) PR1 SystemDB

Overview | Configuration | Backup Catalog |

() Backup SYSTE.. M SYSTEMDB@PR1.. [} SYSTEMDB@PRI

[} svsTEMDB@PRI

) Backup SYSTE. 53 (i SYSTEMDB@PR1 ...

# ] >
Q iml|®

. SYSTEMDB@PRI ... . SYSTEMDB@PR] ... = g
Last Update:8:07:38 AM o | (] | [

Backup Catalog
Database: | SYSTEMDB v

[1Show Log Backups [ ]Show Delta Backups

Status  Started Duration Size Backup Type  Destinatio...
a Feb 17, 2021 8:00:02 ...  00h 00m 425 3.13GB  Data Backup Snapshot
=] Feb 17, 2021 4:00:01 ...  00h 00m 355 3.13GB  Data Backup Snapshot
] Feb 17, 2027 12:00:0... 00h 00rn 365 3.13GB  Data Backup Snapshot
= Feb 16, 2021 8:00:02...  00h D0m 34s 3.13GB Data Backup Snapshot
= Feb 16,2021 4:00:02 ...  00h 00m 38s 3.13GB  Data Backup Snapshot
= Feb 16, 2021 1:57:37 ... 00h 00m 325 3.13GB  Data Backup Snapshot
=] Feb 16, 2021 1:4%:17...  00h 00m 325 3.13GB  Data Backup Snapshot
] Feb 16, 2021 1:40:22...  00h 00 34s 3.13GB Data Backup Snapshot
=] Feb 12, 2021 2:58:28...  00h 00m 32s 3.13GB  Data Backup Snapshot
=] Feb 12,2021 2:52:27 ... 00h 00m 325 3.13GB  Data Backup Snapshot
o Feb 12,2021 250:15...  00h00m 325 3.13GB DataBackup  Snapshot

Backup Details
1 1613141415533
Status: Successful
Backup Type: Dats Backup
Destination Type: Snapshat
Started: Feb 12, 2021 2:30:15 PM (UTC)
Finished: Feb 12, 2021 2:50:48 PM (UTC)
Duration: D0h 00 325
Sizes 3.13GB
Throughput: na.
System D:
Comment:

Snapshot prefie azacsnal

P
Tools version: 5.0 Preview (20201214.63524)

Additional Infarmation: [ zoics ‘
Location: /hana/data/PR1/mnt00001/ ‘
Host Service Size Name Source... EBID

wnepit rameserver  3.13GB hdb00OD! volume  azacsnap_2021-02-12T14501...

Procedura di configurazione per la replica ANF Cross-

Region

Prima di poter configurare la replica del volume, &€ necessario eseguire alcune fasi di
preparazione presso il sito di disaster recovery.

» Un account NetApp deve essere disponibile e configurato con lo stesso abbonamento Azure dell’origine.

» Un pool di capacita deve essere disponibile e configurato utilizzando I'account NetApp indicato sopra.

* Una rete virtuale deve essere disponibile e configurata.

* Allinterno della rete virtuale, una subnet delegata deve essere disponibile e configurata per I'utilizzo con

ANF.

E ora possibile creare volumi di protezione per i dati HANA, HANA shared e HANA log backup volume. La
seguente tabella mostra i volumi di destinazione configurati nella nostra configurazione di laboratorio.

Per ottenere la migliore latenza, i volumi devono essere posizionati vicino alle macchine virtuali
che eseguono SAP HANA in caso di disaster failover. Pertanto, per i volumi DR & necessario lo
stesso processo di pinning di qualsiasi altro sistema di produzione SAP HANA.

Volume HANA Origine

Volume di dati HANA PR1-data-mnt00001

Volume condiviso HANA  PR1-shared

Volume di backup di
log/catalogo HANA

hanabackup

Destinazione

PR1-data-mnt00001-sm-
dest

PR1-shared-SM-dest

hanabackup-sm-dest

Pianificazione della
replica

Ogni giorno

Ogni ora

Ogni ora



Per ciascun volume, € necessario eseguire le seguenti operazioni:

1. Creare un nuovo volume di protezione nel sito DR:
a. Fornire il nome del volume, il pool di capacita, la quota e le informazioni di rete.
b. Fornire le informazioni relative al protocollo e all’accesso al volume.
c. Fornire I'ID del volume di origine e una pianificazione di replica.
d. Creare un volume di destinazione.
2. Autorizzare la replica nel volume di origine.

o Fornire I'lD del volume di destinazione.
Le seguenti schermate mostrano in dettaglio i passaggi di configurazione.
Nel sito di disaster recovery, viene creato un nuovo volume di protezione selezionando i volumi e facendo clic

su Add Data Replication (Aggiungi replica dati). Nella scheda Nozioni di base, € necessario fornire il nome del
volume, il pool di capacita e le informazioni di rete.

La quota del volume pud essere impostata in base ai requisiti di capacita, poiché le prestazioni
@ del volume non influiscono sul processo di replica. In caso di failover del disaster recovery, la
quota deve essere regolata per soddisfare i requisiti di performance reali.

Se il pool di capacita ¢ stato configurato con QoS manuale, € possibile configurare il throughput

@ in aggiunta ai requisiti di capacita. Come sopra, € possibile configurare il throughput con un
valore basso durante il normale funzionamento e aumentarlo in caso di failover del disaster
recovery.



Create a new protection volume

Basics Protocol

Replication

Tags Review + create

This page will help you create an Azure Netipp Files volume in your subscription and enable you to access the volume from
within your virtual network. Learn more about Azure Metfpp Files

Volume details

Volume name *
Capacity pool * (0

Available quota (GIB) &
Quota (GIB) * o)

Virtual network * (&)
Delegated subnet * (0

Show advanced section

Review + create

| PR1-datz-mnt00001-sm-dest N
‘ dr-sap-pocl ~ |
4096

ATiB

| 500 7

500 GiB

| dr-unet (10.2.0.0/16,10.0.2.0/24) v |
Create new

| default (10.0.2.0/28) v |
Create new

]

< Previous Mext : Protocol =

Nella scheda Protocol (protocollo), specificare il protocollo di rete, il percorso di rete e il criterio di

esportazione.

@ Il protocollo deve essere lo stesso utilizzato per il volume di origine.



Create a new protection volume

Basics Protocol Replication Tags Review + create

Configure access to your volume,

Access

Protocol type @ NFS O SMEB (:J Dual-protocol (NFSv3 and SMB)

Configuration

Filepath* @ | PR1-data-mnt00001-sm-dest \
\Versions * ‘ MFSvd,1 R ‘
Kerberos (O Enabled (®) Disabled

Export policy

Configure the volume’s export policy, This can be edited later. Learn more

Move up Moy Move to top Move to bottom  [i] Delete

doveup & Move down ovetotop W

Index Allowed clients Access Root Access

B | 00.00/0 || Readmwriite || on v

| | Nl v

| < Previous || Mext : Replication = ‘

Nella scheda Replication (Replica), € necessario configurare I'ID del volume di origine e la pianificazione della
replica. Per la replica dei volumi di dati, abbiamo configurato una pianificazione di replica giornaliera per la
nostra configurazione di laboratorio.

@ L'ID del volume di origine pud essere copiato dalla schermata Proprieta del volume di origine.



Create a new protection volume

Basics Protocol Replication  Tags Review + create
Source volume ID (D | fsubscriptions/28cfc403-f3f8-4007-9847-4eb 161092870/ resourceGroups,/rg... /|
Replication schedule () | Draily et |

Every 10 minutes
Hourly

Daily

| < Previous | | MNext : Tags =

Come fase finale, & necessario autorizzare la replica nel volume di origine fornendo I'ID del volume di
destinazione.

@ E possibile copiare I'ID del volume di destinazione dalla schermata Proprieta del volume di
destinazione.



-data-mnt00001) Authorize x
|D PR1-data-mnt00001 (saponanf/sap-pool1/PR1-data-mnt00001) | Replicatia #«"e=

Volume

| S Search (Ctrl+/) | « & Authorize
o Update the replication schedule
B overview
B Activity log You don't have any data protection volumes. Click Add data protection to get started.
y Destination volume id @

fa. Access control (JAM) oli/volumes/PR1-data-mnt00001-sm-de
¢ Tags
Settings
i Properties
B Locks

Storage service

@ Mount instructions
=l Export policy

I, Snapshots

T Replication

E necessario eseguire le stesse operazioni per il volume condiviso HANA e per il volume di backup del
registro.

Monitoraggio della replica ANF tra regioni

Le tre schermate seguenti mostrano lo stato della replica per i dati, il backup del log e i
volumi condivisi.

Il ritardo della replica del volume € un valore utile per comprendere le aspettative RPO. Ad esempio, la replica
del volume di backup del registro mostra un ritardo massimo di 58 minuti, il che significa che 'RPO massimo

ha lo stesso valore.

La durata del trasferimento e le dimensioni del trasferimento forniscono informazioni preziose sui requisiti di
larghezza di banda e modificano la velocita del volume replicato.

La seguente schermata mostra lo stato di replica del volume di dati HANA.
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yme > Azure NetApp Files » dr-saponanf > PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pooi-premium/PR1-data-mnt0001-sm-dest)

g PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mnt0001-sm-dest) | Replication

Volume

0 Search (Ctil+f) \ «
& Overview

H Activitylog

Ag. Aceess control (IAM)

@ Tags

Settings

Properties

& Locks

Storage service

© wount instructions

£l Export policy

Snapshots

[ Replication

Monitoring

Metrics

Automation

i Tasks (preview)

§ Export template
Support + troubleshooting

B New support request

& Edit ¢ Breakpeering [E Delete () Refresh

S

Volume replication lag time

Osec
M 6PM
Vohume replication lag time {Avg) )
5.06 rours

Volume replication last transfer duration

187min

1.5min

250 L)

fepz3

| Nolums replication last transfer duration (Avg)

1.25ma

BAM

GAM

UTE+0T00

UTC+01:00

# Is volume replication transferring

12PM L2 Fen23

I s velume replicaticn ransferring fwg)

0

ﬁ Volume replication last transfer size

95387MIE

762.98M8

1200 GBM fen2z
Volume replication fast ransfer size ffva)
1.055:

5AM  UTC+01:00

GAM  UTC:0100

Volume replication progress

10.7Mig.

LRIV

277MiB

M (=)

‘Velume replication progress (Avg)

24.02 e

Volume replication total transfer

BAM  UTC+01:00

14Gi8

sszaTMIE

47884ME

o8
12 65M

Fep 23

I ‘Velume replication total wransfer (Avg)

313z

La seguente schermata mostra lo stato di replica del volume di backup del registro HANA.

>me > Azure NetApp Files > dr-saponanf >

hanabackup-sm-dest (dr-sapananf/dr-sap-pool-premium/hanabackup-sm-dest)

) hanabackup-sm-dest (dr-saponanf/dr-sap-pool-premium/hanabackup-sm-dest) | Replication

Velume

P Search (Cirl+/) «

B Overview

& Activity log

P Access control (JAM)
€ Tags

Settings

{I! properties

B Locks

Storage service

@ Mount instructions

Ll Export policy

napshats

) Replication
Monitoring

il Metrics

Automation

& Tasks (preview)

E Export template
Support + troubleshooting

B New support reguest

La seguente schermata mostra lo stato di replica del volume condiviso HANA.

& Edt &7 Braak peering

Delete () Refresh

Volume replication lag time

58.33n1in
S0min
41.57min

33.33min

=LY 6P

Volume replication lag time (Ava)

29.48 -

Volume replication last transfer duration

T6sec

1dsec

f2sec

1Dsec.

129 678

Feb i

13,670

I Volume replication last wansfer duration (Avg)

5 s volume replication transferring

2o T o
I.Wme.gp.[,..—mmwm, ]
4.57

;? Volume replication last transfer size

1335Mi8

11448
EE
eamiE
s7zvie
3s1MiE
181M8

o

12pm &P Feb 23

Volume replication last wansfer size (Avg)

14.67 10

8AM

§aM

5 Volume replication progress

GAM  UTC+01:00

12N 5 oy 6 AM
‘Volume replication progress ()
14.46=
;?- Volume replication total transfer
2568
27.0468
=
12636
129768
23168
Lp55
2
20m 6 Feb 22 BAM
‘Volume replication tota transier (Avg)
28.28c=

11



me > Azure NetApp Files > dr-saponanf > PR1-shared-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-shared-sm-dest)

D PR1-shared-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-shared-sm-dest) | Replication

Volume

|2 search (ctri+) « & edit &7 Breakpeering [ Delete () mefresh
5 Overview
Volume replication lag time Is volume replication transferring Volume replication progress
B Activity log 2 = =
%
S Access control (1AM)
32min g0z
¢ Tags
208
Settings 708
m s8
I' Properties
233 S0z
B Locks
25mi 08
0 308
Storage service s
208
© Mount instructions
12
&l Export policy
T snapshots 2 o my z &AM 12 2 5o Fan 23 6 A 5 AM
Volume replication ag time {fvg) s wolume replication transfering (Avg) Velume replicat (g
@ Replication po p-pool-pr Jort sharect sm-s por 2-pool-premiinypri-shared-sm-ds dr-saponsnt/dr-sap-poal-premism/pri-shared sm-dest
29.45 i 0
Monitoring
G Metrics Volume replication last transfer duration }? Volume replication last transfer size }? Volume replication total transfer }?
Automation .
- L LE:
a ) samia
o3 Tasks (preview) - L i aees z 596
4 B s 7.53M18
5 Export tamplate e sy 88T 0 - SRR RS
. L= 44
Support + troubleshooting 10se s7am —
a E 477M
A New support request —
381N =
3670
6 Feb 23 6 AM 12Pm oM Fen 23 &AM 120M LY Feb 23 e AM
| Voiume replication st wansfer duration (Aug) Volume replication last transfer sze (Aug) | Votume replication total ransfer (<ug)
. o O - min oo N = cige. 9
1279 A 5.96 e

Backup snapshot replicati

Ogni volta che si aggiorna la replica dal volume di origine al volume di destinazione, tutte le modifiche
apportate al blocco tra l'ultimo e 'aggiornamento corrente vengono replicate nel volume di destinazione. Sono
incluse anche le snapshot create nel volume di origine. La seguente schermata mostra le snapshot disponibili
nel volume di destinazione. Come gia discusso, ciascuna snapshot creata dallo strumento AzAcSnap &
un’immagine coerente con I'applicazione del database HANA che pud essere utilizzata per eseguire un
Savepoint o un forward recovery.

All'interno del volume di origine e di destinazione, vengono create anche le copie Snapshot di
SnapMirror, utilizzate per le operazioni di risincronizzazione e aggiornamento della replica.

@ Queste copie Snapshot non sono coerenti con I'applicazione dal punto di vista del database
HANA,; solo le snapshot coerenti con I'applicazione create tramite AzaCSnap possono essere
utilizzate per le operazioni di ripristino HANA.

12



me > Azure NetApp Files > dr-saponanf >

(1) PR1-data-mnt0001-sm-dest (dr-saponanf/dr-sap-pool-premium/PR1-data-mnt0001-sm-dest) | Snapshots

Volume:

P Search (Ctri+/) «
B overview

@ Activity log

P, Access control (IAM)

@ Tags

settings

I Properties

A Locks

Storage service

© Mount instructions

Export policy

1, snapshots

[ Replication
Monitoring

il Metrics

Automation

5. Tasks (preview)

3 Export template
Support + troubleshooting

R New support request

PR1-data-mnt0001-sm-dest (dr-sapor ~sap-p

um/PR1-dat;

0001 -sm-dest)

- Add snapshot () Refresh

p

[ search snapshots

Name
(D) azacsnap_2021-02-18T120002-2150721Z
(D) azacsnap_2021-02-18T160002-1442691Z
(D) azacsnap_2021-02-18T200002-0758637Z
(@) azacsnap_2021-02-19T000002-00396362
(D) azacsnap_2021-02-19T040001-8773748Z
(D) azacsnap_2021-02-19T080001-5198653Z
(T) azacsnap_2021-02-19T120002-14953222
(B] azacsnap_2021-02-19T160002-3698678Z

(U] azacsnap_2021-02-22T120002-3145395Z

(0] azacsnap_2021-02-22T150002-0144647Z
(U] azacsnap_2021-02-22T200002-0643561Z

(T azacsnap_2021-02-23T000002-0311379Z

%

(T snapmirrorbieedsd-7114-11eb-b147-d038ea1e211e.2155791247.2021-02-22 143158

(T] snapmirrorbieedsd-7114-11eb-b147-d038ea1e211e_2155791247.2021-02-23_001000

Location

West US

West US

WestUS

WestUS

WestUS

WestUS

WestUS

WestUS

WestUS

WestUS

WestUS

WestUS

WestUS

West US

N

Created

02/18/2021,
02/18/2021,
02/18/2021,
02/19/2021,
02/19/2021,
02/19/2021,
02/19/2021,
02/19/2021,
02/22/2021,
02/22/2021,
02/22/2021,
02/22/2021,
02/23/2021,

02/23/2021,

01:00:05 PM

05:00:49 PM

09:00:05 PM

01:00:05 AM

05:00:06 AM

09:00:05 AM

01:00:06 PM

05:00:05 PM

01:00:06 PM

03:32:00 PM

05:00:05 PM

09:00:05 PM

01:00:05 AM

01:10:00 AM

2
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