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SAP HANA con SUSE KVM e NetApp Storage

Distribuisci SAP HANA su SUSE KVM con storage NetApp
utilizzando SR-IOV e NFS

Distribuisci SAP HANA Single-Host su SUSE KVM utilizzando lo storage NetApp con
interfacce di rete SR-IOV e accesso allo storage NFS o FCP. Segui questo flusso di
lavoro per configurare le interfacce virtuali, assegnarle alle VM e impostare le
connessioni di archiviazione per prestazioni ottimali.

Per una panoramica di SAP HANA sulla virtualizzazione KVM, fare riferimento alla documentazione SUSE:
"Best practice SUSE per SAP HANA su KVM" .

o "Rivedere i requisiti di configurazione"

Esaminare i requisiti chiave per la distribuzione di SAP HANA su SUSE KVM utilizzando lo storage NetApp
con SR-IOV e protocolli di storage.

e "Configurare le interfacce di rete SR-IOV"

Impostare SR-IOV (Single Root I/0O Virtualization) sull’host KVM e assegnare interfacce virtuali alla VM per la
comunicazione di rete e 'accesso all’archiviazione.

e "Configurare la rete Fibre Channel"

Assegnare porte HBA FCP fisiche alla VM come dispositivi PCI per I'utilizzo di LUN FCP con SAP HANA.

o "Configurare 'archiviazione NetApp per SAP HANA"

Impostare connessioni di archiviazione NFS o FCP tra la VM e i sistemi di archiviazione NetApp per i file del
database SAP HANA.

Requisiti di distribuzione per SAP HANA su SUSE KVM con
storage NetApp
Esaminare i requisiti per la distribuzione di SAP HANA Single-Host su SUSE KVM

utilizzando storage NetApp con interfacce di rete SR-IOV e protocolli di storage NFS o
FCP.

Per I'implementazione sono necessari server SAP HANA certificati, sistemi di storage NetApp , schede di rete
compatibili con SR-IOV e SUSE Linux Enterprise Server per applicazioni SAP come host KVM.


https://documentation.suse.com/sbp/sap-15/pdf/SBP-SLES4SAP-HANAonKVM-SLES15SP5_en.pdf
kvm-hana-requirements.html
kvm-hana-network.html
kvm-hana-fcn.html
kvm-hana-storage.html

Requisiti infrastrutturali
Assicurarsi che siano presenti i seguenti componenti e configurazioni:
» Server SAP HANA certificati e sistemi di storage NetApp . Fare riferimento al "Elenco hardware SAP
HANA" per le opzioni disponibili:
» SUSE Linux Enterprise Server per applicazioni SAP 15 SP5/SP6 come host KVM

 Sistema di archiviazione NetApp ONTAP con Storage Virtual Machine (SVM) configurato per il traffico NFS
elo FCP

* Interfacce logiche (LIF) create sulle reti appropriate per il traffico NFS e FCP

» Schede di rete compatibili con SR-IOV (ad esempio, serie Mellanox ConnectX)
» Adattatori HBA Fibre Channel per I'accesso allo storage FCP

* Infrastruttura di rete che supporta le VLAN e i segmenti di rete richiesti

* VM configurata secondo il "Best practice SUSE per SAP HANA su KVM"

Considerazioni importanti

» SR-IOV deve essere utilizzato per la comunicazione di rete SAP HANA e per I'accesso allo storage tramite
NFS. Ogni funzione virtuale (VF) assegnata a una VM richiede almeno una larghezza di banda di 10
Gbit/s.

* Per utilizzare le LUN FCP, le porte HBA FCP fisiche devono essere assegnate alla VM come dispositivi
PCI. Una porta fisica pud essere assegnata a una sola VM.

* | sistemi SAP HANA Multiple-Host non sono supportati in questa configurazione.

Risorse aggiuntive

* Per le informazioni piu recenti, inclusa I'architettura della CPU supportata e le limitazioni, fare riferimento
alla nota SAP "3538596 - SAP HANA su virtualizzazione SUSE KVM con SLES 15 SP5 - SAP per me" .

* Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP , fare riferimento a
"Documentazione ONTAP 9" .

* Per la configurazione dello storage SAP HANA con i sistemi NetApp , fare riferimento a "Documentazione
delle soluzioni SAP NetApp" .

Cosa succedera ora?

Dopo aver esaminato i requisiti di distribuzione,"configurare le interfacce di rete SR-IOV" .

Configurare le interfacce di rete SR-IOV per SAP HANA su
SUSE KVM

Configurare le interfacce di rete SR-IOV su SUSE KVM per SAP HANA. Imposta funzioni
virtuali (VF), assegnale alle VM e configura connessioni di rete ridondanti per prestazioni
ottimali e accesso allo storage.


https://www.sap.com/dmc/exp/2014-09-02-hana-hardware/enEN
https://www.sap.com/dmc/exp/2014-09-02-hana-hardware/enEN
https://documentation.suse.com/sbp/sap-15/pdf/SBP-SLES4SAP-HANAonKVM-SLES15SP5_en.pdf
https://me.sap.com/notes/3538596
https://docs.netapp.com/us-en/ontap
https://docs.netapp.com/us-en/netapp-solutions-sap/
https://docs.netapp.com/us-en/netapp-solutions-sap/
kvm-hana-network.html

Passaggio 1: configurazione di SR-IOV

Abilitare e configurare la funzionalita SR-IOV nel firmware dell’adattatore per consentire la creazione di
funzioni virtuali.

Questa procedura si basa su "Portale di supporto aziendale NVIDIA | Come configurare SR-IOV per
ConnectX-4/ConnectX-5/ConnectX-6 con KVM (Ethernet)" . La guida SUSE SAP HANA KVM descrive questa
operazione in base a una scheda di rete INTEL.

Si consiglia di utilizzare connessioni Ethernet ridondanti combinando due porte fisiche come trunk/bond. Anche
le porte virtuali (VF) assegnate alla VM devono essere raggruppate all'interno della VM.

SAP HANA

WFs eth1and ethz
combinedas bond 0

SLES.15

VFO-3 indwi 3 " T VF0-3

Physical Interfaces eth4 and
eths combined as bond 0

Prima di iniziare

Assicurarsi che siano soddisfatti i seguenti prerequisiti:
* KVM ¢ installato
* SR-IOV ¢ abilitato nel BIOS del server

« Il passthrough PCI & abilitato aggiungendo “intel_iommu=o0n” e “iommu=pt” come opzione nel bootloader

* | driver MLNX_OFED piu recenti sono installati sugli host KVM e sulle VM.

@ Ogni VF assegnato a una VM richiede almeno una larghezza di banda di 10 Gbit/s. Non creare
e assegnare piu di due VF per una porta fisica da 25 GbE.


https://enterprise-support.nvidia.com/s/article/HowTo-Configure-SR-IOV-for-ConnectX-4-ConnectX-5-ConnectX-6-with-KVM-Ethernet
https://enterprise-support.nvidia.com/s/article/HowTo-Configure-SR-IOV-for-ConnectX-4-ConnectX-5-ConnectX-6-with-KVM-Ethernet

Passi
1. Eseguire MFT (Mellanox Firmware Tools):

# mst start

Starting MST (Mellanox Software Tools) driver set
Loading MST PCI module - Success

Loading MST PCI configuration module - Success
Create devices

Unloading MST PCI module (unused) - Success

2. Individuare il dispositivo:

# mst status
MST modules:

MST PCI module is not loaded
MST PCI configuration module loaded

MST devices:

/dev/mst/mt4125 pciconf0 - PCI configuration cycles access.
domain:bus:dev.fn=0000:ab:00.0 addr.reg=88 data.reg=92
cr bar.gw offset=-1

Chip revision is: 00

3. Controllare lo stato del dispositivo:

mlxconfig -d /dev/mst/mt4125 pciconf0 g |grep -e SRIOV EN -e NUM OF VFS
NUM_OF VFS 8
SRIOV_EN True (1)

4. Se necessario, abilitare SR-IOV:

mlxconfig -d /dev/mst/mt4125 pciconf0 set SRIOV_EN=1

5. Imposta il numero massimo di VF:

mlxconfig -d /dev/mst/mt4125 pciconf(0 set NUM OF VFS=4



6. Riavviare il server se & necessario abilitare la funzionalita o se & stata modificata la quantita massima di
VF.
Passaggio 2: creare le interfacce virtuali

Creare funzioni virtuali (VF) sulle porte di rete fisiche per abilitare la funzionalita SR-IOV. In questa fase
vengono creati quattro VF per porta fisica.

Passi
1. Trova il dispositivo:



# ibstat

CA 'mlx5 0

CA type: MT4125

Number of ports: 1

Firmware version: 22.36.1010
Hardware version: 0

Node GUID: 0xa088c20300a6fo6fc
System image GUID: 0xa088c20300acf6fc
Port 1:

State: Active

Physical state: LinkUp

Rate: 100

Base 1lid: O

IMC: O

SM 1id: O

Capability mask: 0x00010000
Port GUID: Oxaz288c2fffeatf6fd
Link layer: Ethernet

CA 'mlx5 1'

CA type: MT4125

Number of ports: 1

Firmware version: 22.36.1010
Hardware version: 0

Node GUID: 0xa088c20300a6f6fd
System image GUID: 0xa088c20300a6f6fc
Port 1:

State: Active

Physical state: LinkUp

Rate: 100

Base 1lid: O

LMC: O

SM 1id: O

Capability mask: 0x00010000
Port GUID: Oxa288c2fffeatfofd
Link layer: Ethernet

Se & stato creato un legame, I'output sara simile al seguente:



# ibstat

CA 'mlx5 bond 0'

CA type: MT4125

Number of ports: 1

Firmware version: 22.36.1010

Hardware version: 0

Node GUID: 0xa088c20300a6f6fc

System image GUID: 0xa088c20300a6f6fc
Port 1:

State: Active

Physical state: LinkUp

Rate: 100

Base 1lid: O

LMC: O

SM 1id: O

Capability mask: 0x00010000

Port GUID: 0Oxaz288c2fffeabf6fc

Link layer: Ethernet
#:/etc/sysconfig/network # cat /sys/class/infiniband/mlx5 bond 0/device/
aerdevcorrectable iommugroup/ resetmethod
aerdevfatal irg resource

aerdevnonfatal link/ resource0

arienabled localcpulist resourceOwc
brokenparitystatus localcpus revision
class maxlinkspeed rom

config maxlinkwidth sriovdriversautoprobe
consistentdmamaskbits mlx5 core.eth.0/ sriovnumvfs
urrentlinkspeed mlx5 core.rdma.0/ sriovoffset
currentlinkwidth modalias sriovstride
d3coldallowed msibus sriovtotalvfs

device msiirgs/ sriovvfdevice

dmamaskbits net/ sriovvftotalmsix

driver/ numanode subsystem/
driveroverride pools subsystemdevice
enable power/ subsystemvendor
firmwarenode/ powerstate uevent
infiniband/ ptp/ vendor

infinibandmad/ remove vpd
infinibandverbs/ rescan

iommu/ reset



# ibdev2netdev
mlx5 0 port 1 ==> eth4 (Up)
mlx5 1 port 1 ==> eth5 (Up)

2. Ottieni il totale dei VF consentiti e configurati nel firmware:

# cat /sys/class/net/eth4/device/sriov _totalvfs
4
# cat /sys/class/net/eth5/device/sriov_totalvfs
4

3. Ottieni il numero attuale di VF su questo dispositivo:

# cat /sys/class/infiniband/mlx5 0/device/sriov_numvfs
0
# cat /sys/class/infiniband/mlx5 1/device/sriov_numvfs
0

4. Impostare il numero desiderato di VF:

# echo 4 > /sys/class/infiniband/mlx5 0/device/sriov_numvfs
# echo 4 > /sys/class/infiniband/mlx5 1/device/sriov_numvfs

Se hai gia configurato un legame utilizzando queste due porte, il primo comando deve essere eseguito
sul legame:

# echo 4 > /sys/class/infiniband/mlx5 bond 0/device/sriov_numvfs

5. Controllare il bus PCI:



# lspci

0000:ab:

-D | grep Mellanox

00.0 Ethernet controller:

[ConnectX-6 Dx]

0000:ab:

00.1 Ethernet controller:

[ConnectX-6 Dx]

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

00.2 Ethernet controller:

Virtual Function

00.3 Ethernet controller:

Virtual Function

00.4 Ethernet controller:

Virtual Function

00.5 Ethernet controller:

Virtual Function

01.2 Ethernet controller:

Virtual Function

01.3 Ethernet controller:

Virtual Function

01.4 Ethernet controller:

Virtual Function

01.5 Ethernet controller:

Virtual Function

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Technologies

Technologies

Technologies

Technologies

Technologies

Technologies

Technologies

Technologies

Technologies

Technologies

MT2892 Family

MT2892 Family

ConnectX

ConnectX

ConnectX

ConnectX

ConnectX

ConnectX

ConnectX

ConnectX

Family

Family

Family

Family

Family

Family

Family

Family



# ibdev2netdev -v

0000:2b:00.0 mlx5 0 (MT4125 - 51TF3A5000XV3) Mellanox ConnectX-6 Dx
100GbE QSFP56 2-port PCIe 4 Ethernet Adapter fw 22.36.1010 port 1
(ACTIVE) ==> eth4 (Up)

0000:2b:00.1 mlx5 1 (MT4125 - 51TF3A5000XV3) Mellanox ConnectX-6 Dx
100GbE QSFP56 2-port PCIe 4 Ethernet Adapter fw 22.36.1010 port 1

(ACTIVE) ==> eth6 (Up)

0000:ab:00.2 mlx523 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> etho6
(Down)

0000:2b:00.3 mlx5 3 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> eth”
(Down)

0000:2b:00.4 mlx5 4 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> eth8
(Down)

0000:2b:00.5 mlx5 5 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> eth9
(Down)

0000:2b:01.2 mlx5 6 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> ethlO
(Down)

0000:ab:01.3 mlx5 7 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> ethll
(Down)

0000:ab:01.4 mlx5 8 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> ethl2
(Down)

0000:ab:01.5 mlx5 9 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> ethl3
(Down)

6. Controllare la configurazione VF tramite lo strumento IP:
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# ip

link show

6: eth4: <BROADCAST,MULTICAST, SLAVE,UP, LOWER UP> mtu 9000 gdisc mg
master bond0 state UP mode DEFAULT group default glen 1000

link/ether a0:88:c2:a6:f6:fd brd ff:ff:ff:ff:ff:ff permaddr
a0:88:c2:a6:f6:fc

vE O
off,
vE 1
off,
vE 2
off,
v 3
off,

link/ether
link-state
link/ether
link-state
link/ether
link-state
link/ether
link-state

00:00:

auto,

00:00:

auto,

00:00:

auto,
00:00
auto,

altname enpl71s0f0np0

altname ens3f0np0

00:00:

trust

00:00:

trust

00:00:

trust

:00:00:

trust

00:00 brd ff:ff:ff:

off, query rss off

00:00 brd ff:ff:ff:

off, query rss off

00:00 brd ff:ff:ff:

off, query rss off

00:00 brd ff:ff:ff:

off, query rss off

ff:ff:ff,

ff:ff: ff,

ff:ff: £,

ff:ff:ff,

spoof

spoof

spoof

spoof

checking

checking

checking

checking

7: eth5: <BROADCAST,MULTICAST, SLAVE,UP, LOWER UP> mtu 9000 gdisc mg
master bond0 state UP mode DEFAULT group default glen 1000

link/ether a0:88:c2:a6:f6:fd brd ff:ff:ff:ff:ff:ff

vEf O
off,
v 1
off,
vE 2
off,
v 3
off,

link/ether
link-state
link/ether
link-state
link/ether
link-state
link/ether
link-state

00:00:

auto,

00:00:

auto,

00:00:

auto,

00:00:

auto,

altname enpl71s0flnpl

altname ens3flnpl

00:00:

trust

00:00:

trust

00:00:

trust

00:00:

trust

00:00 brd ff:ff:ff
off, query rss off
00:00 brd ff:ff:ff
off, query rss off
00:00 brd ff:ff:ff
off, query rss off
00:00 brd ff:ff:ff
off, query rss off

Passaggio 3: abilitare i VF durante I’avvio

(ff:ff:ff,

(ff:ff:ff,

ff.ff:.££,

(ff:ff:ff,

spoof

spoof

spoof

spoof

checking

checking

checking

checking

Configurare le impostazioni VF in modo che rimangano invariate anche dopo il riavvio del sistema creando
servizi systemd e script di avvio.

1. Crea un file di unita systemd /etc/systemd/system/after.local con il seguente contenuto:
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[Unit]
Description=/etc/init.d/after.local Compatibility

After=libvirtd.service Requires=libvirtd.service

[Service]

Type=oneshot
ExecStart=/etc/init.d/after.local
RemainAfterExit=true

[Install]
WantedBy=multi-user.target

2. Creare lo script /etc/init.d/after.local:

#! /bin/sh
#
#
#

echo 4 > /sys/class/infiniband/mlx5 bond 0/device/sriov_numvfs
echo 4 > /sys/class/infiniband/mlx5 1/device/sriov_numvfs

3. Assicurarsi che il file possa essere eseguito:

# cd /etc/init.d/
# chmod 750 after.local

Passaggio 4: assegnare le interfacce virtuali alla VM

Assegnare le funzioni virtuali create alla VM SAP HANA come dispositivi host PCI utilizzando virt-manager

1. Awvviare virt-manager.

12



Activities (I Terminal Oct 20 01:16

root@sapcc-hana-tst-10:~

sapcc-hana-tst-10:~ # virt-manager I

2. Aprire la VM desiderata.
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File Edit View Help

B & Open

MName

* QEMUMKVM

- sle15sp5

Shutoff

B le15sp5-2
—— Shutoff

Virtual Machine Manager

3. Selezionare Aggiungi hardware. +
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sle15sp5 on GEMU/KVM x

File VirtualMachine View SendKey

N IR -
L= Overview Details XML

g OSinformation

Performance AR

G CPUS Name: sle15sp5

B2 Memory uuID: 7fc7e6d7-1b6e-4244-8135-053045d576ea
4% Boot Options Status: B Shutoff

| VirtODisk1 Title:

©) SATACDROM1 =

& NIC:e2:97:64 DR

|.# Tablet

) Mouse

== Keyboard Hypervisor Details

B8 Display Spice Hypervisor:  KVM

!F Sound ich9 Architecture: x86_64

e Seriall Emulator:  Jusr/bin/qemu-system-x86_64
@ Channel (gemu-ga) Chipset: Q35

a Channel (spice) Firmware: BIOS

B Paoooo:abo0.2

B raiooo0:ap:0n2

B vigeo Virtio

BB controller UsB O

B Controlier PCle 0

BB controller virtio cs10
B Controller SATAD

BB Controller VirtiO Serial 0
@ usBRedirector1

@ USB Redirector 2

\'_3),:‘,5 RNG /devjurandom

Add Hardware Cancel

4. Selezionare la scheda di rete virtuale desiderata dalla prima porta fisica nell’elenco dei dispositivi host PCI
e premere Fine.

In questo esempio 0000.AB:00:2 - 0000.AB:00:4 appartengono alla prima porta fisica € 0000.AB:01:2 -
0000.AB:01:4 appartengono alla seconda porta fisica.
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5. Selezionare la porta NIC virtuale successiva dall’elenco dei dispositivi host PCI, utilizzare una porta virtuale
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Hypervisor Det
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0
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sle15sp5 on GEMU/KVM

L Storage
B Controller
& Network
 Input
Graphics
Sound

Serial

Parallel
Console
Channel

USB Host Device
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&

>

@&

Y

@

B MDEV Host Device
B video

B Watchdog

™ Filesystem

& Smartcard

@ USBRedirection
O TPM

&% RNG

&% Panic Notifier
& Virtlo VS0CK

Add New Virtual Hardware x

Details

XML

Host Device:

0000:98:00:1 Intel Corporation Ice Lake Mesh 2 PCle

0000:98:00:2 Intel Corporation Ice Lake RAS

0000:98:00:4 Intel Corporation

0000:99:00:0 Micron Technology Inc 7450 PRO NVMe 55D

0000:9A:00:0 Micron Technology Inc 7450 PRO NVMe SSD

0000:AA:00:0 Intel Corporation Ice Lake Memory Map/VT-d

0000:AA:00:1 Intel Corporation Ice Lake Mesh 2 PCle

0000:4A:00:2 Intel Corporation Ice Lake RAS

0000:AA:00:4 Intel Corporation

0000:AB:00:0 Mellanox Technologies MT2892 Family [ConnectX-6 Dx] (inte(
0000:A8:00:1 Mellanox Technologies MT2892 Family [ConnectX-6 Dx] (Inter
0000 LG ies ConnectX

0000:AB:00:3 Mellanox Technologies ConnectX Family mix5Gen Virtual Fun
0000:AB:00:4 Mellanox Technologies ConnectX Family mlx5Gen Virtual Funi
0000:AB:00:5 Mellanox Technolegies ConnectX Family mixSGen Virtual Fun
0000:AB:01:2 Mellanox Technologies ConnectX Family mbx5Gen Virtual Func
0000:AB:01:3 Mellanox Technologies ConnectX Family mlx5Gen Virtual Func
0000:AR:01:4 Mellanox Technologies ConnectX Familv mix5Gen Virtual Fune
Finish

Family 1 Virtual Fung

Cancel

dalla seconda porta fisica e selezionare Fine.




File VirtualMachine View

LB e
[

Qverview

g 0OSinformation
= Performance

£ crus

B= Memory

%} Boot Options

| VirtlODisk1

&) SATACDROM1
=E NIC:e2:97:64

[#| Tablet

"3 Mouse

== [Keyboard

Q Display Spice

B Soundicho

& Serial1

é Channel (gemu-ga)
E}g Channel (spice)
B PC10000:20:00.2
B PCi0000:ab:01.2
B videoVirtio

BB Contoller USB 0
H Controller PCle 0
B convroller viruo scsio
B Controller SATAQ
H Controller VirtlO Serial 0
@ usBRedirector1
@ USB Redirector 2
&5 RNG /devjurandom

Add Hardware

6. Successivamente le interfacce virtuali vengono assegnate alla VM e la VM pu0 essere avviata. +

Send Key

Status:

Title: ‘

Description:

Hypervisor Det

tured

sle15sp5 on QEMU/KVM

_ Storage
B Controller
& Network

& Input

™ Graphics

® Sound

& Serial

w Parallel

5 Console

@ Channel

@ USBHostDevice
B MDEV Host Device
= Video

M Watchdog

™ Filesystem

= Smartcard

@ USBRedirection
& TPM

& RNG

&% Panic Notifier
& Virtl0 VSOCK

Add New Virtual Hardware x

Details XML

Host Device:

0000:98:00:1Intel Corporation ice Lake Mesh 2 PCle

0000:98:00:2 Intel Corporation Ice Lake RAS

0000:98:00:4 Intel Corporation

0000:99:00:0 Micron Technology Inc 7450 PRO NVMe 55D

0000:9A:00:0 Micron Technology Inc 7450 PRO NVMe SSD

0000:AA:00:0 Intel Corporation Ice Lake Memory Map/VT-d

0000:AA:00:1 Intel Corporation Ice Lake Mesh 2 PCle

0000:AA:00:2 Intel Corporation Ice Lake RAS

0000:4A:00:4 Intel Corporation

0000:AB:00:0 Mellanox Technologies MT2892 Family [ConnectX-6 Dx] (inte|
0000:AB:00:1 Mellanox Technologies MT2892 Family [ConnectX-6 Dx] (Inter
0000:A8:00:2 Mellanox Technologies ConnectX Family mbx5Gen Virtual Fune
0000:AB:00:3 Mellanox Technologies ConnectX Family mix5Gen Virtual Func
0000:AB:00:4 Mellanox Technologies ConnectX Family mlx5Gen Virtual Funi
0000:AB:00:5 Mellanox Technologies ConnectX Family mix5Gen Virtual Fun
000( llanox Tech ie nnectX Family mlx5Gen Virtual Func
0000:AB:01:3 Mellanox Technologies ConnectX Family mbx5Gen Virtual Func
0000:AR:01:4 Mellanax Technoloaies ConnectX Familv mix5Gen Virtual Func

Cancel Finish
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sle15sp5 on GEMU/KVM

File VirtualMachine View SendKey

-y LI - |
’;: Overview Details XML

g OSinformation

Performance Rak Dt

D CPUs Name: sle15sp5

B2 Memory UuID: Tfc7e6d7-1b6e-4244-8135-053045d576ea
4% Boot Options Status: B Shutoff

| VirtODisk1 Titte:

©) SATACDROM1 =

& NIC:e2:97:64 sk

|#] Tablet

) Mouse

== Keyboard Hypervisor Details

B8 Display Spice Hypervisor:  KVM

‘F Sound ich® Architecture: x86_64

o Seriall Emulator:  Jusr/bin/qemu-system-x86_64
__;; Channel (gemu-ga) Chipset: Q35

s Channel (spice) Firmware:  BIOS

PCI 0000:3b:00.2

B Paiooo0:ap:0n2

= Video Virtio

BB controller UsB O

B Controlier PCle 0

BB controller virtio cs10
B Controller SATAD

BB Controller VirtiO Serial 0
@ usBRedirector1

@ USB Redirector 2

3-3 RNG /devjurandom

Add Hardware Cancel

Passaggio 5: configurare le interfacce di rete all’interno della VM
Accedere alla VM e configurare i due VF come bond. Scegliere la modalita 0 o la modalita 2. Non utilizzare

LACP poiché LACP puo essere utilizzato solo su porte fisiche. La figura seguente mostra una configurazione
in modalita 2 utilizzando YAST.

18



-

th2 configured
thl conf =d

Options

Bond Driver cions

) O L ] O 1N R ) T 1 O RS e

[Help] [Cancel] [Next]

Cosa succedera ora?

Dopo aver configurato le interfacce di rete SR-I0V,"configurare la rete Fibre Channel" se FCP deve essere
utilizzato come protocollo di archiviazione.

Configurare la rete Fibre Channel per SAP HANA su SUSE
KVM

Configurare la rete Fibre Channel per SAP HANA su SUSE KVM assegnando porte HBA
fisiche alle VM come dispositivi PCI. Impostare connessioni FCP ridondanti utilizzando
due porte fisiche collegate a switch fabric diversi.

@ | seguenti passaggi sono necessari solo se si utilizza FCP come protocollo di archiviazione. SE
si utilizza NFS, questi passaggi non sono necessari.

Informazioni su questo compito
Poiché non esiste alcuna funzionalita equivalente a SR-IOV per FCP, assegnare le porte HBA fisiche
direttamente alla VM. Utilizzare due porte fisiche collegate a fabric diversi per la ridondanza.

@ Una porta fisica pud essere assegnata a una sola VM.

Passi

1. Avvia virt-manager:
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Activities (I Terminal

Oct 20 01:16

root@sapcc-hana-tst-10:~

sapcc-hana-tst-10:~ # virt-manager I

2. Aprire la VM

20



E

Mame

desiderata.

File Edit View Help

Li: I'I[:u'f”

w QEMUKVM

sle15sp5
Shutoff

sle15sp5-2
Shutoff

3. Selezionare Aggiungi hardware.

Virtual Machine Manager

-

cPU usage
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4. Selezionare la porta HBA desiderata dall’elenco dei dispositivi host PCI e premere Fine.
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sle15sp5 on GEMU/KVM
File VirtualMachine View SendKey

LIS tor &

L= Overv

= Details XML

= o5 information

= Basic Details

E= Performance

0 CPUS Name: sle15sp5

B2 Memory uuID: Tfc7e6d7-1b6e-4244-8135-053045d576ea
&5 Boot Options Status: M Shutoff

__| VirtlO Disk1 Titte:

©) SATACDROM1 =2

B NIC:e2:97:64 R

|.# Tablet

) Mouse

== Keyboard Hypervisor Details

B8 Display Spice Hypervisor:  KVM

!F Sound ich9 Architecture: xB6_64

;?'3 Serial1 Emulator:  Jusr/bin/qemu-system-x86_64
Gy Channel (gemu-ga) Chipset: Q35

(2 Channel (spice) Firmware: BIOS

B Paoooo:abo0.2

B raiooo0:ap:0n2

B video Virtio

BB controller UsB O

B Controlier PCle 0

BB controller virtio cs10
B Controller SATAD

BB Controller VirtiO Serial 0
@ USB Redirector 1

@ USB Redirector 2

\'_3),:‘,; RNG /devjurandom

Add Hardware

In questo esempio 0000.A2:00:0.



File VirtualMachine View

Overview

g OS information
B Performance
{3 crus

== Memory

& Boot Options
| VirtlODisk1
(&) SATACDROM1
F NIC:e2:97:64
M Tablet

) Mouse

== Keyboard

B8 pisplay Spice
Hif soundicho
@ Seriall

= Channel (gemu-ga)

;ﬁ Channel (spice)

B Pcio000:ab:00.2

BB Pci0000:ab:01.2

B video Virtio

BB Controlter usa 0

BB Controller PCle0

BB Controller virtio SC510
B Controlter saTA 0

m Controller VirtiO Serial 0
@ USB Redirector 1

@ USB Redirector 2
83

RNG jdevfurandom

Add Hardware

r

Send Key

Details

Basic Detalls
Name:
UUID
Status:
Title:

Descriptiong

Hypervisor De
Hypervisors
Architecture
Emulator
Chipset

Firmware

sle15sp5 on QEMU/KVM

mastoepyDaaa@er vy Videmn@r

Storage
Controller
Network
Input
Graphics
Sound
Serial
Parallel
Console
Channel
USB Host Device

MDEV Host Device
Video

Watchdog
Filesystem

Smartcard

USB Redirection
TPM

RNG

Panic Notifier
Virtlo VSOCK

Add New Virtual Hardware x

Details XML

Host Device:
VUV 1D, UV 2 ITRETLUNPUN dUUTT ICE LARE RAD

0000:16:00:4 Intel Corporation

0000:17:00:0 Intel Corporation 1350 Gigabit Network Connection (Interface €
0000:17:00:1 Intel Corporation 1350 Gigabit Network Connection (Interface e
0000:17:00:2 Intel Corporation 1350 Gigabit Network Connection (Interface e
0000:17:00:3 Intel Corporation 1350 Gigabit Network Connection (interface e
0000:29:00:0 Intel Corporation Ice Lake Memory Map/VT-d
0000:29:00:1Intel Corporation Ice Lake Mesh 2 PCle

0000:29:00:2 Intel Corporation Ice Lake RAS

0000:29:00:4 Intel Corporation

0000:2A:00:0 Emulex Corporation LPe35000/LPe36000 Series 32Gb/64Gb

0000:2A:00:1 Emulex Corporation LPe35000/LPe36000 Series 32Gb/64Gb |
0000:3C:00:0 Intel Corporation Ice Lake Memory Map/VT-d

0000:3C:00:1 Intel Corporation Ice Lake Mesh 2 PCle

0000:3C:00:2 Intel Corporation Ice Lake RAS

0000:3C:00:4 Intel Corporation

0000:4F:00:0 Intel Corporation Ice Lake Memary Map/VT-d
0000:4F:00:1Intel Corporaticn Ice Lake Mesh 2 PCle

Cancel Finish

5. Selezionare la porta HBA desiderata dall’elenco dei dispositivi host PCl appartenenti al secondo fabric e

premere Fine. In questo esempio 0000.A2:00:1.
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sle15sp5 on GEMU/KVM

File VirtualMachine View SendKey
.| e o B
[ Add New Virtual Hardware x
g OSinformation Baiic Detailsj i
B Performance & Storage -
c} CPUSs Name B Controller
== Memory s Nebwork Bendis At
33 Boot Options Status  tnput ) Host Device:
_ wroe =i I
&) SATACDROM1 = e . I
Q — @ Serial 0000:17:00:0 Intel Corporation 1350 Gigabit Network Connection (Interface e
w Parallel 0000:17:00:1 Intel Corporation 1350 Gigabit Network Connection (Interface e
% Tablet & Console 0000:17:00:2 Intel Corporation 1350 Gigabit Network Connection (Interface e
@ Mouse & Channel 0000:17:00:3 Intel Corporation 1350 Gigabit Network Connection (Interface e
=i Keyboard HypervisorDd @ USB Host Device 0000:29:00:0 Intel Corporation lce Lake Memory Map/VT-d
B8 Display Spice dsor:| R 0000:29:00:1 Intel Corporation Ice Lake Mesh 2 PCle
!f Soundichd B MDEV HostDevice = 0000:29:00:2 Intel Corporation Ice Lake RAS
@ Seriall = video 0000:29:00:4 Intel Corporation
& Channel (gemu-ga) B Watchdog 0000:2A:00:0 Emulex Corporation LPe35000/LPe36000 Series 32Gb/64Gb
& Channel (spice) [ Filesystem A:00:1 Emulex Corporation LPe LPe ) Series 32Gb/64Gb
H PCl 0000:ab:00.2 2 Smartcard 0000:3C:00:0 Intel Corporation Ice Lake Memory Map/VT-d
m PC10000:ab:01.2 @& USBRedirection 0000:3C:00:1Intel Corporation Ice Lake Mesh 2 PCle
H PCl 0000:22:00.0 o TPM 0000:3C:00:2 Intel Corporation Ice Lake RAS
Q Video Virtio & RNG 0000:3C:00:4 Intel Corporation
H Controller USB 0 &8 Panic Notifier 0000:4F:00:0 Intel Corporation Ice Lake Memory Map/VT-d
H Controller PCle 0 & Virtlo VSOCK 0000:4F:00:1Intel Corporation Ice Lake Mesh 2 PCle

B Controller Virtio SCS10
B Controller sATAO

B Controller VirtiO Serial 0
@ USB Redirector 1

@ usBRedirector2

&} RNG /devjurandom

Cancel Finish

Add Hardware

6. Successivamente le porte HBA fisiche vengono assegnate alla VM e la VM puo essere avviata.
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4
sle15sp5 on QEMU/KVM x

File VirtualMachine View SendKey

- | 8] - -]

L overview Details XML
_.-g OSinformation

B Performance BasicDuen
C} CPUs Name: sle15sp5
Memory uuID: 7fc7e6d7-1b6e-4244-8135-053045d576ea
3% Boot Options Status: B Shutoff
L VirlODisk1 Title:
2} SATACDROM 1 )
& NIC:2:97:64 Desgiphon
iL)l Tablet
™ Mouse
== Keyboard Hypervisor Details
B8 Display Spice Hypervisor: KVM
Biif soundicho Architecture: x86_64
Gy Seriall Emulator:  /usr/bin/gemu-system-x86_64
= Channel (qemu-ga) Chipset: Q35
= Channel {spice) Firmware: BIOS

B pci0000:ab:00.2
PCI 0000:ab:01.2
PCI 0000:22:00.0
PC10000:2a:00.1
B video Virtio

M Controller USB 0
BB Controller PCle 0
BB Controller Virtio scsi o
M Controller SATAO

B Controller VirtiO Serial 0
@ usBRedirectort

@ USB Redirector 2

5% RNG fdev/urandom

Add Hardware Cance Apr

Le porte fisiche vengono passate alla VM, quindi non é richiesta alcuna preparazione aggiuntiva all'interno
della VM.
Cosa succedera ora?

Dopo aver configurato la rete Fibre Channel,"configurare I'archiviazione NetApp per SAP HANA" .

Configurare I'archiviazione NetApp per SAP HANA su SUSE
KVM

Configurare I'archiviazione NetApp per SAP HANA su SUSE KVM utilizzando i protocolli
NFS o FCP. Impostare le connessioni di storage tra la VM e i sistemi NetApp ONTAP per
prestazioni ottimali del database.

Dopo aver configurato la VM con interfacce di rete SR-IOV o porte HBA FCP, configurare I'accesso allo

storage dall'interno della VM. Utilizzare la guida alla configurazione NetApp SAP HANA appropriata in base al
protocollo di archiviazione scelto.

Configurare I'archiviazione NFS per SAP HANA

Utilizzare le interfacce di rete SR-IOV create in precedenza se si desidera utilizzare il protocollo NFS per
I'archiviazione SAP HANA.
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Seguire i passaggi di configurazione completi nel "SAP HANA su sistemi NetApp AFF con NFS - Guida alla
configurazione" .

Considerazioni chiave sulla configurazione per gli ambienti KVM:

« Utilizzare le funzioni virtuali SR-IOV (VF) configurate in precedenza per il traffico di rete
» Configurare il bonding di rete all'interno della VM per la ridondanza
* Assicurare la corretta commutazione di rete tra la VM e le SVM di storage NetApp

 Configurare i controller di archiviazione e le VM in base alla Guida alla configurazione di SAP HANA.

Configurare I'archiviazione FCP per SAP HANA

Utilizzare le porte HBA fisiche assegnate alla VM come dispositivi PCI se si intende utilizzare il protocollo FCP
per I'archiviazione SAP HANA.

Scegli la guida di configurazione appropriata in base al tuo sistema di storage NetApp :

* Peri sistemi NetApp AFF : "SAP HANA su sistemi NetApp AFF con protocollo Fibre Channel”
* Per i sistemi NetApp ASA : "SAP HANA su sistemi NetApp ASA con protocollo Fibre Channel"

Considerazioni chiave sulla configurazione per gli ambienti KVM:

« Utilizzare le porte HBA fisiche assegnate alla VM tramite passthrough PCI
» Configurare il multipathing all'interno della VM per la ridondanza tra gli switch fabric

« Configurare i controller di archiviazione e la VM in base alla Guida alla configurazione di SAP HANA
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