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Fornire storage ONTAP per Proxmox VE

Scopri di piu sull’architettura di archiviazione ONTAP per
Proxmox Virtual Environment

NetApp ONTAP si integra con Proxmox Virtual Environment (VE) per fornire funzionalita
di archiviazione di livello aziendale tramite protocolli NAS e SAN. ONTAP offre
funzionalita avanzate di gestione dei dati, tra cui snapshot, clonazione, replica e
protezione da ransomware per carichi di lavoro virtualizzati in esecuzione su cluster
Proxmox VE.

Architettura della soluzione
L’architettura della soluzione comprende i seguenti componenti chiave:
» Cluster Proxmox VE: un cluster di nodi Proxmox VE che forniscono funzionalita di virtualizzazione e

gestiscono macchine virtuali (VM) e container.

« * Storage NetApp ONTAP :* un sistema di storage scalabile e ad alte prestazioni che fornisce storage
condiviso per il cluster Proxmox VE.

* Infrastruttura di rete: una configurazione di rete robusta che garantisce connettivita a bassa latenza e ad
alta capacita tra i nodi Proxmox VE e lo storage ONTAP .

* * NetApp Console:* un’interfaccia di gestione centralizzata per la gestione di piu sistemi di storage e servizi
dati NetApp .

* Proxmox Backup Server: una soluzione di backup dedicata per Proxmox VE che si integra con
I'archiviazione ONTAP per una protezione efficiente dei dati.

Il diagramma seguente mostra I'architettura di alto livello dell’allestimento del laboratorio:
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Funzionalita ONTAP per Proxmox VE

ONTAP fornisce un set completo di funzionalita di archiviazione aziendale che migliorano le distribuzioni
Proxmox VE. Queste funzionalita riguardano la gestione dei dati, la protezione, I'efficienza e il supporto dei
protocolli nelle architetture di archiviazione NAS e SAN.

Funzionalita principali di gestione dei dati

* Architettura cluster scalabile

 Autenticazione sicura e supporto RBAC

* Supporto multi-amministratore Zero Trust

* Multitenancy sicura

* Replica dei dati con SnapMirror

» Copie point-in-time con snapshot

* Cloni efficienti in termini di spazio

» Funzionalita di efficienza di archiviazione tra cui deduplicazione e compressione
» Supporto Trident CSI per Kubernetes

» Snaplock per la conformita

* Blocco delle copie istantanee a prova di manomissione

* Protezione dal ransomware con rilevamento autonomo delle minacce

« Crittografia dei dati a riposo e dei dati in transito

 FabricPool suddividera i dati inattivi in livelli per I'archiviazione di oggetti
* Integrazione NetApp Console e Data Infrastructure Insights

 Trasferimento dati scaricato da Microsoft (ODX)

Caratteristiche del protocollo NAS

* | volumi FlexGroup forniscono contenitori NAS scalabili con elevate prestazioni, distribuzione del carico e

scalabilita
* FlexCache distribuisce i dati a livello globale fornendo al contempo accesso locale in lettura e scrittura

+ Il supporto multiprotocollo consente di accedere agli stessi dati tramite SMB e NFS

* NFS nConnect consente piu sessioni TCP per connessione per aumentare la velocita di trasmissione della

rete e utilizzare schede di rete ad alta velocita

« Il trunking della sessione NFS garantisce maggiori velocita di trasferimento dati, elevata disponibilita e
tolleranza agli errori

» SMB multicanale fornisce maggiori velocita di trasferimento dati, elevata disponibilita e tolleranza agli errori

* Integrazione con Active Directory e LDAP per i permessi dei file
» Connessioni sicure con NFS su TLS

» Supporto per l'autenticazione NFS Kerberos

* NFS su RDMA per 'accesso a bassa latenza

* Mappatura dei nomi tra identita Windows e Unix

* Protezione autonoma contro i ransomware con rilevamento delle minacce integrato



+ Analisi del file system per informazioni su capacita e utilizzo

» Supporto Metrocluster per alta disponibilita.

Caratteristiche del protocollo SAN

» Estendi i cluster attraverso i domini di errore con SnapMirror ActiveSync (seleziona sempre "Strumento di
matrice di interoperabilita" per le configurazioni supportate)

» Supporto Metrocluster per alta disponibilita.

I modelli ASA forniscono multipathing attivo-attivo e failover del percorso rapido
Supporto del protocollo per FC, iSCSI e NVMe-oF

Autenticazione reciproca iSCSI CHAP

* Mappatura LUN selettiva e set di porte per una maggiore sicurezza

Tipi di archiviazione supportati per Proxmox Virtual
Environment

Proxmox Virtual Environment (VE) supporta piu protocolli di archiviazione con NetApp
ONTARP, tra cui NFS e SMB per NAS e FC, iSCSI e NVMe-oF per SAN. Ogni protocollo
supporta diversi tipi di contenuto Proxmox VE, tra cui dischi VM, backup, volumi di
container, immagini ISO e modelli.

Supporto del protocolio NAS

| protocolli NAS (NFS e SMB) supportano tutti i tipi di contenuto Proxmox VE e in genere vengono configurati
una sola volta a livello di data center. Le VM guest possono utilizzare formati di disco raw, qgcow2 o VMDK su
storage NAS. Gli snapshot ONTAP possono essere resi visibili ai client per accedere a copie di dati in un dato
momento.

Supporto del protocollo SAN
| protocolli SAN (FC, iSCSI e NVMe-oF) sono in genere configurati per host e supportano i tipi di contenuto di

immagini di contenitori e dischi VM in Proxmox VE. Le VM guest possono utilizzare formati di disco raw, VMDK
0 qcow? su storage a blocchi.

Matrice di compatibilita del tipo di archiviazione

Tipo di NFS PMI/CIFS FC iSCSI NVMe-oF
contenuto

Backup Si Si No' No' No'
Dischi VM Si Si Si? Si? Si?
Volumi TC Si Si Si2 Si2 Si2
Immagini ISO Si Si No' No' No'


https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome

Tipo di NFS PMI/CIFS FC iSCSI NVMe-oF
contenuto

Modelli CT Si Si No' No' No'
Frammenti Si Si No' No' No'
Note:

1. Richiede il file system del cluster per creare la cartella condivisa e utilizzare il tipo di archiviazione
Directory.

2. Utilizzare il tipo di archiviazione LVM.

Linee guida per la distribuzione di Proxmox Virtual
Environment con storage NetApp ONTAP

Proxmox Virtual Environment (VE) si integra con lo storage NetApp ONTAP per fornire
storage condiviso per macchine virtuali e container, consentendo migrazioni live piu
rapide, modelli coerenti e backup centralizzati. Scopri le linee guida e le best practice per
la configurazione di rete e storage per I'implementazione e I'ottimizzazione di un cluster
Proxmox VE con sistemi di storage ONTAP .

Per informazioni sui tipi di archiviazione supportati e sulla compatibilita dei contenuti, vedere "Scopri i tipi di
archiviazione supportati per Proxmox VE".

Linee guida per la configurazione di rete
Seguire queste linee guida per ottimizzare le prestazioni e I'affidabilita della rete:

» Garantire percorsi di rete ridondanti doppi tra i nodi Proxmox VE e lo storage ONTAP .
« Utilizzare 'aggregazione dei link (LACP) per aumentare la larghezza di banda e la tolleranza agli errori.

* Progettare la topologia di rete per evitare problemi di spanning tree. Se necessario, utilizzare funzionalita
come RSTP o MSTP.

» Implementare VLAN per segmentare diversi tipi di traffico e migliorare la sicurezza.

» Configurare i frame jumbo (MTU 9000) su tutti i dispositivi di rete per migliorare le prestazioni del traffico di
archiviazione.

« Si consiglia di utilizzare Open vSwitch (OVS) su Linux Bridge quando sono configurate le zone VLAN.

Procedure consigliate per la configurazione dell’archiviazione
Segui queste best practice per ottimizzare le prestazioni e la scalabilita dell’archiviazione:
« Utilizza le funzionalita avanzate di gestione dei dati di ONTAP, come snapshot e clonazione, per migliorare

la protezione e il ripristino dei dati.

 Utilizzare i volumi FlexGroup per requisiti di capacita elevata per sfruttare appieno il potenziale della
scalabilita ONTAP .

» Negli ambienti distribuiti geograficamente, utilizzare FlexCache per distribuire immagini e modelli piu vicino



ai nodi Proxmox VE, per tempi di distribuzione piu rapidi e una gestione centralizzata.

* Quando si utilizza FlexGroup con NFS, utilizzare la combinazione di nConnect o trunking di sessione e
pNFS per ottimizzare prestazioni e disponibilita.

 Per i protocolli a blocchi, assicurarsi che la suddivisione in zone e il mascheramento LUN siano adeguati
per limitare I'accesso solo ai nodi Proxmox VE autorizzati.

» Assegnare una capacita di archiviazione sufficiente per soddisfare la crescita delle VM e le esigenze di
dati.

* Implementare la suddivisione in livelli dello storage per ottimizzare le prestazioni e I'efficienza dei costi.

* Monitorare regolarmente le prestazioni e lo stato di integrita dello storage utilizzando gli strumenti di
gestione NetApp .

« Utilizzare NetApp Console per la gestione centralizzata di piu sistemi ONTAP .

« Abilita le funzionalita di protezione ransomware su ONTAP per proteggerti dagli attacchi ransomware.

Linee guida per la configurazione di Proxmox VE

Seguire queste linee guida per ottimizzare Proxmox VE con lo storage NetApp ONTAP :
» Aggiorna Proxmox VE all'ultima versione stabile per beneficiare delle recenti funzionalita e correzioni di
bug.

» Configurare Proxmox VE per utilizzare I'archiviazione condivisa da NetApp ONTAP per I'archiviazione delle
VM.

» Configurare i cluster Proxmox VE per abilitare I'elevata disponibilita e la migrazione in tempo reale delle
VM.

 Utilizzare una rete ridondante per la comunicazione del cluster e dedicarne una alla migrazione in tempo
reale.

* Per evitare conflitti, evitare di riutilizzare gli stessi ID VM o container nei cluster.
« Utilizzare il controller singolo VirtlO SCSI per prestazioni e funzionalita migliori nelle VM.
* Abilitare I'opzione thread 10 per le VM con elevate richieste di 10.

« Abilita il supporto discard/TRIM sui dischi delle VM per ottimizzare I'utilizzo dello storage.

Configurare i protocolli di archiviazione con ONTAP per
Proxmox VE

Scopri i protocolli di archiviazione per Proxmox VE con NetApp ONTAP

Fornire storage ONTAP per Proxmox Virtual Environment (VE) utilizzando protocolli NAS
(NFS, SMB) e protocolli SAN (FC, iSCSI, NVMe). Selezionare la procedura appropriata
specifica del protocollo per configurare I'archiviazione condivisa per il cluster Proxmox
VE.

Assicurarsi che gli host Proxmox VE dispongano di FC, Ethernet o altre interfacce supportate cablate agli
switch con comunicazione alle interfacce logiche ONTAP . Controllare sempre il "Strumento di matrice di
interoperabilita" per le configurazioni supportate. Gli scenari di esempio vengono creati partendo dal
presupposto che su ciascun host Proxmox VE siano disponibili due schede di interfaccia di rete ad alta
velocita, collegate tra loro per creare interfacce collegate per la tolleranza agli errori e le prestazioni. Le stesse
connessioni uplink vengono utilizzate per tutto il traffico di rete, inclusa la gestione dell’host, il traffico


https://mysupport.netapp.com/matrix/#welcome
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VM/container e 'accesso allo storage. Quando sono disponibili piu interfacce di rete, valutare la possibilita di
separare il traffico di archiviazione dagli altri tipi di traffico.

Per informazioni sull’architettura di archiviazione ONTAP e sui tipi di archiviazione supportati, vedere "Scopri di
piu sull’architettura di archiviazione ONTAP per Proxmox VE" E "Scopri i tipi di archiviazione supportati per
Proxmox VE".

Quando si utilizza LVM con protocolli SAN (FC, iSCSI, NVMe-oF), il gruppo di volumi pud
contenere pit LUN o namespace NVMe. In tal caso, tutti i LUN o gli spazi dei nomi devono far

@ parte dello stesso gruppo di coerenza per garantire I'integrita dei dati. Non supportiamo gruppi
di volumi che si estendono su pit ONTAP SVM. Ogni gruppo di volumi deve essere creato da
LUN o namespace dello stesso SVM.

Scegli un protocollo di archiviazione

Seleziona il protocollo piu adatto al tuo ambiente e ai tuoi requisiti:
 "Configurare I'archiviazione SMB/CIFS" - Configurare le condivisioni di file SMB/CIFS per Proxmox VE con
supporto multicanale per tolleranza agli errori e prestazioni migliorate su pit connessioni di rete.

 "Configurare I'archiviazione NFS" - Configurare I'archiviazione NFS per Proxmox VE con nConnect o
trunking di sessione per migliorare la tolleranza agli errori e le prestazioni utilizzando piu connessioni di
rete.

 "Configurare LVM con FC" - Configurare Logical Volume Manager (LVM) con Fibre Channel per un
accesso allo storage a blocchi ad alte prestazioni e bassa latenza su host Proxmox VE.

 "Configurare LVM con iSCSI" - Configurare Logical Volume Manager (LVM) con iSCSI per I'accesso
all’archiviazione a blocchi su reti Ethernet standard con supporto multipath.

 "Configurare LVM con NVMe/FC" - Configurare Logical Volume Manager (LVM) con NVMe su Fibre
Channel per un’archiviazione a blocchi ad alte prestazioni utilizzando il moderno protocollo NVMe.

 "Configurare LVM con NVMe/TCP" - Configurare Logical Volume Manager (LVM) con NVMe su TCP per
I'archiviazione a blocchi ad alte prestazioni su reti Ethernet standard utilizzando il moderno protocollo
NVMe.

Configurare Iarchiviazione SMB/CIFS per Proxmox VE

Configurare I'archiviazione SMB/CIFS per Proxmox Virtual Environment (VE) utilizzando
NetApp ONTAP. La tecnologia SMB multicanale garantisce tolleranza agli errori e
aumenta le prestazioni con piu connessioni di rete al sistema di storage.

Le condivisioni di file SMB/CIFS richiedono attivita di configurazione sia da parte degli amministratori di
storage che di virtualizzazione. Per maggiori dettagli, fare riferimento a "TR4740 - SMB 3.0 Multicanale".

@ Le password vengono salvate in file di testo non crittografato e sono accessibili solo all’utente
root. Fare riferimento a "Documentazione Proxmox VE".

Pool di archiviazione condiviso SMB con ONTAP

Attivita del’amministratore dell’archiviazione

Se non hai familiarita con ONTAP, utilizza l'interfaccia System Manager per completare queste attivita.


https://www.netapp.com/pdf.html?item=/media/17136-tr4740.pdf
https://pve.proxmox.com/pve-docs/chapter-pvesm.html#storage_cifs
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=5b4ae54a-08d2-4f7d-95ec-b22d015f6035

1. Abilitare SVM per SMB. Seguire "Documentazione ONTAP 9" per maggiori informazioni.

2. Creare almeno due LIF per controller. Seguire i passaggi indicati nella documentazione. Per riferimento,
ecco uno screenshot dei LIF utilizzati in questa soluzione.

Mostra esempio

Name Status Storage VM IPspace Address Current node = Current p. Portset Protocols

1

3. Configurare l'autenticazione basata su Active Directory o sul gruppo di lavoro. Seguire i passaggi indicati
nella documentazione.

Mostra esempio

ntaphci-a300e9u25::> vserver cifs show -vserver proxmox

Vserver: proxmox
CIFS Server NetBIOS Name: PROXMOX
NetBIOS Domain/Workgroup Name: SDDC
Fully Qualified Domain Name: SDDC.NETAPP.COM
Organizational Unit: CN=Computers

Default Site Used by LIFs Without Site Membership:
Workgroup Name: -
Authentication Style: domain
CIFS Server Administrative Status: up
CIFS Server Description:
List of NetBIOS Aliases:

ntaphci-a300e9u2s::

4. Crea un volume. Selezionare I'opzione per distribuire i dati nel cluster per utilizzare FlexGroup. Assicurarsi
che la protezione anti-ransomware sia abilitata sul volume.


https://docs.netapp.com/us-en/ontap/smb-config/configure-access-svm-task.html

Mostra esempio

Add volume X
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5. Crea una condivisione SMB e modifica le autorizzazioni. Seguire"Documentazione ONTAP 9" per maggiori
informazioni.


https://docs.netapp.com/us-en/ontap/smb-config/configure-client-access-shared-storage-concept.html

Mostra esempio

Edit Share X
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6. Fornire il server SMB, il nome della condivisione e le credenziali allamministratore della virtualizzazione.

Attivita del’amministratore della virtualizzazione

Completare queste attivita per aggiungere la condivisione SMB come storage in Proxmox VE e abilitare il
multicanale per migliorare le prestazioni e la tolleranza agli errori.
1. Raccogli il server SMB, il nome della condivisione e le credenziali per I'autenticazione della condivisione.

2. Assicurarsi che almeno due interfacce siano configurate in VLAN diverse per la tolleranza agli errori.
Verificare che la scheda di rete supporti RSS.

3. Utilizzo dell'interfaccia utente di gestione in https: <proxmox-node>:8006, fare clic su Datacenter,
selezionare Archiviazione, fare clic su Aggiungi e selezionare SMB/CIFS.



Mostra esempio
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4. Inserisci i dettagli. Il nome della condivisione dovrebbe essere compilato automaticamente. Seleziona tutti i
tipi di contenuto e fai clic su Aggiungi.

Mostra esempio

Add- SMBICIFS =)
m Backup Ratention
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5. Per abilitare 'opzione multicanale, aprire una shell su qualsiasi nodo del cluster ed eseguire il seguente
comando, dove <storage id> € I'ID di archiviazione creato nel passaggio precedente:

10



pvesm set <storage id> --options multichannel,max channels=16

Mostra esempio
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6. Di seguito € riportato il contenuto di /etc/pve/storage.cfg per lo storage configurato:

Mostra esempio

cifs: pvesmbO01l
path /mnt/pve/pvesmbll
server proxmox.sddc.netapp.com
share pvesmb(Ol

content snippets,vztmpl,backup,iso,images, rootdir
options vers=3.11 multichannel,max channels=4
prune—backups keep-all=1

username clfs@sddc.netapp.com

Configurare I’archiviazione NFS per Proxmox VE

Configurare I'archiviazione NFS per Proxmox Virtual Environment (VE) utilizzando
NetApp ONTAP. Utilizzare il trunking di sessione con NFS v4.1 o versione successiva per
migliorare la tolleranza agli errori e le prestazioni con piu connessioni di rete al sistema di
archiviazione.

ONTAP supporta tutte le versioni NFS supportate da Proxmox VE. Utilizzo "troncamento di sessione" per
migliorare la tolleranza agli errori e le prestazioni. Il trunking delle sessioni richiede NFS v4.1 o versione
successiva.

Se non hai familiarita con ONTAP, utilizza I'interfaccia System Manager per completare queste attivita.

Opzione NFS nconnect con ONTAP

Attivita del’amministratore dell’archiviazione

Completare queste attivita per predisporre I'archiviazione NFS su ONTAP da utilizzare con Proxmox VE.

11


https://docs.netapp.com/us-en/ontap/nfs-trunking/index.html
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=f6c9aba3-b070-45d6-8048-b22e001acfd4

1.

Abilitare SVM per NFS. Fare riferimento a "Documentazione ONTAP 9".

2. Creare almeno due LIF per controller. Seguire i passaggi indicati nella documentazione. Per riferimento,

12

ecco uno screenshot dei LIF utilizzati in laboratorio.

Mostra esempio

Name Status Storage VM IPspace Address Current node = Current p... Portset Pretocols
Q, QA aro Q Q Q Q Q Q e
£ prowmoenasd © proxma Default 1722111765 ntaphei-a300-01 a0a-3373 SMB/CIFS . NFS, 53
[f_proxmex_nas03 = pro®mox Default 17221.117.68 ntaphci-a300-01 ala-3373 SMB/CIFS, NFS. 53
f_prowmosx_nasl &) proxmox Default 172.21.120.68 ntaphci-a300-02 ata-337Te SMB/CIFS . NFS
If_proxmox_nas02 = proxmox Default 1722112069 ntaphci-a300-02 ala-3376 SMB/CIFS . NFS

Creare o aggiornare un criterio di esportazione NFS per fornire I'accesso agli indirizzi IP o alle subnet
dell’lhost Proxmox VE. Fare riferimento a "Creazione di politiche di esportazione" E "Aggiungi regola a un
criterio di esportazione".

"Crea un volume". Per esigenze di capacita elevata (>100 TB), selezionare I'opzione per distribuire i dati
nel cluster per utilizzare FlexGroup. Se si utilizza FlexGroup, valutare 'abilitazione di pNFS sullSVM per
prestazioni migliori seguendo quanto segue "Abilita pNFS su SVM". Quando si utilizza pNFS, assicurarsi
che gli host Proxmox VE abbiano accesso ai dati di tutti i controller (LIF dati). Assicurarsi che la protezione
anti-ransomware sia abilitata sul volume.


https://docs.netapp.com/us-en/ontap/nfs-config/verify-protocol-enabled-svm-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-volume-task.html
https://docs.netapp.com/us-en/ontap/pnfs/pnfs-commands.html#enable-nfsv4-1

Mostra esempio

Add volume

AKE

STORAGE Wi

Proxamox

Add a5 a cache for 2 remote volume (FlexCache)
Simplfies fle datnbubon, reduces WAN latency, and krwers WAN Bandwadth coats

Storage and optimization

CARPACITY
Size GiBl b
PERFCRMANCE SERNICE LEVEL
Extrame ~

Mot sure?  Get help selecting type

OFTIMIZATION OPTIONS
Distribute volume data across the cluster (FlexGroup) (2)

Access permissions
B Export viz NFS
GRANT ACCESS TO HOST
default w

Craate a new export policy, or select an existing export policy,

. "Assegna la politica di esportazione al volume".
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https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
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Edit volume X
Nawe
pyenfsOt
Storage and optimization
aamary
315.7¢ GiB -
£0STING DATA sPACE
300 GiB
[® Enabe thin provisioning
15 resize sutomatiesly
AUTOGROW MODE
@ Grow
e
3789 GB v
Grow or shrnk automatically ()
Enable fractional reserve (100%)
Enable quota
Enforce performance limits
485 05 POUCY SROU
@ cxisting
extreme-fixed -~
New
secummyTYPE
UNIX ~
unxpeamssONS
[ Read B Execute
omner ] ]
Grow = ]
omvess ]
Storage efficiency
Enable higher storage efficiency
Dont enable g mode pications. Lesm more [
Snapshot copies (local) settings
SNAPSHOT RESERVE 6
5
HSTING SHAFSHOT RESERVE
15.79 Gig
188 schedue Snapsht copies
SNAPSHOT POLEY
default ~
Schedule ... Maximum Snapshot copies Schedule ‘SnapMirror label SnapLock retention perio
hourly 6 s - 0 second
minutes
past the
hour, every
hour
daily 2 At1210 daily 0 second
AM. every
day
weekly z At12:45 weekly 0 second
AM. only
on Sunday
enable Snapshot locking @
- ™
a retention peniod is specified.
{8 Automatically delete older Snapshot copies
18 show the Snapshot copies directory to clients
it syvtems i e v 0 iy 0 cces T SOt Copies drectoy
Export settings Export settings considerations
[
o
fovenfsO1
EP0RT POUCES
@ select an eisting policy.
expom pOLCY
default ~
(@) This expart policy is being used by 19 objects.
auies
Rule index Clients Access protocols  Read-onlyrule  Read/writerule  SuperUser
1 17221.1200/24 Any Any Any Any
2 17221.117.0/24 Any Any Any Any
+ add
Add a new policy

Sae?

@ Save to Ansible playbook
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6. Avvisare 'amministratore della virtualizzazione che il volume NFS & pronto.

Attivita del’amministratore della virtualizzazione

Completare queste attivita per aggiungere il volume NFS come storage in Proxmox VE e configurare nConnect
o il trunking di sessione per migliorare le prestazioni.

1. Assicurarsi che almeno due interfacce siano configurate in VLAN diverse per la tolleranza agli errori.
Utilizzare il bonding NIC.

2. Utilizzo dell'interfaccia utente di gestione in https: <proxmox-node>:8006, fare clic su Datacenter,
selezionare Archiviazione, fare clic su Aggiungi e selezionare NFS.

Mostra esempio

XK PROXMOX virtual Environment 822 sarch

Server View o Datacenter
& Datacenter (Cluster01)
B pxmox01 o = =
Q Search y
B pxmox02 B Directory
103 (kube-cir-01) @ & Summary CRERT Y
E2E RTP (pxmox02) O Notes B LVM-Thin
5 localnetwork (pxmox02) & Cluster & BTRFS
& H410C-01 (pxmox02) B NFS
@ Ceph :
= local (pxmox02) H SMBICIFS
=[] local-m (pxmox02) & Options H GlusterFS
=[] pvedi? (pxmox02) = Storage H iscs
1
=[] pvelun01 (pxmax2) E) Backup B CephFs
£ pvelunl2 (pomox02) H ReD
= pveluntd (pxmox02) £ Replication B zFs oS
i 1
=[] pvelund-thin (pxmox02) o' Parmissions ™ 7F e
=[] pvenfs01 {pxmox2) & Users _ Fix
= ] prenfs02 (pxmox02) E  Proxmox Backup Server
=[] pvens01 (pxmox02) & API Tokens £ ESX
=[] pvesmbl1 {pxmox02) @, Two Factor
B pxmox03 i Groups
W Accountin
" W Pools
W Engineering
W Sales ¢ Roles

3. Inserisci i dettagli. Dopo aver fornito le informazioni sul server, le esportazioni NFS dovrebbero essere
popolate. Seleziona dall’elenco e scegli le opzioni di contenuto.
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Mostra esempio

m Backup Retention

prenfzdi Mo
pvanas sddc netapp com

|
‘pvenfsii
fpvenfs02

pvesmbl 1

© Help Advanecad

4. Per abilitare 'opzione nConnect, aprire una shell su qualsiasi nodo del cluster ed eseguire il seguente
comando, dove <storage id> € I'ID di archiviazione creato nel passaggio precedente:

pvesm set <storage id> --options nconnect=4

Per utilizzare il trunking di sessione, assicurarsi che venga utilizzato NFS v4.1 e impostare le opzioni
trunkdiscovery e max_connect:

pvesm set <storage id> --options vers=4.1,trunkdiscovery,max connect=16

5. Di seguito € riportato il contenuto di /etc/pve/storage.cfg per lo storage configurato:

Mostra esempio

s: pvents
export /pvenfs0l
path /mnt/pve/pvenfs01
server pvenas.sddc.netapp.com

content iso,backup,images, rootdir,vztmpl, import, snippets
options vq.1,nconnect=4,trunkdiacovery,max_connethIG
prune—-backups keep-all=1

6. Per verificare che I'opzione nConnect sia impostata, eseguire ss -an | grep :2049 su qualsiasi host
Proxmox VE e verificare la presenza di piu connessioni all'lP del server NFS. Per verificare che pNFS sia
abilitato, eseguire nfsstat -c e controllare le metriche relative al layout. In base al traffico dati,
dovrebbero essere visibili piu connessioni ai LIF dati.

Nel trunking di sessione, 'opzione nconnect € impostata solo su una delle interfacce trunk. Con
pNFS, 'opzione nconnect &€ impostata sulle interfacce dati e metadati. Per gli ambienti di
produzione, utilizzare nConnect o il trunking di sessione, non entrambi.
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Configurare LVM con FC per Proxmox VE

Configurare Logical Volume Manager (LVM) per I'archiviazione condivisa tra gli host
Proxmox Virtual Environment (VE) utilizzando il protocollo Fibre Channel con NetApp
ONTAP. Questa configurazione consente I'accesso allo storage a livello di blocco con
prestazioni elevate e bassa latenza.

Attivita iniziali del’amministratore della virtualizzazione

Completare queste attivita iniziali per preparare gli host Proxmox VE per la connettivita FC e raccogliere le
informazioni necessarie per 'amministratore dell’archiviazione.

1. Verificare che siano disponibili due interfacce HBA.

2. Assicurarsi che multipath-tools sia installato su tutti gli host Proxmox VE e venga avviato all’avvio.

apt list | grep multipath-tools

# If need to install, execute the following line.
apt-get install multipath-tools

systemctl enable --now multipathd

La configurazione desiderata per i dispositivi ONTAP multipath & gia inclusa nel pacchetto.
Per ulteriori informazioni, fare riferimento a "Documentazione ONTAP 9 su Proxmox VE 9.x
per FCP e iSCSI con storage ONTAP"

3. Raccogliere il WWPN per tutti gli host Proxmox VE e fornirlo al’amministratore dell’archiviazione.

cat /sys/class/fc host/host*/port name

Attivita del’amministratore dell’archiviazione
Se non hai familiarita con ONTAP, utilizza System Manager per un’esperienza migliore.

1. Assicurarsi che I'SVM sia disponibile con il protocollo FC abilitato. Seguire "Documentazione ONTAP 9".

2. Creare due LIF per controller dedicati a FC.
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https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
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3. Creare un igroup e popolare gli iniziatori FC host.

4. Creare la LUN con la dimensione desiderata sulla SVM e presentarla all'igroup creato nel passaggio
precedente. Assicurarsi che la protezione anti-ransomware sia abilitata nella scheda sicurezza per i sistemi
ASA e nella scheda sicurezza del volume per i sistemi AFF/ FAS .

= FENetApp ONTAP System Manager | NS0L-NetApp-A50-T 1901140 {{/Q searh actions,objects and pages :I LA e < o
Dashboard
1 | AATLE = Siorage VM i Sevial Mo (ASC armar
Irisiaht ¥
& (—} Onlineg = pm L B2403+I2GASP G Linux
Storage
Hosts
Performance =
Network -~ Storage
Craraew
Hour
Ethamat ports ™ 144xe 5006
Used Sae

2 ports Lartncy 0.24 ms

fon o Dhata reduction Snapshat used Qo pehcy
211 6.1 MiB
Cluster - 13K g 134 420 1 20
10PS 0
Protection (9 Show unintialized
Clusterd3 5l default = Nane = 190 i 13 120 o
Throughput 0.03 me/s
Host mapping
w T i > e, i
oo 0 330 340 ES 40 517 420

5. Notificare al’amministratore della virtualizzazione che la LUN é stata creata.

Attivita finali dell’amministratore della virtualizzazione
Completare queste attivita per configurare la LUN come storage LVM condiviso in Proxmox VE.

1. Passare a una shell su ciascun host Proxmox VE nel cluster e verificare che il disco sia visibile.
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1lsblk -S
rescan-scsi-bus.sh
1sblk -S

2. Verificare che il dispositivo appaia nell’elenco multipath.

multipath -11
multipath -a /dev/sdX # replace sdX with the device name
multipath -r
multipath -11

3. Creare il gruppo di volumi.

vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and
<device 1d> is the multipath device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

4. Utilizzo dell'interfaccia utente di gestione in https: <proxmox node>:8006, fare clic su Datacenter,
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Mostra esempio

% PRO <MO < virtual Environment 9.1.4

Server View

w
1]
o

o Datacenter
£ Datacenter (Cluster(3)

Remove Edit
% onehost02 L I

A e B Directory
& Summary = VM
O Notes B LVM-Thin
= Cluster B BTRFS
NFS
@ Ceph B
E SMBICIFS
# Options B iscs
L B CephFS
Backup @ RBD
£3 Replication B ZFS overiSCSI
m /FS
= Permissions
= Proxmox Backup Server
& Users o | esx
& APl Tokens
&, Two Factor

5. Fornire il nome dell'ID di archiviazione, scegliere il gruppo di volumi esistente e selezionare il gruppo di
volumi appena creato con la CLI. Seleziona I'opzione condivisa. Con Proxmox VE 9 e versioni successive,
abilitare A1low Snapshots as Volume-Chain opzione, visibile quando la casella di controllo Avanzate
e abilitata.
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Mostra esempio

Add: LVM
Backup Retention
D pvefc01 Nodes All (No restrictions)
Base storage Existing volume groups Enable
Volume group ablic Shared
Content Disk image, Container Wipe Removed
Volumes
| Allow Snapshots as Volume-Chain

Snapshots as Volume-Chain are a technology preview.

Keep Snapshots as Volume-Chain enabled if gcow2 images exist!
& Help Advanced “

6. Di seguito é riportato il file di configurazione di archiviazione di esempio per LVM tramite FC:

Mostra esempio

lvm: pvefcO0l
vgname aS0fc
content images,rootdir

saferemove 0
shared 1
snapshot-as-volume-chain 1

Con Proxmox VE 9 e versioni successive, il file di configurazione dell’archiviazione include I'opzione

aggiuntiva snapshot-as-volume-chain 1 Quando Allow Snapshots as Volume-Chain &
abilitato.

Configurare LVM con iSCSI per Proxmox VE

Configurare Logical Volume Manager (LVM) per 'archiviazione condivisa tra gli host
Proxmox Virtual Environment (VE) utilizzando il protocollo iISCSI con NetApp ONTAP.
Questa configurazione consente I'accesso allo storage a livello di blocco tramite reti
Ethernet standard con supporto multipath.
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Pool condiviso LVM con iSCSI tramite ONTAP

Attivita iniziali del’amministratore della virtualizzazione

Completare queste attivita iniziali per preparare gli host Proxmox VE per la connettivita iSCSI e raccogliere le
informazioni necessarie per 'amministratore dell’archiviazione.

1. Verificare che siano disponibili due interfacce VLAN Linux.

2. Assicurarsi che multipath-tools sia installato su tutti gli host Proxmox VE e venga avviato all’avvio.

apt list | grep multipath-tools

# If need to install, execute the following line.
apt-get install multipath-tools

systemctl enable --now multipathd

La configurazione desiderata per i dispositivi ONTAP multipath & gia inclusa nel pacchetto.
Per ulteriori informazioni, fare riferimento a "Documentazione ONTAP 9 su Proxmox VE 9.x
per FCP e iSCSI con storage ONTAP"

3. Raccogliere I'lQN dell’host iSCSI per tutti gli host Proxmox VE e fornirlo allamministratore
dell’archiviazione.

cat /etc/iscsi/initiator.name

Attivita del’amministratore dell’archiviazione

Se non hai familiarita con ONTAP, utilizza System Manager per un’esperienza migliore.

1. Assicurarsi che I'SVM sia disponibile con il protocollo iSCSI abilitato. Seguire "Documentazione ONTAP 9".

2. Creare due LIF per controller dedicati a iSCSI.

Name Status Storage VM IPspace Address Current node = Current p... Portset Protocols
qQ A prox Q Q Q Q Q QA scsi
lif_proxmox_iscsi01 {_.7 proxmox Default 17221.118,109 ntaphei-a300-01 a0a-3374 ISCSI
Iif_proxmox_iscsi02 @ proxmox Defauit 172.21.119.108 ntaphci-a300-01 ala-3375 iSCSI

lif_proxmox_iscsi0d (O] proxmox Defauit 17221.119110 ntaphci-a300-02 iSCSI

lif_proxmox_iscsi03 &) proxmox Default 17221118110 ntaphci-a300-02 ala-3374 iSCsI

3. Creare un igroup e popolare gli iniziatori iSCSI dell’host.

4. Creare la LUN con la dimensione desiderata sulla SVM e presentarla all'igroup creato nel passaggio
precedente. Assicurarsi che la protezione anti-ransomware sia abilitata nella scheda sicurezza per i sistemi
ASA . Per i sistemi AFF/ FAS , assicurarsi che la protezione anti-ransomware sia abilitata nella scheda di
sicurezza del volume.
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Edit LUN X

pvelun(l

proxmaox

Storage and optimization

Thin provisioning

Enable space allocation

Haost information

Q) search @ Showhide = Filter
Initiator group LUN 1D Type
o ] Q Lifux
Cancel LA]

5. Notificare al’amministratore della virtualizzazione che la LUN é stata creata.

Attivita finali dell’amministratore della virtualizzazione

Completare queste attivita per configurare la LUN iSCSI come storage LVM condiviso in Proxmox VE.

1. Utilizzo dell'interfaccia utente di gestione in https:<proxmox node>:8006, fare clic su Datacenter,
selezionare Archiviazione, fare clic su Aggiungi e selezionare iISCSI.
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x PRO X MO X Vitual Environment 822 Search

Server View

52 Datacanter (Cluster01)
B> pxmox01
B pxmox02

103 (kube-ctri-01) ®
222 RTP (pxmox02)
£22 |ocalnetwork (prmox(2)
& HA10C-01 (pxmoxd2)
= llocal {prmox(2)
=] local-ivm (pxmeox02)
=[] pvedir01 (pxmox02)
=[] pvelun01 (pxmox02)
= prelun02 (pemoxd2)
= pvelundd (prmoxl2)
E i] pvalund-thin (paomox02)
=[] pvenfsd1 (pxmox2)
=[] pvenfsd2 (pxmox02)
=[] pvens01 (pxmox02)
=[] pvesmb01 (pxmox02)

Eb pomox)
¥ Accounting
% Engineering
¥ Sales

2. Fornire il nome dell’lD di archiviazione. L'indirizzo iSCSI LIF di ONTAP dovrebbe essere in grado di

-

Datacenter

Q Search

& Summary
[J Motes

E Cluster

@ Ceph

#3 Options

£ Storage
Backup

3 Replication
w' Permissions

& Users

& APl Tokens

4, Two Factor

& Groups
W Pools
$ Roles
@ Realms

=
a

g EEENEDESFFEFR

- L

Remove
Directory
LvM
LVM-Thin
BTRFS
NFS
SMBICIFS
GlusterFS
iISCS!
CephF3s
RBD
ZFS over iSCSI
ZFS

Proxmox Backup Server

ESXi

selezionare la destinazione quando non ci sono problemi di comunicazione. Se l'intenzione € quella di non
fornire direttamente I'accesso LUN alle VM guest, deselezionare tale opzione.

Add: iSCS1

m Backup Retantion

0 pabuni i

Partal 172.21.118. 109

Targat | \dcO0al98b46a21vs 48
@ Heip

Modes
Enaldis

Use LUMNs
directly

3. Fare clic su Aggiungi e selezionare LVM.

A (Na resirictions}
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x PROXMOD X Wiuai Enviconment 822 Search

Server View

EE Datacenter (Clusterd1)
B pxmoxd 1
B> pxmoxt2
103 (kube-cti-01) @

22 RTP (pxmox(2)
£22 localnetwork [poemox(2}
O HAMC-01 {pxmox(2)
= [Jlocal (pxmoxt2)
= (] local-vm (pxmox02)
=[] pvedicd1 (pxmox02)
=[] pvelund1 (pxmox02)
£ pvemD2 (pxmox(2)
= pvelun0d (pxmox2)
£ [ pvelundd-thin (pamox2)
=[] pvenfs01 (pxmox02)
&[] pvenfs02 (pxmox02)
2] pvensd1 (pmoxd2)
(] presmb01 (pxmox02)

B pxmox03

W Accounting

W Engineering

W Sales

b Datacenter

Q Search

& Summary

O Motes

= Cluster

@ Ceph

& Options

£ Storage

E Backup

B Replication

o' Pemissions
& Users
£ APiTokens
&, Two Factor
¥ Groups
W Pools
$ Roles

Pﬂ'ﬂllﬂllﬂ-ﬂl’l’.l’_§

LVM-Thin
BTRFS

NFS
SMBICIFS
GlusterFS
iISCSI

CephF5S

RED

ZFS over iSCSI
ZFS

Proxmox Backup Server
ESXi

4. Fornire il nome dell’'ID di archiviazione e selezionare I'archiviazione di base che corrisponde

all’archiviazione iSCSI creata nel passaggio precedente. Selezionare il LUN per il volume di base e fornire
il nome del gruppo di volumi. Assicurarsi che sia selezionata I'opzione condivisa. Con Proxmox VE 9 e
versioni successive, abilitare Al11ow Snapshots as Volume-Chain opzione, visibile quando la casella
di controllo Avanzate & abilitata.

Add. LVM i)
Ganeral Backup Retention
0 pveundl Modes All (No restrictions)
Base storage pvelundl (ISCS1) Enable
Base volume | Shared v
Volume gQroup I Moda o scan pxrnﬂxn‘]
Cantent | Nama Far Size
CHODIDOLUND raw 268 44 GB
© Help
. CHOODIDOLUN 1 FaW 375831 GB
CHODIDOLUN 2 raw 107.37 GB
CHODIDOLUN 3 FaW 134.22 GB

5. Di seguito ¢ riportato il file di configurazione di archiviazione di esempio per LVM tramite iISCSI:
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Mostra esempio

iscai: pvelunll

nodes pamox02, pamox0l, pimox03

lvm: pvelunll
vgname pvelunll
content ima
nodes paxmox03, pamox01, proncx02

Con Proxmox VE 9 e versioni successive, il file di configurazione dell’archiviazione include I'opzione
aggiuntiva snapshot-as-volume-chain 1 Quando Allow Snapshots as Volume-Chain &
abilitato.

Configurare LVM con NVMe/FC per Proxmox VE

Configurare Logical Volume Manager (LVM) per 'archiviazione condivisa tra gli host
Proxmox Virtual Environment (VE) utilizzando il protocollo NVMe su Fibre Channel con
NetApp ONTAP. Questa configurazione garantisce un accesso allo storage a livello di
blocco ad alte prestazioni con bassa latenza utilizzando il moderno protocollo NVMe.

Attivita iniziali del’amministratore della virtualizzazione

Completare queste attivita iniziali per preparare gli host Proxmox VE per la connettivita NVMe/FC e raccogliere
le informazioni necessarie per 'amministratore dello storage.

1. Verificare che siano disponibili due interfacce HBA.

2. Su ogni host Proxmox nel cluster, eseguire i seguenti comandi per raccogliere le informazioni WWPN e
verificare che il pacchetto nvme-cli sia installato.

apt update

apt install nvme-cli

cat /sys/class/fc_host/host*/port name
nvme show-hostngn

3. Fornire le informazioni NQN e WWPN dell’host raccolte allamministratore dell’archiviazione e richiedere
uno spazio dei nomi NVMe delle dimensioni richieste.

Attivita del’amministratore dell’archiviazione
Se non hai familiarita con ONTAP, utilizza System Manager per un’esperienza migliore.

1. Assicurarsi che 'SVM sia disponibile con il protocollo NVMe abilitato. Fare riferimento a "Documentazione
sulle attivita NVMe su ONTAP 9".

2. Creare lo spazio dei nomi NVMe.
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https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
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3. Creare il sottosistema e assegnare gli NQN host (se si utilizza la CLI). Seguire il link di riferimento sopra.

Mostra esempio

Add storage units

Mame

pvens01

Storage VM

pve

MNumber of units

Host operating system

Linux

Host mapping

Capacity per unit

‘500 ‘ GB

{ cluster03-nvmeof

«” More options

4. Assicurarsi che la protezione anti-ransomware sia abilitata nella scheda sicurezza.
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Mostra esempio

= PINetApp ONTAP System Manager | NSOL-MetApg- ASD-TT50 1Tt (" € search actions, cbjects, and pages e @ < 8
Dashboard
Back 1o stetage
Insights
~
e pvens01_1
Rt Overview Snapshots Replication Seauny “
Hatsrork - Anti-ransomware
Events & jobs . O Esibes:
Fas a
Protection a

Cluster -

5. Notificare allamministratore della virtualizzazione che lo spazio dei nomi NVMe ¢ stato creato.

Attivita finali dell’amministratore della virtualizzazione

Completare queste attivita per configurare lo spazio dei nomi NVMe come storage LVM condiviso in Proxmox
VE.

1. Passare a una shell su ciascun host Proxmox VE nel cluster e verificare che il nuovo namespace sia
visibile.

2. Controllare i dettagli dello spazio dei nomi.

nvme list

3. Ispezionare e raccogliere i dettagli del dispositivo.

nvme list

nvme netapp ontapdevices
nvme list-subsys

1sblk -N

4. Creare il gruppo di volumi.

vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and
<device id> is the nvme device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

9. Utilizzo dell'interfaccia utente di gestione in https:<proxmox node>:8006, fare clic su Datacenter,
selezionare Storage, fare clic su Aggiungi e selezionare LVM.
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Mostra esempio

% PRO <MO < virtual Environment 9.1.4

Server View

w
1]
o

o Datacenter
£ Datacenter (Cluster(3)

Remove Edit
% onehost02 L I

A e B Directory
& Summary = VM
O Notes B LVM-Thin
= Cluster B BTRFS
NFS
@ Ceph B
E SMBICIFS
# Options B iscs
L B CephFS
Backup @ RBD
£3 Replication B ZFS overiSCSI
m /FS
= Permissions
= Proxmox Backup Server
& Users o | esx
& APl Tokens
&, Two Factor

6. Fornire il nome dell’lD di archiviazione, scegliere il gruppo di volumi esistente e selezionare il gruppo di
volumi appena creato con la CLI. Seleziona I'opzione condivisa. Con Proxmox VE 9 e versioni successive,
abilitare A1low Snapshots as Volume-Chain opzione, visibile quando la casella di controllo Avanzate
e abilitata.
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Mostra esempio

AAA | AMRA
il /
FALILE :l“'i ¥l

Backup Retention

D pvens01 Nodes

B orage Existing volume groups Enable

Volume group pvens01 Shared

Content Disk image, Container Wipe Removed
Volumes

kA ] napshots as Volu 1

Snapshots as Velume-Chain are a technology preview

Keep Snapshots as Volume-Chain enabled if gcow?2 images exist!

& Heip Advanced m

7. Di seguito € riportato un esempio di file di configurazione dell’archiviazione per LVM tramite NVMe/FC:

Mostra esempio

lvm: pwvens01
vgname pvens0l

content images, rootdir

saferemove 0
shared 1
snapshot—-as-volume-chain 1

Configurare LVM con NVMe/TCP per Proxmox VE

Configurare Logical Volume Manager (LVM) per 'archiviazione condivisa tra gli host
Proxmox Virtual Environment (VE) utilizzando il protocollo NVMe su TCP con NetApp
ONTAP. Questa configurazione fornisce un accesso allo storage a livello di blocco ad alte
prestazioni su reti Ethernet standard utilizzando il moderno protocollo NVMe.

Pool condiviso LVM con NVMe/TCP tramite ONTAP

Attivita iniziali del’amministratore della virtualizzazione

Completare queste attivita iniziali per preparare gli host Proxmox VE per la connettivita NVMe/TCP e
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raccogliere le informazioni necessarie per I'amministratore dello storage.

1. Verificare che siano disponibili due interfacce VLAN Linux.

2. Su ogni host Proxmox nel cluster, eseguire il seguente comando per raccogliere le informazioni
sulliniziatore host.

nvme show-hostngn

3. Fornire le informazioni NQN dell’host raccolte allamministratore dell’archiviazione e richiedere uno spazio
dei nomi NVMe della dimensione richiesta.

Attivita dell’amministratore dell’archiviazione

Se non hai familiarita con ONTAP, utilizza System Manager per un’esperienza migliore.

1. Assicurarsi che 'SVM sia disponibile con il protocollo NVMe abilitato. Fare riferimento a "Documentazione
sulle attivita NVMe su ONTAP 9".

2. Creare lo spazio dei nomi NVMe.
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Mostra esempio

Add NVMe namespace X

m
o]
X3
n
T

pvens02

NVME SUBSYSTEM

proxmox_subsystem_606 -

Mare options Cancel “

3. Creare il sottosistema e assegnare gli NQN host (se si utilizza la CLI). Seguire il link di riferimento sopra.

4. Assicurarsi che la protezione anti-ransomware sia abilitata nella scheda sicurezza.
5. Notificare al’amministratore della virtualizzazione che lo spazio dei nomi NVMe é stato creato.
Attivita finali del’amministratore della virtualizzazione

Completare queste attivita per configurare lo spazio dei nomi NVMe come storage LVM condiviso in Proxmox
VE.

1. Passare a una shell su ciascun host Proxmox VE nel cluster e creare il file /etc/nvme/discovery.conf.
Aggiorna i contenuti specifici per il tuo ambiente.
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root@pxmox0l:~# cat /etc/nvme/discovery.conf

# Used for extracting default parameters for discovery

#

# Example:

# —-—transport=<trtype> --traddr=<traddr> --trsvcid=<trsvcid> --host
—-traddr=<host-traddr> --host-iface=<host-iface>

-t tcp -1 1800 -a 172.21.118.153
-t tcp -1 1800 -a 172.21.118.154
-t tcp -1 1800 -a 172.21.119.153
-t tcp -1 1800 -a 172.21.119.154

2. Accedi al sottosistema NVMe.

nvme connect-all

3. Ispezionare e raccogliere i dettagli del dispositivo.

nvme list

nvme netapp ontapdevices
nvme list-subsys

1sblk -1

4. Creare il gruppo di volumi.

vgcreate pvens02 /dev/mapper/<device id>

5. Utilizzo dell'interfaccia utente di gestione in https:<proxmox node>:8006, fare clic su Datacenter,
selezionare Storage, fare clic su Aggiungi e selezionare LVM.
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Mostra esempio

% PRO MO < Virtual Environment 9.1.4 Sea

Server View

£ Datacenter (Cluster(3)
% onehost02

o Datacenter

Remove Edit

A e B Directory
& Summary = VM
O Notes B LVM-Thin
= Cluster B BTRFS
NFS
@ Ceph B
E SMBICIFS
## Options B iscs
L B CephFS
Backup B RBD
£3 Replication B ZFS overiSCSI
= m /FS
= Permissions
= Proxmox Backup Server
& Users o | esx
& APl Tokens
&, Two Factor

6. Fornire il nome dell’lD di archiviazione, scegliere il gruppo di volumi esistente e selezionare il gruppo di
volumi appena creato con la CLI. Seleziona I'opzione condivisa. Con Proxmox VE 9 e versioni successive,
abilitare A1low Snapshots as Volume-Chain opzione, visibile quando la casella di controllo Avanzate
e abilitata.

Mostra esempio

Add- LV

Backup Retantion

i prensi2 Modes Al (Mo restricions)
Base storage Existing voluma groups Enakia
Valume group prens2 Sharod |5
Contant Disk image, Conlainer Wipa Ramoved
Volymes

= ==

7. Di seguito € riportato un esempio di file di configurazione dell’archiviazione per LVM tramite NVMe/TCP:
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Mostra esempio

lvm: pvens02
vgname pvens(02
content rootdir, images

nodes pxmox03, pxmox02, paxmox01
saferemove 0
shared 1

Con Proxmox VE 9 e versioni successive, il file di configurazione dell’archiviazione include I'opzione
aggiuntiva snapshot-as-volume-chain 1 Quando Allow Snapshots as Volume-Chain &
abilitato.

Il pacchetto nvme-cli include nvmef-autoconnect.service, che pud essere abilitato per
@ connettersi automaticamente alle destinazioni all’avvio. Per maggiori dettagli, fare riferimento
alla documentazione nvme-cli.
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