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Utilizzare Shift Toolkit per migrare o convertire le
VM

Scopri come migrare le VM tra ambienti di virtualizzazione
utilizzando NetApp Shift Toolkit

NetApp Shift Toolkit € un prodotto autonomo progettato per semplificare e accelerare le
migrazioni delle VM tra hypervisor, come VMware ESXi, Microsoft Hyper-V, Oracle Linux
Virtualization Manager, Redhat OpenShift e altri. Supporta anche conversioni a livello di
disco tra vari formati di dischi virtuali.

Caso d’uso

Ogni organizzazione sta ora scoprendo i vantaggi di avere un ambiente multi-hypervisor. Con i recenti
cambiamenti del mercato, ogni organizzazione sta decidendo la migliore strategia da seguire, valutando i rischi
tecnici e commerciali, tra cui la migrazione delle VM dei carichi di lavoro verso hypervisor alternativi, e
concentrandosi sul raggiungimento degli obiettivi aziendali definiti, controllando il vendor lock-in. Questo
consente loro di operare in modo ottimizzato in termini di costi di licenza e di estendere il budget IT alle aree
giuste, anziché spendere per i core inutilizzati su un hypervisor specifico. Tuttavia, la sfida & sempre stata
legata ai tempi di migrazione e ai tempi di inattivita associati.

Grazie al toolkit NetApp Shift, la migrazione delle macchine virtuali (VM) non & piu un problema. Questo
prodotto standalone consente una migrazione rapida ed efficiente delle VM da VMware ESXi a Microsoft
Hyper-V. Inoltre, supporta conversioni a livello di disco tra diversi formati di dischi virtuali. Grazie alle
funzionalita pronte all’'uso fornite da ONTAP, queste migrazioni possono essere incredibilmente rapide, con
tempi di inattivita minimi. Ad esempio, la conversione di un file VMDK da 1 TB richiede in genere un paio d’ore,
ma con il toolkit Shift pud essere completata in pochi secondi.

Panoramica del toolkit

Il toolkit NetApp Shift &€ una soluzione con interfaccia utente grafica (GUI) facile da usare che consente di
migrare macchine virtuali (VM) tra diversi hypervisor e di convertire i formati dei dischi virtuali. Utilizza la
tecnologia NetApp FlexClone® per convertire rapidamente i dischi rigidi delle VM. Inoltre, il toolkit gestisce la
creazione e la configurazione delle VM di destinazione.

Il toolkit Shift offre flessibilita in un ambiente multi-hypervisor supportando la conversione bidirezionale tra i
seguenti hypervisor:

» Da VMware ESXi a Microsoft Hyper-V

» Da Microsoft Hyper-V a VMware ESXi

* Da VMWare ESXi a Oracle Linux Virtualization Manager (OLVM)

* Virtualizzazione da VMWare ESXi a Red Hat OpenShift

Shift Toolkit supporta conversioni a livello di disco di dischi virtuali tra hypervisor per i seguenti formati di disco:

« Da VMware ESX a Microsoft Hyper-V (formato da disco macchina virtuale [VMDK] a disco rigido virtuale
[VHDX])

» Da Microsoft Hyper-V a VMware ESX (formato del disco rigido virtuale [VHDX] su disco della macchina
virtuale [VMDK])



» Hypervisor compatibili con VMware ESX e KVM (da VMDK a QCOW?2)
* Hypervisor compatibili con VMware ESX e KVM (da VMDK a RAW)
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Vantaggi della portabilita della VM

ONTAP ¢ ideale per qualsiasi hypervisor e in qualsiasi iperscalare. Con tecnologia FlexClone . La portabilita
delle VM in pochi minuti € una realta, piuttosto che dover attendere tempi di inattivita piu lunghi o accontentarsi
di opzioni pass-through.

Kit di strumenti per il cambio:

* aiuta a ridurre al minimo i tempi di inattivita e migliora la produttivita aziendale.
« offre scelta e flessibilita riducendo i costi di licenza, i vincoli e gli impegni verso un unico fornitore.
» consente alle organizzazioni che desiderano ottimizzare i costi di licenza delle VM e ampliare i budget IT.

* riduce i costi di virtualizzazione grazie alla portabilita delle VM ed ¢é offerto gratuitamente da NetApp.

Come funziona Shift Toolkit

Al momento della conversione, Shift Toolkit si connette agli host VMware ESXi e Microsoft Hyper-V e allo
storage NetApp condiviso. Il toolkit Shift sfrutta FlexClone per convertire i dischi rigidi delle VM da un
hypervisor all’altro utilizzando tre tecnologie NetApp chiave:

+ Singolo volume e piu protocolli Con NetApp ONTAP, & possibile utilizzare facilmente piu protocolli per
accedere a un singolo volume. Ad esempio, VMware ESXi pu0 accedere a un volume abilitato con il
protocollo NFS (Network File System) e Microsoft Hyper-V pu0 accedere allo stesso volume con il
protocollo CIFS/SMB.


https://mysupport.netapp.com/site/tools/tool-eula/netapp-shift-toolkit

« Tecnologia FlexClone FlexClone consente la clonazione rapida di interi file o volumi senza dover copiare i
dati. | blocchi comuni sul sistema di archiviazione sono condivisi tra piu file o volumi. Di conseguenza, i
dischi VM di grandi dimensioni possono essere clonati molto rapidamente.

» Conversione del disco VM NetApp PowerShell Toolkit e Shift Toolkit contengono un gran numero di flussi di
lavoro che possono essere utilizzati per eseguire varie azioni su un controller di storage NetApp . Sono
inclusi cmdlet di PowerShell che convertono i dischi virtuali in formati diversi. Ad esempio, VMware VMDK
pud essere convertito in Microsoft VHDX e viceversa. Queste conversioni vengono eseguite con
FlexClone, che consente la clonazione e la conversione molto rapide dei formati dei dischi in un unico

passaggio.
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Protocolli e metodi di comunicazione

Shift Toolkit utilizza i seguenti protocolli durante le operazioni di conversione o migrazione.

« HTTPS: utilizzato dal toolkit Shift per comunicare con il cluster Data ONTAP .

* VI Java (opendDK), VMware PowerCLI - Utilizzato per comunicare con VMware ESXi.

* Modulo Windows PowerShell: utilizzato per comunicare con Microsoft Hyper-V.

| firewall devono abilitare il traffico sulle seguenti porte:

Porta

443

443

Protocoll Fonte

o

TCP Nodo del toolkit di
spostamento

TCP Nodo del toolkit di
spostamento

Destinazione

VMware vCenter

Nodi VMware ESXi

Scopo

Inventario VMware

Dipendenza Invoke-
vmscript (instradata)



Porta Protocoll Fonte
o

443 TCP Nodo del toolkit di
spostamento

443 TCP Nodo del toolkit di
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5985/5986 HTTP Nodo del toolkit di
spostamento

Versioni supportate per NetApp Shift Toolkit
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Sistema ONTAP

Host Hyper-V

Scopo

Inventario target

Accesso ONTAP

WinRM

Verificare che i sistemi operativi guest Windows e Linux, la versione ONTAP e gli
hypervisor siano supportati da NetApp Shift Toolkit.

Sistemi operativi guest VM supportati

Shift Toolkit supporta i seguenti sistemi operativi guest Windows e Linux per la conversione delle VM.

Sistemi operativi Windows
* Windows 10

* Windows 11

* Windows Server 2016
* Windows Server 2019
* Windows Server 2022
* Windows Server 2025

Sistemi operativi Linux
e CentOS Linux 7.x

» Alma Linux 7.x

* Red Hat Enterprise Linux 7.2 o successivo
* Red Hat Enterprise Linux 8.x

* Red Hat Enterprise Linux 9.x

Ubuntu 2018

» Ubuntu 2022

» Ubuntu 2024

* Debian 12

» SUSE Linux Enterprise Server 12
» SUSE Linux Enterprise Server 15

@ CentOS Linux e Red Hat Enterprise Linux versioni 5 e 6 non sono supportati.



Windows Server 2008 non & ufficialmente supportato. Tuttavia, il processo di conversione
potrebbe funzionare e alcuni clienti sono riusciti a convertire con successo le VM Windows

@ Server 2008. Dopo la migrazione, aggiornare manualmente l'indirizzo IP, poiché la versione di
PowerShell utilizzata per 'automazione dell’assegnazione degli IP non € compatibile con
Windows Server 2008.

Versioni ONTAP supportate

Shift Toolkit supporta ONTAP 9.14.1 o versioni successive.

Hypervisor supportati

Shift Toolkit supporta le seguenti piattaforme hypervisor per la migrazione e la conversione delle VM.

Nella versione attuale, la migrazione end-to-end delle macchine virtuali € supportata solo con
Hyper-V, VMware, OpenShift, Oracle Virtualization. Per le destinazioni KVM & supportata solo la
conversione del disco.

VMware vSphere
Il toolkit Shift € convalidato per vSphere 7.0.3 o versioni successive.

Microsoft Hyper-V
Il toolkit Shift & convalidato per i seguenti ruoli Hyper-V:

* Ruolo Hyper-V in esecuzione su Windows Server 2019
* Ruolo Hyper-V in esecuzione su Windows Server 2022

* Ruolo Hyper-V in esecuzione su Windows Server 2025

Red Hat OpenShift

Il toolkit Shift € convalidato rispetto a Red Hat OpenShift e OpenShift Virtualization con versione 4.17 e
successive.

Oracle Linux Virtualization Manager

Il toolkit Shift & convalidato rispetto alle seguenti versioni di Oracle Linux Virtualization Manager:

* Oracle Linux Virtualization Manager 4.5 o versione successiva

» L’host Oracle Linux Virtualization Manager deve avere installato ovirt-engine-4.5.4-1.el8 RPM o versione
successiva

KVM

Per le destinazioni KVM, Shift Toolkit supporta solo la conversione del formato del disco (da VMDK a QCOW2
o RAW). | dettagli della connessione hypervisor non sono richiesti quando si seleziona KVM dal menu a
discesa della destinazione. Dopo la conversione, utilizzare i dischi QCOW?2 per eseguire il provisioning delle
VM su piattaforme basate su KVM.

Installa Shift Toolkit



Prepararsi all’installazione di NetApp Shift Toolkit per I’archiviazione ONTAP

Preparati a installare NetApp Shift Toolkit assicurandoti che il tuo ambiente soddisfi i
prerequisiti e selezionando il pacchetto di installazione appropriato per il tuo scenario di
distribuzione.

Prima di iniziare
Verifica che il tuo ambiente soddisfi i seguenti requisiti:

* Windows Server 2019, 2022 o0 2025
* Macchina virtuale dedicata per l'installazione di Shift Toolkit
» Connettivita di rete tra ambienti di origine e di destinazione

» Macchina virtuale in esecuzione su VMware vSphere o Microsoft Hyper-V

@ Installa Shift Toolkit su una VM dedicata per abilitare la gestione di piu hypervisor di origine e di
destinazione da un singolo server.
Seleziona un pacchetto di installazione

Shift Toolkit € disponibile in due pacchetti di installazione da "NetApp Toolchest™
Installatore online (~130 MB)

» Scarica e installa i prerequisiti da Internet durante l'installazione
* Richiede la connettivita Internet durante l'installazione

» Dimensioni del pacchetto piu piccole per un download piu veloce
Programma di installazione offline (~1,2 GB)

* Include tutti i prerequisiti inclusi nel pacchetto
* Supporta l'installazione su VM senza accesso a Internet
» Nessuna configurazione proxy richiesta

* Fornisce un maggiore controllo sul processo di installazione

<« v A » This PC » Downloads » NetApp Shift Toolkit (online)
Name i Date modified Type Size
v 3 Quick access
Desktop 5 @ NetApp Shift Toolkit (online) 4/29/2025 3:20 AM Application 136,712 KB
Utilizzare il programma di installazione offline per ambienti air-gapped o quando €& necessario il
controllo completo sul processo di installazione senza dipendenze esterne.

Requisiti per installare NetApp Shift Toolkit

Prima di installare Shift Toolkit, verificare che 'ambiente soddisfi i requisiti hardware, di
connettivita e di archiviazione ONTAP .


https://mysupport.netapp.com/site/tools/tool-eula/netapp-shift-toolkit

Requisiti hardware
Assicurarsi che il server Shift Toolkit soddisfi i seguenti requisiti hardware minimi:

« CPU: 4 vCPU
* Memoria: minimo 8 GB

* Spazio su disco: minimo 100 GB (900 MB disponibili per I'installazione)

Requisiti di connettivita
Verificare che siano soddisfatti i seguenti requisiti di connettivita:

« Shift Toolkit deve essere installato su un server Windows autonomo (fisico o virtuale)

* L’hypervisor e 'ambiente di archiviazione devono essere configurati per consentire a Shift Toolkit di
interagire con tutti i componenti

* Per le migrazioni Hyper-V, il server Shift, il server ONTAP CIFS e i server Hyper-V devono trovarsi nello
stesso dominio Windows Active Directory

» Sono supportati pit LIF per CIFS e NFS per 'uso con macchine virtuali di archiviazione (SVM) durante le
conversioni di VM

* Per le operazioni CIFS, le impostazioni dell'ora devono essere sincronizzate tra il controller di dominio
Windows e il controller di archiviazione ONTAP

Configurazioni di archiviazione ONTAP

Configurare i componenti di archiviazione ONTAP , tra cui SVM, qgtree e condivisioni CIFS, per supportare le
migrazioni di Shift Toolkit.

Crea un nuovo SVM (consigliato)

Sebbene Shift Toolkit consenta I'utilizzo di una SVM esistente, NetApp consiglia di creare una SVM dedicata
per le operazioni di migrazione.

La creazione di una nuova SVM offre i seguenti vantaggi:

* Isola le operazioni di migrazione dai carichi di lavoro di produzione
» Garantisce che I'SVM soddisfi i requisiti di Shift Toolkit senza modificare le configurazioni di produzione
« Semplifica la configurazione per le migrazioni bidirezionali tra VMware e Hyper-V

Utilizzare Storage vMotion per spostare le VM in un nuovo datastore NFSv3 designato sulla SVM dedicata

senza tempi di inattivita. Questo approccio garantisce che le VM migrate non risiedano sulla SVM di
produzione.

Utilizzare ONTAP CLI, NetApp PowerShell Toolkit o ONTAP System Manager per creare il nuovo SVM. Per i
passaggi dettagliati, fare riferimento alla documentazione ONTAP per "provisioning di un nuovo SVM" con
entrambi i protocolli NFS e SMB abilitati.

@ Per la migrazione bidirezionale tra VMware e Hyper-V, abilitare entrambi i protocolli NFS e SMB
su SVM e volumi forniti.


https://docs.netapp.com/us-en/ontap/smb-config/create-svms-data-access-task.html

Requisiti Qtree

Creare qgtree sul volume che ospitera le VM convertite. | Qtree separano e archiviano i file su disco convertiti in
base all’hypervisor di destinazione.

Stile di sicurezza per tipo di migrazione:

« ESXi a Hyper-V: stile di sicurezza NTFS (memorizza i VHDX convertiti)

* Hyper-V a ESXi: stile di sicurezza UNIX (memorizza i VMDK convertiti)

¢ Virtualizzazione da ESXi a OpenShift (QCOW?2): stile di sicurezza UNIX
+ ESXi a OLVM (RAW o QCOW2): stile di sicurezza UNIX

Source Hypervisar | Target Hypardsor Protocol Source Diestination
Wmara Hyper-y MFE ‘Wnlume {wk hMPE YD and SHB) D8 res with KTFSmac styls wEhin the same saurceniume
Hypesr-4 Whware o) ‘wilu s fwik b SHI ard WS w3 [0f e with UKIX sec siste within the same soucs alumes

WM man: e S MFZ ‘wholiif | WFE w3 Ry Tl e Wod Limhi 3 5 i PUC
Wmara Chacle'drenlizatisn NEE ‘Wl | WES I ||3".'!-|Ih Uik sec siyte within the same sourms volme

Shift Toolkit non verifica gli stili di sicurezza qtree. Crea qgtree con lo stile di sicurezza appropriato per
'hypervisor di destinazione e il formato del disco.

Per i passaggi dettagliati, fare riferimento a "Crea un gtree" nella documentazione ONTAP .

Dashboard
Insights
Add qgtree %
Storage s
Overview Name
Volumes Demogqtree
LUNs
= Volume
NVMe namespaces nimshxftstage G
Security sty'e NTFS, if converting to
Shares Hyper-V
e NTES 7 Unix - If qcnvaning Ig KVM
Buckets compatible hypervisors
using qcow2
Inherit security style from the volume
l§port policy considerations
Quotas UNIX
Storage VMs NTES
Mixed
Tier:
{_J AGad a new poticy
Network ~
[] configure quota (3
Events & jobs bt
Protection ~
Hosts ~
@ Il percorso di destinazione deve trovarsi sullo stesso volume della VM di origine.

Per OpensShift Virtualization, i file QCOW?2 convertiti possono essere facoltativamente
posizionati direttamente sul volume senza utilizzare un qtree. Per eseguire questa conversione,
utilizzare l'interfaccia utente grafica (GUI) o le API di Shift Toolkit.

Requisiti per le azioni CIFS

Per le migrazioni Hyper-V, creare una condivisione CIFS per archiviare i dati delle VM convertite. Sia la
condivisione NFS (VM di origine) sia la condivisione CIFS (VM convertite) devono risiedere sullo stesso


https://docs.netapp.com/us-en/ontap/nfs-config/create-qtree-task.html

volume.

Configurare la condivisione CIFS con le seguenti proprieta:

* Proprieta continuamente disponibile abilitata

SMB 3.0 abilitato (abilitato per impostazione predefinita)

« Criteri di esportazione per SMB disabilitati su SVM

» Autenticazione Kerberos e NTLMv2 consentita sul dominio

Per i passaggi dettagliati, fare riferimento a "Crea una condivisione SMB" nella documentazione ONTAP .
Selezionare la proprieta di disponibilita continua insieme ad altre proprieta predefinite.

Dashboard
Insights

Storage

Overview

Volumes

LUNs

NVMe namespaces

Consistency groups

Buckets
Qtrees
Quotas
Storage VMs

Tiers

Network
Events & jobs
Protection
Hosts

Cluster

Add share

Share name

Demotst

Folder name

/nimshiﬂstage/‘l ‘ | Browse

Description

4
Access permission
User/group User type Access permission [
Everyone Windows Full control
+ Add

Enable continuous availability

Enable this function to have uninterrupted access to shares

that contain Hyper-V and SQL Server over SMB

D Encrypt data while accessing this share
Encrypts data using SMB 3.0 to prevent unauthorized file
access on this share.


https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html

@ ONTAP crea la condivisione con I'autorizzazione di condivisione predefinita di Windows:
Tutti/Controllo completo.

Installa o aggiorna NetApp Shift Toolkit per I’archiviazione ONTAP

Installa o aggiorna NetApp Shift Toolkit dopo aver verificato che il tuo ambiente soddisfi i
requisiti di preparazione e i prerequisiti.

Installa Shift Toolkit
Scarica ed esegui il programma di installazione per configurare Shift Toolkit sul tuo server Windows.

Passi

1. Scarica il "Kit di strumenti per il cambio" pacchetto e decomprimilo.

10


https://mysupport.netapp.com/site/tools/tool-eula/netapp-shift-toolkit

Mostra esempio

Tools & Security > All Tools & Security > NetApp Shift Toolkit> Download

NetApp Shift Toolkit
Offline-Installer Online-Installer
i NetApp_Shift_Toolkit_offline_4.0.zip [1.27 GB| ! NetApp_Shift_Toolkit_online_4.0.zip [190.33 MB]

Update-Package

|

update_NetApp_ShiftToolkit_4.0.zip [634.94 MB]

2. Fare doppio clic sul file .exe scaricato per avviare I'installazione di Shift Toolkit.

Mostra esempio

« v & » ThisPC » Downloads » NetApp Shift Toolkit (online)
Name B Date modified Type Size
v 3 Quick access ® — — - — .
I Desktop - NetApp Shift Toolkit (online) 4/29/2025 3:20 AN Application 36,712KB
@ Durante linstallazione vengono eseguiti tutti i controlli preliminari. Se i requisiti minimi non
vengono soddisfatti, vengono visualizzati messaggi di errore o di avviso appropriati.

3. Selezionare il percorso di installazione o utilizzare quello predefinito e fare clic su Avanti.



Mostra esempio

@ Setup - Shift Toolkit version 4.0

Select Destination Location
Where should Shift Toolkit be installed?

[ E‘l Setup will install Shift Toolkit into the following folder.

To continue, click Next, If you would like to select a different folder, click Browse,

| :\Program Files\Shift Toolkit

At least 805.1 MB of free disk space is required.

[ e ]

Cancel

4. Selezionare I'indirizzo IP che verra utilizzato per accedere all’interfaccia utente di Shift Toolkit.

12
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Mostra esempio

@ Setup - Shift Toolkit version 4.0 X
Service Configuration
NetAppShift Service Setup
Please select or enter the IP address to be used for launching NetAppShift:
IP Address:

‘ 10.61,183.7 i \

Back [ et ][ conce

@ Se la VM ha piu schede di rete, il processo di configurazione consente di selezionare
l'indirizzo IP appropriato da un menu a discesa.

5. Esaminare i componenti richiesti che verranno scaricati e installati automaticamente, quindi fare clic su
Avanti.

Per il corretto funzionamento di Shift Toolkit sono richiesti i seguenti componenti obbligatori:

13



Mostra esempio

@ Setup - Shift Toolkit version 4.0

Installation Information
The following applications will be installed:

] MongoDB v7.0.12

[v] 7ava OpenJDK v1.8.0

[“]Powershell v7.4.5

[~] PowerShell Module: NetApp. ONTAP v9.16.1
7] Powershell Module: VMware,PowerCLI v13.3.0
] Powershell Module: PolicyFileEditor v3.0.1

pack [ Net || cancel |

6. Rivedere le informazioni sulla licenza Java OpenJDK GNU e fare clic su Avanti.

14




Mostra esempio

@ Setup - Shift Toolkit version 4.0 X
Adoptium Open]DK GNU License Information
Below is the GNU License for Adoptium OpenJDK:

You must accept these terms before continuing with the installation

The GNU General Public License (GPL) A
Version 2, June 1991

Copyright (C) 1989, 1991 Free Software Foundation, Inc.
51 Franklin Street, Fifth Floor, Boston, MA 02110-1301 USA

Everyone is permitted to copy and distribute verbatim copies of this license
document, but changing it is not allowed.

Preamble

The licenses for most software are designed to take away your freedom to share

and Fhanaa it Ru rantract Hha CNL Camnaral Dibklies | icanca ic intandad ba

(® 1 accept these terms and understand the privacy statement
(O 1do not accept these terms

ok [ Ne ][ cancd

7. Mantenere I'impostazione predefinita per la creazione di un collegamento sul desktop e fare clic su Avanti.

15



8.

16

Mostra esempio

@ Setup - Shift Toolkit version 4.0 X
Select Additional Tasks
Which additional tasks should be performed?

Select the additional tasks you would like Setup to perform while installing Shift Toolkit, then dick Next.

Shortcut
[V] Create a desktop shortcut

Fare clic su Installa per avviare I'installazione.




Mostra esempio

@ Setup - Shift Toolkit version 301

Ready to Install
Setup is now ready to begin instaling Shift Toolkit on your computer.

Click Install to continue with the installation, or dick Back if you want to review or change any settings.

Destination location:
C:Program Files\Shift Toolkit
Additional tasks:
Shortcut
Create a desktop shor teut

w0

9. Attendi il completamento dellinstallazione. Il programma di installazione scarica e installa tutti i componenti

necessari. Al termine, fare clic su Fine.

17



10. Accettare la richiesta del certificato autofirmato e fare clic su Avanti.

18

Mostra esempio

@ Setup - Shift Toolkit version 4.0

Installing

Please wait while Setup installs Shift Toolkit on your computer.

Extracting files. ..
C:\Program Files\Shift Toolkit\update-service.exe

®

Linstallazione puo richiedere 10-15 minuti.




Mostra esempio

@ Setup - Shift Toolkit version 4.0

Select SSL Certificate
What SSL Certificate should NetApp Shift Toolkit use?

You should obtain an official certificate, and it must be installed at <shift_directory>\storage\certs
The installer uses a self-signed certificate by default.

Select one of the following options:

@ Lse the pre-nstalled SSL certificate.

Upload a certificate.

[ ee ]

Il certificato autofirmato pud essere sostituito con un certificato di terze parti o generato da
(D una CA. Sostituisci il certificato nella cartella certs situata in <installation
directory>\Storage\Certs.

Risultato
Linstallazione di Shift Toolkit € completata.
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Mostra esempio

@ Setup - Shift Toolkit version 4.0

Completing the Shift Toolkit Setup
Wizard

Shift Toolkit has been successfully installed on your computer. You can
launch the application using the installed shortcuts, or by visiting:
https://10.61.183.7:3001

e [ oo

(D Per le VM senza accesso a Internet, il programma di installazione offline esegue gli stessi
passaggi, ma installa i componenti utilizzando i pacchetti inclusi nell’eseguibile.

Aggiorna il toolkit di spostamento

Gli aggiornamenti sono completamente automatizzati e possono essere completati con un solo clic.

Mostra esempio

[¥] Update X

Shift v2.2 (Running latest version)

Il servizio di aggiornamento di Shift Toolkit € in ascolto sulla porta 3002 ed esegue i seguenti passaggi:

1. Scarica il pacchetto di aggiornamento
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2. Arresta il servizio Shift Toolkit
3. Estrae i file e sovrascrive i file richiesti
4. Esegue l'aggiornamento utilizzando lo stesso indirizzo IP (mantenendo i metadati)

5. Reindirizza I'interfaccia utente all'interfaccia utente di Shift Toolkit in ascolto sulla porta 3001

Per distribuzioni senza connettivita Internet

Scarica manualmente il pacchetto di aggiornamento (il nome del file inizia con "update") da NetApp Toolchest
e posizionalo nella cartella designata C: \NetApp Shift.

Se non esiste, creare questo percorso di cartella. Tutti gli altri passaggi rimangono gli stessi della procedura di
aggiornamento online.

Mostra esempio

Tools & Security > All Tools & Security > NetApp Shift Toolkit > Download

. .
NetApp Shift Toolkit

Offline-Installer Online-Installer

4 NetApp_Shift_Toolkit_offline_4.0.zip [1.27 GB] # NetApp_Shift_Toolkit_online_4.0.zip [190.33 M8

Update-Package

|4=

update_NetApp_ShiftToolkit_4.0.zip [634.94 MB|

Configurare NetApp Shift Toolkit

Configurare Shift Toolkit per automatizzare la migrazione o la conversione delle VM.
Questo processo include I'aggiunta di siti di origine e di destinazione, la configurazione
dell'archiviazione, il raggruppamento delle VM in gruppi di risorse, la creazione di progetti
di migrazione e la pianificazione delle migrazioni.

Kit di strumenti Run Shift

* Utilizzando il browser, accedi all'interfaccia utente di Shift Toolkit inserendo http://<IP address
specified during installation>:3001

@ Per un’esperienza ottimale, utilizza Google Chrome o Internet Explorer.

 Accedi all'interfaccia utente utilizzando le credenziali predefinite come di seguito: Nome utente: admin
Password: admin
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M NetApp

& Shift Toolkit

Usermame

Password

©

Gli amministratori sono tenuti a modificare le proprie credenziali durante I'accesso iniziale.

Dopo la modifica obbligatoria della password, & possibile modificare anche le credenziali di

amministratore utilizzando I'opzione "Cambia password" dopo aver effettuato I'accesso alla
GUI.

©

M NetApp
) Shift Toolkit

Users are required to perform mandatory
password changes.

New Password

Confirm Password

Update Password

Una volta fatto, accetta 'EULA legale cliccando su "Accetta e continua"



LICENSE AGREEMENT FOR NETAPP, INC. TOOLS

This License Agreement (Agreerment) is a legal agreement between You either as an individual or as an suthodized representative of a business entity (hereafter refesred to as You and/ar Your), and Nethpp,
Inc. (NetApp). Netapp is willing to license to You the NetApp software product sccompanying this EULA, which includes, without limitation, computer software features, authorized updates and upgrades or
othar supplements to the software. images. music. text andior animations incorporated info the software, media, printed materials, or online or elecironic documentation, provided by NetApp or made
available for download (coliectively referrad to as the Sofware). Your downdoad, installation and/or use of the Software constitutes-acceptance of all of the terms stated herein. If You do not agree with all of
these terms, You must prompily retum the Software to NetApp or the authorized resslier from which You obiained the Software.

1. License Grant. Subject to payment of applicable fees, if any, and the Bmitations and restrichions set forth herein, NetApp and it hoensors grant 10 You a non-exchusive, non-transterable, worldwide,
limited, royalty-free license, without right of sublicense, to install snd use the Software, in accordance with the terms contained In the user documentation sccempanying the Software (the
Documentation). Use of the Software outside the scope of the Documentation ks unautherized and shall constitute a material breach of this EULA. Netapp's licensors shall be a direct and intended third
party beneficiary of this EULA and may enforce their rights directly against You in the event of Your breach of this EULA. The Softwate is licensed, not sold. 1o You,

2. Licenze Restrictions,

2.1 Siandard Uge Resirictiong, Subject 1o any expeess restrictions contained within the Documentation, You shall not nor shall You allow any third party to: (3) decompile, disassemble, decrypt, extract, or
atherwise reverse engineer or attempt 1o reconsiruct or discover any source code of underlying ideas, algorithmes, or fille formats of, or of any components used in the Software by any means whateves
(b} remove or conceal any product identification, copyright, patent or other notices contained in or on the Software or Documentation; (c) electronscally transmit the Software from one computer to
another or over a network; [d) use any locked or restricted feature. function, service, application, protocol operation, or capability without first purchasing the applicable license{s) and/or obtalning a
vafid license enablement key from NetApp, even if such feature, function, service. application, protocol. operation of capability is technically achievable without a key; () sell, lease, rent, lend. sublicense.
distribute or otherwise transfer in whole of In pan the Software or the applicable license enablement kiry 10 anothet party o to a different storage controller of cluster: of {f) modify the Software,
incorporate it into or with other software, or create a dervative work of any part of the Software. Your modification of the Software will breach this EULA, and such derivative work is and shall be owned
entirely by NetApp ar its Brensors. You hereby assign and agree to assign to NetApp of the licensor of the Softwane all right, title and interest in and to said derbvative work. You acknowledge that the
Software is not designed, licensed or intended for use in the design. construction, operation or maintenance of any nuckar facility, sircraft operation, air traffic control of life support system. NetApp
disclaims any express or implied warranty of fitness for such uses. If You use the Software for such applications. You agree to indemnily, defend and hoid NetApp and its licensors harmless from all
clains, actions, losses, [labilities, damages, costs and expenses (inchuding attomey fees) ansing out of or relating 1o such prohibited uses. You agree 1o use Software which NetApp has embedded in the
NetApp equipment (Embedded Soltware) solely as embedded in, and lor execution an, NetApp equipment You originally purchased from NetApp or its authorized resellers.
2.2 Support. NetApp and its licensors are under no obligation to support the Software or to provide You with updates, unless otherwise agreed in writing by an suthorized representative of Nethpp and
only for the current veriion of the Software available for download, If NetApp, at its sole option, supplies updates to You, the updates will be considered part of the Software, and subject to the terms of
this EULA.

3. Intailectual Proparty Rights, The Software is protected by intellectual property and copyright laws and treaties worldwide and may contain trade secrets of NetApp or its licensors, wha have and

@ = s

Configurazione del toolkit di spostamento

Una volta configurati correttamente I'archiviazione e la connettivita agli hypervisor di origine e di destinazione,
€ possibile iniziare a configurare Shift Toolkit per automatizzare la migrazione o la conversione delle macchine
virtuali nel formato appropriato, sfruttando la funzionalita FlexClone .

Aggiungi siti

Il primo passo & scoprire e aggiungere i dettagli dell’hypervisor di origine e di destinazione (sia hypervisor che
storage) al toolkit Shift. Apri Shift Toolkit in un browser supportato, utilizza il nome utente e la password
predefiniti e fai clic su "Aggiungi siti".
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N NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

Shift Toolkit (Shift)

o El 7 a 130 oz ° 2

The NetApp Shift toolkit is an easy-to-use, graphical user interface (GUI) solution that m ) H E reoen — -

migrates virtual machines (VM) between different hypervisors and convert virtual disk

formats. The toolkit manages the creation and configuration of destination VMs, SaAm— — e i v 1
71 as

Shift toolkit provides flexibility in a multi-hypervisor environment by supporting z = e

migration between the following hypervisors: ._.
+ VMware ESXi to Microsoft Hyper-V m = - =
* Microsoft Hyper-V to VMware ESXi - "
* VMWare ESXi to Oracle Linux Virtualization Manager (OLVM) et
* VMWare ESXi to Red Hat OpenShift e

find
i
¥
i

i

Shift toolkit supports disk-level conversions of virtual disks between hypervisors for the
following disk formats: - f——
o VMware ESX to Microsoft Hyper-V (virtual machine disk [VMDK] to virtual hard disk ' Do o e e
format [VHDX)) s —— fre— [
* VMware ESX to KVM compatible hypervisors (VMDK to qcow2) i e o
* VMware ESX to KVM compatible hypervisors (VMDK to RAW)
* Microsoft Hyper-V ta VMware ESX (VHDX to VMDK)

Shift toolkit reduces virtualization costs with VM portability and is offered free from
NetApp.

CD | siti possono essere aggiunti anche tramite 'opzione Scopri.
Aggiungere le seguenti piattaforme:

Fonte
* Dettagli del sito di origine
> Nome del sito: fornisci un nome per il sito
o Hypervisor: seleziona VMware o Hyper-V come origine
> Posizione del sito: seleziona I'opzione predefinita

o Connettore: seleziona la selezione predefinita

Una volta compilato, fare clic su Continua.
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I NetApp @ Shift Toolkit | Dashboard Discover Resource Groups Blueprints Job Monitoring

Add New Site v Site Type o Site Details ; Hypervisor Details 4 Storage Details x

Source Site Details

Site Name

SRCDemo

Hypenvisor

| Hyper-V

Vidware

Hyper-V

Connector

default-connector

incoaee

» Se la selezione &€ VMware, immettere i dettagli del vCenter di origine.
o Endpoint: immettere I'indirizzo IP o il nome di dominio completo del server vCenter
> Nome utente: nome utente per accedere a vCenter (in formato UPN: nomeutente@dominio.com)
o Password vCenter: password per accedere a vCenter per eseguire I'inventario delle risorse.
o vCenter SSL Thumbprint (facoltativo)
» Se la selezione & Hyper-V, immettere i dettagli di Hyper-V di origine.

o Endpoint: immettere l'indirizzo IP o il nome di dominio completo degli host autonomi o dell’endpoint del
cluster di failover.

o Nome utente Hyper-V: nome utente per accedere a Hyper-V (in formato di accesso di livello inferiore
(dominio\nome utente) o UPN)

o Password Hyper-V: password per accedere a Hyper-V per eseguire I'inventario delle risorse.
Select “Accept Self signed certificate” and click Continue.

» Credenziali del sistema di archiviazione ONTAP
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i NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

Add New Site (J Site Type (<) site Details |;\ Hypervisor Details o Storage Details x

Source Storage Details

Storage Endpoint

10.61.180.100

Storage Username

admin

Storage Password

Accept self-signed certificates

[:W ‘ _

Una volta aggiunto, Shift Toolkit eseguira una rilevazione automatica e visualizzera le VM insieme alle
informazioni sui metadati rilevanti. Shift Toolkit rilevera automaticamente le reti e le VLAN utilizzate dalle VM e
le popolera.

Se vengono apportate modifiche al sito di origine, assicurarsi di eseguire la scoperta per
@ recuperare le informazioni piu recenti. Per farlo, clicca sui 3 punti accanto al nome del sito e poi
su "Scopri sito".

@ L'inventario delle VM viene aggiornato automaticamente ogni 24 ore.

N NetApp 6 Shift Toolkit | Dashbosrd | Discover | ResourceGroups | Biueprints | Job Monitoring

Site Type
! @ ! & ! 1 0
Site vCenter Datastore Source Destination

SiteName = | SiteType = | Llocation = | Hypervisor - | Virtual Envirorl Storage = | VMUt

DemoSrc Source On Prem VMware 1 1 v . 17221156110 () Success (

Site Details

New Rescurce Group
Add vCenter Environment
Add Storage Environment

Delete Site

Per visualizzare i dati di individuazione per un hypervisor di origine specifico, andare alla dashboard, fare clic
su "Visualizza elenco VM" accanto al nome del sito appropriato. La pagina visualizzera I'inventario delle VM
insieme ai relativi attributi.
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M NetApp @) Shift Toolkit Dashboard Discove Resource Groups Blueprints Job Monitoring

Back
VM List

Site: DemoSrc | vCenter: 172.21,156.110

VM Pratection
=
7 [ﬁ‘] 36 o 0 36
Datastores Virtual Machines .
Protected Unprotected

36 e a

VM Name % | VM Status VM State DataStore 2| €PU 2 | Memory (Used | Provisioned) 2 | Capacity (Used | Allo
TVMO1-U18 Mot Protected (1) Powered Off TME_NestedESXi_D... 2 0GH|26GB
TVMO1-W2K22 U Not Protected () Powered Off NestedESXi_DSO1 2 0GH|4G8
TVMO1-RHELO2 ' Not Protected (1) Powerad On nimravDs001 1 0GB|26GB
TVMO1-W2K19 ) Not Protected () Powered On nimravDS001 2 0GB |4G8
TVMO1-Cent10 0 Not Protected (1) Powered Off nimravDS001 1 068|268

Il passo successivo € aggiungere I'hypervisor di destinazione. Per aggiungerlo, clicca su “Aggiungi nuovo sito”
e seleziona “Destinazione”.

Destinazione
I NetApp @ Shift Toolkit | Dashboard or | ResourceGroups | Bieprints | JobMonitoring
Add New Site @ sitetype  (2) SteDewaits  (3) HypervisorDetails () Storage Details %
Site Type

= | O

Source Destination

* Dettagli del sito di destinazione
> Nome del sito: fornisci un nome per il sito
o Hypervisor: scegli la piattaforma di destinazione appropriata tra le seguenti opzioni:
= VMware
= Hyper-V
= OpenShift
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= OLVM
= KVM (solo conversione)
o Posizione del sito: seleziona I'opzione predefinita

o Connettore: seleziona la selezione predefinita

Una volta compilato, fare clic su Continua.

M NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

Add New Site ; Site Type o Site Details ! Hypervisor Details

|Destination Site Details

Site Name

Dest-vmw

Hypervisor

Viware

Hyper-V

KVM (conversion only)

default-connector

SRV J

In base alla selezione dell’hypervisor, compilare i dettagli necessari.

» Dettagli dell’hypervisor di destinazione
o Indirizzo IP dell’endpoint o FQDN del rispettivo gestore dell’hypervisor

o Nome utente: nome utente per I'accesso (in formato UPN: nomeutente@dominio.com o
dominio\amministratore) Password: password per 'accesso per eseguire l'inventario delle risorse.

Selezionare "Accetta certificato autofirmato”.

» Una volta fatto, clicca su "Crea sito"

@ Il sistema di archiviazione di origine e di destinazione deve essere lo stesso, poiché la
conversione del formato del disco avviene a livello di volume e all’'interno dello stesso volume.
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N NetApp !@ Shift Toolkit Dashboard Discovel Resource Groups Blueprints Job Monitoring

Site Type

B: @1, e

1 1
Source Destination

DemoDest Destination On Prem Hyper-V 1 1

DemoSrc Source Cn Prem VMware 1 1 View VM List ) * 17221.156.110 \\3_: Success

Il passaggio successivo consiste nel raggruppare le VM richieste nei rispettivi gruppi di migrazione come
gruppi di risorse.

Raggruppamenti di risorse

Una volta aggiunte le piattaforme, raggruppa le VM che desideri migrare o convertire in gruppi di risorse. |
gruppi di risorse del toolkit Shift consentono di raggruppare un set di VM dipendenti in gruppi logici che
contengono i rispettivi ordini di avvio e ritardi di avvio.

@ Prima di creare i gruppi di risorse, assicurarsi che i Qtree siano predisposti (come indicato nella
sezione dei prerequisiti).

Per iniziare a creare gruppi di risorse, fare clic sulla voce di menu "Crea nuovo gruppo di risorse".

1. Accedi ai gruppi di risorse, clicca su "Crea nuovo gruppo di risorse".

N NetApp @ Shift Toolkit | Dashboard Discover Resource Groups Blueprints Job Monitoring

Resource Group E Site Q vCenter Virtual Machine
0 Resource Group Q £ Create New Resource Group

2. Nel "Nuovo gruppo di risorse", seleziona il sito di origine dal menu a discesa e fai clic su "Crea"
3. Fornire i dettagli del gruppo di risorse e selezionare il flusso di lavoro. Il flusso di lavoro offre due opzioni

a. Migrazione basata su cloni: esegue la migrazione end-to-end della VM dall’hypervisor di origine
all’hypervisor di destinazione.

b. Conversione basata su clonazione: esegue la conversione del formato del disco nel tipo di hypervisor
selezionato.
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MiNetApp % Shift Toolkit | Dashboard

Create Resource Group @ Resource Group Details  (2) Select Virtual Machines  (3) Destination Details 4) Boot order and Delay x

Resource Group Details

Resource Group Name

DemoRG

Workfiow

Clone based Migration
NetApp ONTAP (NFS/CIFS)

Clone based Conversion
NetApp ONTAP (NFS/CIFS)

4. Clicca su “Continua”

5. Selezionare le VM appropriate utilizzando I'opzione di ricerca. L'opzione di filtro predefinita € "Datastore”.

Spostare le VM da convertire o migrare in un datastore designato su un SVM ONTAP

(D appena creato prima della conversione. Cid consente di isolare il datastore NFS di
produzione e il datastore designato pud essere utilizzato per lo staging delle macchine
virtuali.

Per 'ambiente OpenShift, i VMDK devono essere riposizionati nei volumi corrispondenti per

@ replicare la struttura PVC (Persistent Volume Claim) utilizzando il driver di archiviazione
NAS ONTAP . Nelle versioni future saranno incorporati ulteriori miglioramenti per sfruttare il
driver economico ONTAP NAS.

M NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitosing

Create Resource Group {‘f‘! Resource Group Details o Select Virtual Machines .3) Destination Details "E‘J Boot order and Delay x

Select Virtual Machines

nimravDS001
nimravDS001
T vms Q
nimravivmtst
[ ] Virtual Machine Datasto Vachine Datastore
NimRavSMBTest D501
TVMO1-RHEL92 nimravDS001
TVMO1-W2K19 nimravD$001 b
TVMO1-Cent10 nimravDS001
TVMO3-W2K22 nimravD5001 ‘
nim_demowin10 nimravDS001
STK-W2K19VMO1 nimravD5001
STK-U18VMO1 nimravDS001
Previous Continue
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M NetApp

In questo contesto, il menu a discesa dei datastore mostrera solo i datastore NFSv3. Gli
archivi dati NFSv4 non verranno visualizzati.

@ Shift Toolkit Dashboard Discover Ry ps Blueprints Job Monitoring

Create Resource Group (%) Resource Group Details ~ (E)) Select Virtual Machines () Destination Details 4) Boot order and Delay x

Select Virtual Machines

Datastore
nimavDS001

5 vms Q 2 Selected VMs Q
S

TVMO1-RHEL92 nimravDS001 STK-W2K19VMO1 nimravD5001

TVMO1-W2K19 nimravDS001 ’ STK-U18VMO1 nimravDSO01

TVMO1-Cent10 nimravDS001

TVMO3-W2K22 nimravDS001 ‘

nim_demowin10 nimravDS001

[ ] I

6. Aggiorna i dettagli della migrazione selezionando "Sito di destinazione", "Voce hypervisor di destinazione"
e "Datastore su Qtree" o mappatura della classe di archiviazione.

M NetApp

% Shift Toolkit | Dashboard | Discover | Resc s | Blueprints | Job Monitoring

© ©

Create Resource Group () Resource Group Details (~) Select Virtual Machines o Destination Details 4) Boot order and Delay x

Migration Details

Destination Site

DemoDest

Destination Hyper-V

10.61.184.170

Datastore -> Qtree Mapping

Source Destination QTree
nimravDS001 — nimshift
——

Assicurarsi che il percorso di destinazione (in cui sono archiviate le VM convertite) sia
impostato su un gtree durante la conversione delle VM. Impostare il percorso di
destinazione sul qtree appropriato.

E possibile creare piu gtree e utilizzarli per archiviare i dischi VM convertiti.

Le macchine virtuali possono essere eseguite su datastore distribuiti e Shit Toolkit le rilevera
automaticamente; tuttavia, per ogni volume dovrebbe essere mappato un gtree.
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Possibilita di migrare VM con VMDK distribuiti su piu volumi. L'interfaccia utente del toolkit Shift seleziona
automaticamente tutti i volumi distribuiti che fanno parte di una VM o delle VM selezionate per quello
specifico RG. Verranno elencati tutti i volumi nella pagina RG in cui eseguiamo il mapping datastore-gtree.

Discover

@ Shift Toolkit

N NetApp Dashbaard

Blueprints

Job Monitoring

Create Resource Group

rtual Machines () Destination Details () Boot order and Delay

Migration Details

Destination Site

DemoDest

Destination Hyper-V

Datastore -> Qtree Mapping

OSDisk_250624 == Y
RHO_Disk03.250624 (maeiz) —>
RHO_Disk01_250624 (= =5
RHO_DiskD2 250624 (waesz) —

Shift toolkit automatically discovers each
VMDK in this case is residing on different
ONTAP NFSv3 volume

7. Selezionare l'ordine di avvio e il ritardo di avvio (sec) per tutte le VM selezionate. Imposta I'ordine della
sequenza di accensione selezionando ogni macchina virtuale e impostandone la priorita. 3 & il valore
predefinito per tutte le macchine virtuali. Le opzioni sono le seguenti: 1 — La prima macchina virtuale ad
accendersi 3 — Predefinito 5 — L'ultima macchina virtuale ad accendersi

Dashboard Discover R

&% shift Toolkit

N NetApp

Create Resource Group

2 vMs

(~) Resource Group Details

Blueprints Job Monitoring
(%) Select Virtual Machines (<) Destination Details © 8oot order and Delay X
Boot order and Delay
Q

STK-W2K19VMO1

STK-U18VMO1

8. Fare clic su "Crea gruppo di risorse".
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M NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

: . : &
Resource Group Site vCenter Virtual Machines

DemoRG Demesre 17221.156.110 Migration () Cconfigured

I () Resource group registered *

Nel caso in cui sia necessario modificare il gruppo di risorse per aggiungere o rimuovere
@ macchine virtuali, utilizzare questa opzione accanto al nome del gruppo di risorse e
selezionare "Modifica gruppo di risorse".

Progetti

Per migrare o convertire macchine virtuali € necessario un piano. Selezionare le piattaforme hypervisor di
origine e di destinazione dal menu a discesa e scegliere i gruppi di risorse da includere in questo progetto,
insieme al raggruppamento delle modalita di accensione delle applicazioni (ad esempio controller di dominio,
quindi livello 1, quindi livello 2, ecc.). Spesso vengono anche chiamati piani di migrazione. Per definire il
progetto, vai alla scheda "Progetti" e clicca su "Crea nuovo progetto".

Per iniziare a creare un progetto, fare clic su "Crea nuovo progetto".

1. Accedi a Blueprints, clicca su "Crea nuovo Blueprint".

N NetApp @ Shift Toolkit = Dashboard | Discover | ResourceGroups | Blueprints | Job Monitoring

Source Details Destination Details
Blueprint Resource Groy
E B8 ) B
Sites vCenters Sites
¢ — Q < _
Name -} Active Site Status Compliance Source Site — Destination Site s

2. Nel "Nuovo progetto", fornire un nome per il piano e aggiungere i mapping host necessari selezionando
Sito di origine > vCenter associato, Sito di destinazione e hypervisor associato.

3. Una volta completate le mappature, selezionare la mappatura del cluster e dell’host. Nell'esempio
seguente, Hyper-V &€ mostrato come destinazione. L'opzione hypervisor visualizzata variera in base al sito
di origine selezionato.
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A
M NetApp B shift Toolkit | Dashboard | Discover | ResourceGroups | Blucprinis | JobMonitoring

Create New Blueprint o Plan and Site Details ( E'E Sedect Resource Groups (E‘ Set Execution Order 1 Set VM Details iEI"' Schedule X

Blueprint Details

Bluepnnt Name
DemoBP
Resource Mapping
Source Site Destination Site
Demoste - DemoDest
Source vCenter Destination Hyper-V
17221156110 - 10.61.184.170

Cluster and Host Mapping

No more Source/Destination cluster resources available for mapping

NimRav-Cluster01 HVHOSTNO1 Delete

l

4. Seleziona Dettagli gruppo risorse e clicca su “Continua”

M NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

Create New Blueprint (%) Plan and Site Details () Select Resource Groups  (3) Set Execution Order  (4) SetVMDetails  (5) Schechle
Select Resource Groups

0 Unselected Resource Groups Q 1 Selected Resource Groups Q

Resource Group Name Woerkflow Resource Group Name Workflow
m DemoRG Migration

.

5. Imposta I'ordine di esecuzione per il gruppo di risorse. Questa opzione consente di selezionare la
sequenza delle operazioni quando sono presenti pit gruppi di risorse.

6. Dopo aver completato i passaggi precedenti, seleziona Mappatura di rete e assegnala alla mappa di rete
appropriata. Assicurarsi che gli switch virtuali, i profili di rete o gli operatori siano gia predisposti
sull’hypervisor di destinazione.
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M NetApp

&3 shift Toolkit

Dashboard Discover Resource Groups

M NetApp

Create New Blueprint

(©) Planand Site Detaits () Select Resource Groups () Set Execution Order  (4) SetVMDewils  (5) Schedule X

Select Execution Order

Resource Group Name Execution Order )

DemoRG 3

Network Mapping

Target | Test
No more Source network resources available for mapping
Source Resource Destination Resource
VM_PG3412 IPaddr1 Delete

Datastore Mapping

nimravDS001 nimravDS001 nimshift

Per la migrazione di prova, la selezione predefinita € "Non configurare la rete" e Shift Toolkit
non esegue I'assegnazione dell’indirizzo IP. Una volta convertito il disco e acquistata la
macchina virtuale sul rispettivo lato hypervisor, assegnare manualmente gli switch di rete a
bolla per evitare qualsiasi collisione con la rete di produzione.

& shift Toolkit
¢

Dashboard

Create New Blueprint

(%) Plan and Site Detaits ) Select Resource Groups () Set Execution Order 4) Set VM Details 5) Schedule x

Select Execution Order

Resource Group Name Execution Order )

DemoRG 3

Network Mapping

Target Test

® Do not Configure

Source Resource Destination Resource

7. In base alla selezione delle VM, le mappature di archiviazione verranno selezionate automaticamente.

®

Assicurarsi che il gtree sia stato predisposto in anticipo e che siano state assegnate le
autorizzazioni necessarie affinché la macchina virtuale possa essere creata e accesa.
NOTA: nel caso di OpenShift, i PVC vengono creati utilizzando Trident CSl e non &
necessario pre-creare qtree.

8. Nei dettagli della VM, fornire I'account di servizio e credenziali utente valide per ciascun tipo di sistema
operativo. Viene utilizzato per connettersi alla macchina virtuale per creare ed eseguire determinati script
necessari per rimuovere gli strumenti VMware ed eseguire il backup dei dettagli di configurazione IP.

a. Per i sistemi operativi basati su Windows, si consiglia di utilizzare un utente con privilegi di
amministratore locale. E possibile utilizzare anche le credenziali di dominio, ma prima della
conversione & necessario assicurarsi che sulla macchina virtuale sia presente un profilo utente,
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altrimenti le credenziali di dominio non funzioneranno, poiché cercheranno I'autenticazione del dominio
in assenza di una rete connessa.

b. Nel caso di VM guest basate su distribuzione Linux, fornire un utente in grado di eseguire comandi
sudo senza password, ovvero I'utente dovrebbe far parte dell’elenco sudoers o essere aggiunto come
nuovo file di configurazione alla cartella /etc/sudoers.d/.

nNetApp G ShiftToolkit | Dashbosd | Discover | FesoureGroups | Bhueprints | JobMontoing
Create New Blueprint (2) Plonsnd Site Detaits () Select Resource Groups  (2) Setbxecution Order () Set VM Detaits  (3) Schedule
Service Account (=)
os Usemame Password
Linux wot e @
Windows administrator  sessse @
IP Config
Do Not Configure O Retain IP A N DHCP

Resource Group : DemoRG

STK-U1BVMO1 2 2048 17221.15633 L 2 [ -]

STE-W2K19VMO1 2 40%6 1722115634 3 -]

Nella versione piu recente, Shift Toolkit ha introdotto una maggiore flessibilita nella preparazione delle
macchine virtuali. Per impostazione predefinita, il toolkit automatizza la preparazione della VM
distribuendo script specifici del sistema operativo per: * Rimuovere VMware Tools * Eseguire il backup
delle impostazioni IP per la riassegnazione in base al Blueprint selezionato

+ Grazie al nuovo miglioramento, gli utenti possono ora ignorare le attivita prepareVM predefinite,
consentendo di eseguire script personalizzati per la preparazione manuale della VM, inclusa
I'assegnazione di IP. Cid garantisce un maggiore controllo per gli ambienti con requisiti di configurazione o
conformita specifici.

9. Di nuovo, in Dettagli VM, seleziona I'opzione di configurazione IP pertinente. Per impostazione predefinita,
e selezionata I'opzione "Non configurare".
a. Per migrare le VM con gli stessi IP dal sistema di origine, selezionare "Mantieni IP".
b. Per migrare le VM utilizzando IP statici nel sistema di origine e assegnare DHCP alle VM di
destinazione, selezionare "DHCP".

Per il corretto funzionamento di questa funzionalita, assicurarsi che siano soddisfatti i seguenti requisiti:

= Assicurarsi che le VM siano accese durante la fase prepareVM e fino all’orario di migrazione
pianificato.

Per le VM VMware, assicurarsi che VMware Tools sia installato.

Per Hyper-V come hypervisor di origine, assicurarsi che i servizi di integrazione siano abilitati e
configurati.

Per OLVM e OpenShift come hypervisor di destinazione, assicurarsi di montare il file ISO virtlO
sulle VM Windows.

= Assicurarsi che lo script di preparazione venga eseguito sulla macchina virtuale di origine da un
account con privilegi di amministratore sul sistema operativo Windows e con privilegi sudo senza
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opzione password sul sistema operativo di distribuzione basato su Linux per creare cron job.

10. Il passaggio successivo € la configurazione della VM.

o

o

o

o

o

Facoltativamente, & possibile ridimensionare i parametri CPU/RAM delle VM, il che pud essere molto
utile per il ridimensionamento.

Sostituzione dell’ordine di avvio: modifica anche 'ordine di avvio e il ritardo di avvio (sec) per tutte le
VM selezionate nei gruppi di risorse. Questa € un’opzione aggiuntiva per modificare I'ordine di avvio se
sono necessarie modifiche rispetto a quanto selezionato durante la selezione dell’ordine di avvio del
gruppo di risorse. Per impostazione predefinita, viene utilizzato I'ordine di avvio selezionato durante la
selezione del gruppo di risorse; tuttavia, & possibile apportare modifiche in questa fase.

Accensione: deselezionare questa opzione se il flusso di lavoro non deve accendere la macchina
virtuale. L'opzione predefinita € ON, il che significa che la VM sara accesa.

Rimuovi gli strumenti VMware: Shift Toolkit rimuove gli strumenti VMware dopo la conversione. Questa
opzione € selezionata per impostazione predefinita. Questa opzione pud essere deselezionata se si
prevede di eseguire script personalizzati del cliente.

Generazione: il toolkit Shift utilizza la seguente regola pratica e imposta per impostazione predefinita
quella appropriata: Gen1 > BIOS e Gen2 > EFI. Per questa opzione non & possibile effettuare alcuna
selezione.

Mantieni MAC: & possibile mantenere I'indirizzo MAC delle rispettive VM per superare le difficolta di
licenza per le applicazioni che si basano su MAC.

Sostituzione dell’'account di servizio: questa opzione consente di specificare un account di servizio
separato se non € possibile utilizzare quello globale.

2 VMs Q

Resource Group : DemoRG

Gen 1
STK-U18VMO1 2 2048 172.21.156.33 3 Gen 2 -]
en

1
STK-W2K19VMO1 2 4096 17221.156.34 3 2:: s a

11. Fare clic su "Continua".

12. Nel passaggio successivo, pianifica la migrazione selezionando la casella di controllo per impostare la data
e l'ora. Assicurarsi che tutte le macchine virtuali (VM) siano preparate e spente prima della data pianificata.
Una volta fatto, clicca su "Crea progetto".
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1 NetApp @ Shift Toolkit Dashboard Discover Resource Groups

Create New Blueprint (Z) Planand Site Details. () Select Resource Groups Z) Setbrccution Onder  (2) SctVM Details () Schedule x
Schedule Migration

Blueprint Details
Blueprint Name: DemogP
Resource Groups: DemoRG
VMs: STK-W2K1VMO1

STK-U1BVMO1

& Schedule
Sarver Trmazore Amwca/les_Anges
Date: [ 01/05/2025 05:30 PM o]

Previous | Create Biueprint

Durante la pianificazione, scegli una data che sia almeno 30 minuti avanti rispetto all’orario
corrente di Shift VM. Cio serve a garantire che il flusso di lavoro abbia tempo sufficiente per
preparare le VM all'interno del gruppo di risorse.

13. Una volta creato il progetto, viene avviato un processo prepareVM che esegue automaticamente gli script
sulle VM di origine per prepararle alla migrazione

I NetApp @ Shift Toolkit | Dashboard Discover Resource Groups Blueprints Job Monitoring

Source Details Destination Details

& i L & @ A P

Sites vCenters Sites Hosts

DemobP (5 2 Source PrepareVM In Progress @ Mot Avaitabie Demosre DemoDest
2 “ k

Questo processo esegue uno script utilizzando il metodo invoke-VMScript per copiare gli script necessari
per rimuovere gli strumenti VMware ed eseguire il backup dei dettagli della configurazione di rete, tra cui
indirizzo IP, percorsi e informazioni DNS, che verranno utilizzati per mantenere le stesse impostazioni sulla
VM di destinazione.

a. Per i sistemi operativi basati su Windows, la posizione predefinita in cui vengono archiviati gli script di
preparazione ¢€ la cartella "C:\ NetApp".
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STK-W2K19VMO01 Enforce US Keyboard Layout || View Fullscreen | Send Ciri+Alt+Delete

Y
Home  Share  View 2]
Tools  View  Help
€ o 4[> _ThisPC > LocalDisk(cy + Netap & »
Name - Date modifie Type ze
Basidoad # Quick access
= AddressTypes
i Local Server B Desktop DNSServers M
i All servers 4 Oounload: Gateways
#§ File and Storage Services | Docemepts. PAddresses
= Pietures # | (8@ netspp preparesm
3 This PC [=] netapp_startup_script
B prepareVMScrgtWindow_ven- 1080
¥ Network & removeVmToolsTarget
SubnetMasks AN

b. Per le VM basate su Linux, la posizione predefinita in cui vengono archiviati gli script di preparazione &
/ NetApp e la directory /opt.

STK-U18VMO01 Enforce US Keyboard Layout | View Fullscreen | Send Cirt+Alt+Delete

Actlvities [ Terminal = Thu 21:05 3,00 O -

J*s root@tvmoO1-u18: /netapp &
File Edit Vie rch Terminal Help
me1-u

E e rne t 1ip_backup.txt nm.txt preMig pt v h routes_backup.txt

etapp#

Per una macchina virtuale sorgente Linux che esegue CentOS o Red Hat, il toolkit Shift

@ ¢ intelligente e installa automaticamente i driver Hyper-V necessari. Questi driver
devono essere presenti nella VM di origine prima della conversione del disco per
garantire che la VM possa avviarsi correttamente dopo la conversione.

@ Per informazioni dettagliate, fare riferimento a"Sistema bloccato in dracut dopo la
migrazione di una VM RHEL a Hyper-V" .

Una volta completato correttamente il processo prepareVM (come mostrato nello screenshot qui sotto),
le VM sono pronte per la migrazione e lo stato del blueprint verra aggiornato in "Attivo".

i NetApp D Shift Toolkit | Dashbond | Discover | ResourceGroups | Buepeinss | Job Moritoring L0 0 @

Back
Prepare VM Steps

Blueprint: DemoBP

1 NetApp @smt‘rooiklt Dashboard | Discover | ResourceGroups | Bhscprints | Job Monitoring LA B O @

B.. B 8 & B =
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La migrazione avverra ora all’'ora impostata oppure pud essere avviata manualmente cliccando
sull’opzione Migra.

Migrazione delle VM tramite Shift Toolkit

Migrare le VM utilizzando Shift Toolkit

Utilizzare Shift Toolkit per migrare le VM tra piattaforme di virtualizzazione. Il processo
prevede la preparazione delle VM, la conversione dei formati dei dischi e la
configurazione delle impostazioni di rete nel’ambiente di destinazione.

Migrazioni supportate

Shift Toolkit offre flessibilita negli ambienti multi-hypervisor supportando la migrazione bidirezionale tra i
seguenti hypervisor:

+ "Da VMware ESXi a Microsoft Hyper-V"

» "Da Microsoft Hyper-V a VMware ESXi"

« "Da VMware ESXi a Oracle Linux Virtualization Manager (OLVM)"

* "Virtualizzazione da VMware ESXi a Red Hat OpenShift"

Flusso di lavoro di migrazione

Dopo aver creato un progetto, &€ possibile avviare il processo di migrazione. Durante la migrazione, Shift Toolkit
esegue una serie di passaggi per convertire i formati dei dischi e creare macchine virtuali sull’host di
destinazione come definito nel progetto.

Shift Toolkit esegue i seguenti passaggi durante la migrazione:

1. Elimina gli snapshot esistenti per tutte le VM nel blueprint

. Attivare snapshot VM per il progetto all’origine

. Attiva Iistantanea del volume prima della conversione del disco
Clona e converti VMDK nel formato VHDx per tutte le VM

. Accendere le VM nel gruppo di protezione nella destinazione

. Registrare le reti su ogni VM

N o 0~ W N

. Rimuovere VMware Tools e assegnare indirizzi IP utilizzando script di attivazione o cron job a seconda del
tipo di sistema operativo

Suggerimenti e considerazioni sulla rete

Quando pianifichi la migrazione, tieni in considerazione i seguenti requisiti e comportamenti di rete. Shift
Toolkit copia automaticamente le impostazioni di rete dalle VM di origine e le riapplica alle VM migrate, ma la
denominazione dell’interfaccia e le configurazioni delle schede di rete possono variare tra i sistemi Windows e
Linux.

Requisito generale
* Assicurarsi che gli indirizzi IP statici siano disponibili e non assegnati a un’altra VM
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VM Windows

* Lo script di preparazione copia i dettagli della configurazione di rete (spazio degli indirizzi IP, indirizzo del
gateway, server DNS)

* Lo script di attivazione riapplica le impostazioni di rete durante la migrazione per una o piu schede di rete
in base alla mappatura del progetto

» Dopo la migrazione, Gestione dispositivi di Windows potrebbe visualizzare le informazioni sulla vecchia
scheda di rete precedente alla migrazione, che non influiscono sulla nuova scheda né causano conflitti IP.

» Aggiorna alla versione 4.0 per rimuovere automaticamente i dispositivi di rete orfani dal registro e da
Gestione dispositivi

VM Linux

* Lo script di preparazione copia i dettagli della configurazione di rete (spazio degli indirizzi IP, percorsi,
server DNS, nomi dei dispositivi di rete)

* Lo script identifica il tipo di rete della distribuzione Linux e applica le impostazioni IP di conseguenza
* Lo script di riassegnazione della rete & configurato come un cron job utilizzando crontab e attivato all’avvio

* Lo script riapplica le impostazioni di rete per una o piu schede di rete in base alla mappatura del progetto

Denominazione dell’interfaccia

* Le VM convertite possono avere nomi di interfaccia come eth0 O ensp0 invece dei nomi dell’interfaccia
sorgente (ad esempio, ens192 O ens33)

Lo script aggiorna i dettagli della configurazione di rete per abbinarli ai nuovi nomi di interfaccia

» Se vengono utilizzati nomi prevedibili con regole di corrispondenza udev appropriate e il nome
dell'interfaccia viene mantenuto sull’hypervisor di destinazione, lo script salta la configurazione di rete,
rimuove VMware Tools e riavvia la VM

@ Shift Toolkit consente di ignorare la preparazione della rete, consentendo agli amministratori di
eseguire script personalizzati per 'assegnazione di IP o altre configurazioni.

Meccanismi di rete supportati
* NetworkManager

* Netplan
« ifconfig

* malvagio

Shift Toolkit conserva gli indirizzi IP come specificato nel progetto.

Fasi della migrazione

Di seguito sono riportate le fasi di migrazione da seguire per migrare le VM utilizzando Shift Toolkit.

1. Preparare la VM: preparare le VM per la migrazione e verificare che tutti i prerequisiti siano stati
completati.

2. Migrazione e convalida: una volta completata la preparazione, migrare le VM VMware all’hypervisor di
destinazione.

Una volta completata la migrazione, verificare che le VM si avviino correttamente e che i dati siano stati
migrati correttamente.
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3. Test della migrazione: il test della migrazione simula la migrazione convertendo il VMDK nel formato
appropriato e creando VM utilizzando il file del disco virtuale convertito sul gtree.

La migrazione di prova non include la configurazione della mappatura di rete, che deve essere eseguita
manualmente su una rete di prova.

CD Shift Toolkit non modifica la VM di origine, fatta eccezione per la copia degli script necessari per
la preparazione della VM. Cid consente un rapido ripristino in caso di errori di conversione.

Eseguire una migrazione

Per avviare il flusso di lavoro di migrazione con la configurazione specificata nel progetto, fare clic su Migra.

M NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blucprints job Monitoring

Source Details Destination Details

B 1 a8 @ =1 -
Biueprints Resource Groups Sites vCentess Sites s

DemolP & @) Source @ Adhe ) inProgress DemoSre DemaDest Resource Groups ) G

Slueprint Detais
o Buaprim
Pregars VM
Tast Migrate
Run Complisnce

Una volta avviato, il flusso di lavoro si attiva e il processo di conversione segue i passaggi descritti per
registrare la VM. Se le VM all’interno del blueprint non vengono spente, Shift Toolkit richiede un arresto
regolare prima di procedere.

Confirm

Following VM('s) are not powered off:

STK-U18VMO1

STK-W2K19VM01

Cancel

@ NetApp consiglia di non attivare piu di dieci conversioni in parallelo dalla stessa origine alla
stessa destinazione.
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I NetApp éﬁ Shift Toolkit Dashboard Discover Resource Groups. Blueprints Job Mioniton:

Migrate Steps
Migration Plar: DemoB2

~ Deceting existing srapinots for all Vs in the setup (&) Success 3.4 Seconas O
~ Triggering VM 5napshots for resource grouds 3t source before diskc conwertion (i paralie! (3 Succast 30.2 Seconcs O
~ Triggering volume snagshots before dis () Suecess 5.2 Seconds O
v Powering off Vs in protection group - DemcRG - in target (paratie € Inprogren @
v Unregistering VM3 in target (in paralicl ¥ Intialized o
v Converting VDK gisks to VHOX format for il Vids (n parades ¥ Intisized 0]
v Registering VM3 [in paradie ¥ Intialized @
v Powering on VMs in protection group - DEmoRG - in target (in parate ¥ Intiaiized -0
~ Registering Networks (in paraliei} ¥ Intislized -@

La conversione di VMDK in qualsiasi formato di file avviene in pochi secondi, rendendo questa I'opzione piu
rapida disponibile. Questo approccio aiuta a ridurre i tempi di inattivita delle VM durante la migrazione.

letApp @1 Shift Toolkit Dashbosrd Discover Rescurce Groups

Migrate Steps

T Overall job completed in
Migration Pian: Demol

~5mins for 2 VMs

v Deseting existing snapshots for il Vids in the setup (2) Success 34 Seconds
v Triggering VM srapshots. for resource groups 3t source before dik comversion (In parsie (5) Success 30.2 Saconds (D)
v TNgEenng valume SNAgEROLS DEfOre Gk COMVErEOn 1 Dird e (3 Success 52 Seconds O
v Fowering off Vivis in protection group - DemoR(G - in target (paravie ) Success 7.7 Seconds @
v Unregistering VMs in target fin parael) 2) Success 5.8 Seconds O
~ Comverting VMOK gisis 1o VHOX format for 81 Vit (n parsie =) Sutcest 10 Sacanas (U

Comv—ting VMDX disics to VHOX format for VM - STI.UTEVMOY 2) Swccens

Converting VMDX chsis 10 VHOX format for VM . ST

X T PVMIOT ) Sucoen

v Regriterng VWS [in parale 2) Sucerss 21 Seconds (O
w Powering on Vs in protection group - DemoRG - in tarpet (In parale’ <) Succest € Seconds (

~ Registering Networks (in parade =) Success B4 Seconcs O
v Trigerring config scripts for Tarpet Vids =) Sucoess 1462 Seconcs (0

Una volta completato il lavoro, lo stato del progetto cambia in "Migrazione completata”.
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I NetApp @ Shift Toolkit | Dashboard Discover Resource Groups

Migrare le VM da VMware ESXi a Microsoft Hyper-V utilizzando Shift Toolkit

Migrare le VM da VMware ESXi a Microsoft Hyper-V utilizzando Shift Toolkit preparando
le VM, convertendo i formati dei dischi e configurando I'ambiente di destinazione.

Shift Toolkit consente la migrazione delle VM tra piattaforme di virtualizzazione tramite la conversione del
formato del disco e la riconfigurazione della rete nel’ambiente di destinazione.

Prima di iniziare
Prima di iniziare la migrazione, verificare che siano soddisfatti i seguenti prerequisiti.
Requisiti di Hyper-V

* Host Hyper-V configurati come host autonomi o cluster di failover

* Account utente Hyper-V con privilegi di amministratore

* Gli host Hyper-V sono raggiungibili dalla rete con voci DNS aggiornate

 Switch virtuali configurati con trunking appropriato

* Tipo di switch virtuale "Esterno” per la selezione della rete

» Condivisione NFS (per le VM da convertire) e condivisione di destinazione (per le VM convertite) sullo
stesso volume

* Delega vincolata SMB configurata tramite Enable-SmbDelegation per evitare errori di accesso negato
SMB 3.0 abilitato (predefinito)

* Proprieta continuamente disponibile abilitata per le condivisioni SMB

* Criteri di esportazione per SMB disabilitati sulla macchina virtuale di archiviazione (SVM)
@ SCVMM non € un endpoint supportato per la migrazione nella versione corrente.

» L'FCI Hyper-V e l'individuazione degli host si basano sulla risoluzione DNS. Assicurarsi che i nomi host
siano risolvibili dalla VM di Shift Toolkit. Se la risoluzione fallisce, aggiornare il file
host(C: \Windows\System32\drivers\etc\hosts ) e riprovare I'operazione di individuazione.

Requisiti VMware

* | VMDK delle VM vengono posizionati sul volume NFSv3 (tuttii VMDK per una determinata VM devono far
parte dello stesso volume)

* Gli strumenti VMware sono in esecuzione sulle VM guest

* Le VM da migrare sono in stato RUNNING per la preparazione
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* Le VM devono essere spente prima di attivare la migrazione

 La rimozione degli strumenti VMware avviene sull’hypervisor di destinazione una volta accese le VM

Requisiti della VM guest

* Per le VM Windows: utilizzare le credenziali di amministratore locale (& possibile utilizzare anche le
credenziali di dominio, tuttavia assicurarsi che sulla VM esista un profilo utente prima della conversione)

* Per le VM Linux: utilizzare un utente con autorizzazioni per eseguire comandi sudo senza richiesta di
password (I'utente deve far parte dell’elenco sudoers o essere aggiunto a /etc/sudoers.d/ cartella)

Passaggio 1: aggiungere il sito di destinazione (Hyper-V)
Aggiungere 'ambiente Hyper-V di destinazione a Shift Toolkit.

Passi
1. Fare clic su Aggiungi nuovo sito e selezionare Destinazione.

Mostra esempio

N NetApp @ Shift Toolkit Dashbaard Discow fer Resource Groups Blueprints Job Monitoring
Add New Site © site Type 2) Site Details 3) Hypervisor Details
Site Type
Source Destination

2. Inserisci i dettagli del sito di destinazione:
o Nome del sito: Fornisci un nome per il sito
o Hypervisor: seleziona Hyper-V come destinazione
o Posizione del sito: seleziona 'opzione predefinita
o Connettore: seleziona la selezione predefinita

3. Fare clic su Continua.



Mostra esempio

M NetApp 3 shift Toolkit | Dashbosrd | Discover | ResourceGroups | Eweprints | Job Monitoring

Add New Site (%) steType ) Site Details 3) Hypervisor Details

Destination Site Details

Site Name

DemcDestHV

Hypervisor

Hyper-V

Connector

default-connector

o I

4. Inserisci i dettagli di Hyper-V di destinazione:
o Gestore cluster Hyper-V autonomo o failover: indirizzo IP o FQDN

> Nome utente: Nome utente per I'accesso (in formato UPN: nomeutente@dominio.com o
dominio\amministratore)
o Password: password per accedere all’host Hyper-V o all’istanza FCI per eseguire l'inventario delle
risorse
5. Selezionare Accetta certificato autofirmato e fare clic su Continua.
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Mostra esempio

N NetApp @ Shift Toolkit Dashboard D r Resource Groups Blueprints Job Monitoring

Add New Site () steType (%) SieDetais  (€) Hypervisor Details x

Destination Hyper-V Details

© Standalone O Failover Cluster © VMM @

Hyper-V Endpoint

10.61.187.12

Hyper-V Usermame

administrator @nimdemao.com

Hyper-V Password

S
freves J

6. Fare clic su Crea sito.

Mostra esempio

N NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

Site Type Site Location
5. (B3, mEmel 3 EB2 @ m: O
Source Destination On Prem Cloud

DemovmwSRC  Source On Prem VMware 1 1 View VM List * a300-vesadlehede.com () Success

DemoDestHV  Destination On Pram Hyper-v 1 » 106118712 () Success I
ConvertDest Destination On Prem Kvm 1

SRCD#MO Source On Pram Hyper-V 1 1 View VM List » 106118712 (<) Success

Dest-vmw Destination On Prem Vihvare 1 1 * 2300-vesadl.ehedecom ~) Success

Il sistema di archiviazione di origine e di destinazione deve essere lo stesso, poiché la
CD conversione del formato del disco avviene a livello di volume e all'interno dello stesso
volume.



Passaggio 2: creare gruppi di risorse
Organizzare le VM in gruppi di risorse per preservare I'ordine di avvio e le configurazioni del ritardo di avvio.
Prima di iniziare

 Assicurarsi che i gtree siano forniti come specificato nei prerequisiti

» Spostare le VM in un datastore designato su un SVM ONTAP appena creato prima della conversione per
isolare i datastore NFS di produzione dall’area di staging

Passi
1. Vai a Gruppi di risorse e clicca su Crea nuovo gruppo di risorse.

Mostra esempio

N NetApp !@ Shift Toolkit | Dashboard | Discover | Resouw Blueprints | Job Monitoring

1 1 | = 1
o & g & |-

DemoRG SRCDemo Hyper-V (10.61.187.12) Migration ~) Configured

2. Seleziona il Sito di origine dal menu a discesa e fai clic su Crea.
3. Fornisci i dettagli del gruppo di risorse e seleziona il flusso di lavoro:

o Migrazione basata su cloni: esegue la migrazione end-to-end dall’hypervisor di origine a quello di
destinazione

o Conversione basata su clonazione: converte il formato del disco nel tipo di hypervisor selezionato
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Mostra esempio

I NetApp @3 shift Toolkit | Dashboard | Discover | Resou Bhiepeints

Job Monitoring

Create Resource Group @ Resource Group Details (2 Select Virtual Machines (3) Destination Details  (4) Boot order and Delay

Resource Group Details

Resource Group Name

DemcHVmIGRG
Destination Site
DemoDestHv
Workflow
Clone based Migration

NetApp ONTAP (NFS/CIFS)

Clone based Conversion
NetApp ONTAP (NFS/CIFS)

4. Fare clic su Continua.

5. Selezionare le VM utilizzando I'opzione di ricerca (il filtro predefinito & "Datastore").

@ Il menu a discesa dei datastore mostra solo i datastore NFSv3. Gli archivi dati NFSv4 non
vengono visualizzati.

Mostra esempio

NI NetApp @3 shift Toolkit | Dashbowrd | Discover | Resource s | Bueprints | Job Monitoring
Create Resource Group (%) Resource Group Details ~ (€)) Select Virtual Machines  (3) Destination Details  (4) Boot order and Delay x
Select Virtual Machines
Datastore
Blogdemo
3 vm nimdematord Q
s
vmdata
@ Virtual Machine
Blogdemo
BlogDemo_W2K22 Blogdemo
hvdemowin22 Blogdemo ’
BlogDemao_U18 Blogdema

4
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Mostra esempio

&% shift Toolkit

N NetApp Dashboard Discover Res Blueprints Job Monitoring

Create Resource Group (%) Resource Group Details () Select Virtual Machines  (3) Destination Details  (4) Boot order and Delay x
Select Virtual Machines
Datastore
Blogdemo
2 wMs Q 1 Selected VMs Q

@ Virtual Machine Datastore @  Virtual Machine Datastore
hvdemowin22 Blogdema BlogDemo_W2K22 Blogdemo
BlogDemo_U18 Blogdemo

o) I

6. Aggiorna i dettagli della migrazione:
o Seleziona Sito di destinazione
o Seleziona Voce Hyper-V di destinazione

o Configurare il mapping tra Datastore e Qtree

Mostra esempio

&3 shife Toolkit

i NetApp Dashboard Discover Res: Blueprints | Job Monitoring

Create Resource Group (2) Resource Group Details () Select Virtual Machines () Destination Details (@) Boot order and Delay x

Migration Details

Destination Hyper-V

10.61.187.12

Datastore -> Qtree Mapping
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Source Destination QTree Choose Preferred LIF B
Blogdemo - ‘ - ‘
Select the right gtree  blogdemoq Select the appropriate LIF
with NTFS security that has access to the
style. blogdemoqmw Hyper-V hosts

o] I



Mostra esempio

I NetApp 3 shift Toolkit | Dashboard | Discover | Res pe | Boepines || Tt bciiering

Create Resource Group () Resource Group Details () Select Virtual Machines  (€)) Destination Details () Boot order and Delay x

Migration Details

Destination Hyper-V

10.61.187.12

Datastore -> Qtree Mapping

Blogdemo x — - l hosraerr

10.61.181.77

1061.181.78

]

Assicurarsi che il percorso di destinazione (in cui vengono archiviate le VM convertite)
@ sia impostato su un gtree quando si convertono le VM da ESXi a Hyper-V. E possibile
creare e utilizzare piu gtree per archiviare i dischi delle VM convertite.

7. Configurare I'ordine di avvio e il ritardo di avvio per tutte le VM selezionate:
> 1: Prima VM ad accendersi
o 3: Predefinito

o 5: Ultima VM ad accendersi
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Mostra esempio

N NetApp @ Shift Toolkit Dashboard Discover R oup: Blueprints Job Monitoring

Create Resource Group (<) Resource Group Details () Select Virtual Machines (&) Destination Detaits () Boot order and Delay x

Boot order and Delay

1vm Q
VM Name Boot Order Boot Delay (secs)
BlogDemo_W2K22 3 0

Previous Create Resource Group

8. Fare clic su Crea gruppo di risorse.

Mostra esempio

MiNetApp  §9 Shift Toolkit | Dashbosrd | Discover el [ it B e Mt

Resource : E Sites G vCenter e TR ey Virtual Machines

DemoHVmIgRG VCenter (3300-vcsadl.ehedcco..  Magration (@) Configured

DemoRG SRCDemo Hyper-V (10.61,187.12) Migration (+) Configured

Risultato
Il gruppo di risorse & stato creato ed & pronto per la configurazione del blueprint.
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Fase 3: creare un progetto di migrazione

Creare un progetto per definire il piano di migrazione, inclusi i mapping della piattaforma, la configurazione di
rete e le impostazioni della VM.

Passi
1. Vai su Progetti e clicca su Crea nuovo progetto.

Mostra esempio

N NetApp E@ Shift Toolkit Dashboard Discoves Resource Groups Blueprints Job Monitoring

Source Details Destination Details

1 1 [of = B @
Blueprints Rasource Lroups Site Host Site vCenter
1 s Q9
Name = Active Site Status Compliance Source Site H Destination Site
DemoBP () Destination (& Migration Complete Partially Healthy SRCDemo Dest-vmw source Group

2. Fornire un nome per il progetto e configurare i mapping degli host:
o Selezionare Sito di origine e vCenter associato
o Selezionare Sito di destinazione e la destinazione Hyper-V associata

o Configurare il cluster e la mappatura degli host
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Mostra esempio

MNetApp  § ShiftToolkit | Dashbosd

Create New Blueprint Q r.

Discover Resource Groups Biu ints Job Monitoring

n and Site Details  (2) Select Resource Groups (3) Set Execution Order  (4) Set WM Details () Schedule

Blueprint Details

Blueprint Name
Demokivmigap
Resource Mapping
Source Site Destination Site
DemavmwSRC - DemoDestHv
Source vCenter Destination Hyper-V
2300-vesad 1 ehcde.com - 1061.187.12
Cluster and Host Mapping
Source Site Resource Destination Site Resource
Clusterd) - W2K22-HVN1 - Add
Source Resource Destination Resource
Cluster31 W2K22-HVN1 Delete

3. Selezionare i dettagli del gruppo di risorse e fare clic su Continua.

Mostra esempio

i NetApp @ Shift Toolkit | Dashboard | Discover | Resource Groups ts | Job Monitoring

Create New Blueprint (%) Plan and

0 Unsalected Resource Groups

Site Details () Select Resource Groups  (3) SetExecution Order  (4) SetVMDetasils  (5) Schedule

Select Resource Groups

Q 1 Selected Resource Groups

Resource Group Name Workflow Resource Group Name

DemoHVmighG

Workflow

Migration

]

4. Imposta I'ordine di esecuzione per i gruppi di risorse se esistono piu gruppi.

5. Configurare la mappatura di rete sugli switch virtuali appropriati.
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®

Gli switch virtuali dovrebbero essere gia predisposti in Hyper-V. Sul lato Hyper-V, il tipo di
switch virtuale "Esterno" & I'unica opzione supportata per la selezione della rete. Per la
migrazione di prova, selezionare "Non configurare la rete" per evitare conflitti di rete nella
produzione; assegnare manualmente le impostazioni di rete dopo la conversione.

Mostra esempio

N NetApp

@ Shift Toolkit Dashbaard Discover Resource Groups Blueprints Job Monitoring

Create New Blueprint (Z) Plan and Site Details ~ (~) Select Resource Groups ) Set Execution Order  (3) SetVMDetails  (5) Schedule

Migration Details

Select Execution Order

Resource Group Name Execution Order @)

DemoHVmMIgRG 3

Network Mapping

Target [ Test
No more Source network resources available for mapping

Source Resource Destination Resource

VMN_184 vmxnet3 Ethernet Adapter #2 - Virtual Switch Delete

Datastore Mapping
Source DataStore Destination Volume Qiiree

Blogdemo BlogDemo blogdemoq

(e

Mostra esempio

N NetApp

@ Shift Toolkit Dashboard Discoves Resource Groups Blueprints Job Monitoring

Create New Blueprint (Z) PanandSite Details () Select Resource Groups () Set Execution Order  (2) SetVMDetails  (5) Schedule
Migration Details

Select Execution Order

Resource Group Name Execution Order @

DemoHVmIigRG 3

Network Mapping

Target | Test

® Do not Configure

Source Resource Destination Resource

Datastore Mapping

Source DataStore Destination Volume QTree

Rlnadamn RlansNama hlandaman
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6.

7.

8.
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Esaminare le mappature di archiviazione (selezionate automaticamente in base alla selezione della VM).

Assicurarsi che il gtree sia predisposto in anticipo e che siano assegnate le autorizzazioni
@ necessarie affinché la macchina virtuale possa essere creata e accesa dalla condivisione
SMB.

Se necessario, configurare I'opzione di override prepareVM. Questa opzione € utile quando & necessario
saltare la preparazione della VM tramite Shift Toolkit ed eseguire invece tali attivita utilizzando script
personalizzati. Consente inoltre la personalizzazione dell’indirizzo IP per soddisfare requisiti ambientali
specifici.

Mostra esempio

Override prepareVM (=)

Skip PrepareVM
Do not perform IP backup or reassignment

Skip VMware Tools removal

In Dettagli VM, seleziona i dettagli di configurazione e fornisci le credenziali dell’account di servizio per
ciascun tipo di sistema operativo:

o Windows: utilizzare un utente con privilegi di amministratore locale (& possibile utilizzare anche le
credenziali di dominio, tuttavia assicurarsi che esista un profilo utente sulla VM prima della
conversione)

o Linux: utilizzare un utente che possa eseguire comandi sudo senza richiesta di password (I'utente
dovrebbe far parte dell’elenco sudoers o essere aggiunto a /etc/sudoers.d/ cartella)

Mostra esempio

N NetApp P Shift Toolkit | Dashboard Discover Resource Groups Blueprints Job Monitoring

Create New Blueprint (2) Panand SteDetails  (2) SelectResource Groups (V) SetExecution Order () Set VM Detaiis 5) Schedule

Virtual Machines Details

Override prepareVM (4)

Service Account (=
os Username: Password
Wides s s o
IP Config
Do Not Configure © Retain 1P n New DHCP
1 wms Q
Remove Service
VM Name pus Mem (MB)  NICIP PowerOn oot OUE O Gen  vMware e Account g
Tools Override
Resource Group : DemoHVmigRG
BlogDemo_W2K22 ] 16384 10.61.184.14 3 e a
Gen2




9. Configurare le impostazioni IP:

> Non configurare: opzione predefinita

o Mantieni IP: Mantieni gli stessi IP del sistema sorgente

o DHCP: assegna DHCP alle VM di destinazione
Assicurarsi che le VM siano accese durante la fase prepareVM, che VMware Tools sia installato e che
gli script di preparazione vengano eseguiti con i privilegi appropriati.

10. Configurare le impostazioni della VM:

o Ridimensiona i parametri CPU/RAM (facoltativo)

> Modificare I'ordine di avvio e il ritardo di avvio

o Accensione: seleziona per accendere le VM dopo la migrazione (predefinito: ON)

o Rimuovi strumenti VMware: Rimuovi VMware Tools dopo la conversione (predefinito: selezionato)

o Firmware VM: Gen1 > BIOS e Gen2 > EFI (automatico)

o Conserva MAC: conserva gli indirizzi MAC per i requisiti di licenza

o Sostituzione dell’account di servizio: specificare un account di servizio separato, se necessario

o Override VLAN: seleziona il nome VLAN corretto con tag quando I'hypervisor di destinazione utilizza

un nome VLAN diverso

Mostra esempio

Resource Group : DemoHVmigRG

BlogDemo_W2K22 3 16384 10.61,184.14 3

11. Fare clic su Continua.

12. Pianifica la migrazione selezionando una data e un’ora.

@ Pianificare le migrazioni con almeno 30 minuti di anticipo per consentire la preparazione
della VM.
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Mostra esempio

o
iNetApp ) Shift Toolkit | Dashboard

Create New Blueprint (2) PlnandSiteDetais  (2) SelectResource Groups () SetxecuonOrder () SetvMDetals () Schedule

Schedule Migration

Blueprint Details

Blueprint Name: DemoHVmigeP

Resource Groups: DemoHVmMIgRG

VMs: BlogDemo_W2K22
B Schedule

Sarrer Teratine AevaricalLos higeles

Date: [05”1/1025 05:33 AM 0]

Previous ] { Create Bueprint

13. Fare clic su Crea progetto.

Risultato
Shift Toolkit avvia un processo prepareVM che esegue script sulle VM di origine per prepararle alla migrazione.

Mostra esempio

o
I NetApp 8@ Shift Toolkit Dashboard Discover

Resource Groups Job Monitoring

Source Details Destination Details

ﬁ 77) . 2 B&-: &h e B: @ e

Sites vCenter Hout Sites vCenter Host

Active Site

2 Blusprints Q9o Create New Blueprint

Destination Site
DemoHVmiges @ source Y Preparevm in Progress ) InProgress DemovmwSAC DemoDestHy
Demobé 7) Destination @ Migration Compiete Purtiaiy Heatny $RCDemo Destvmw
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Il processo di preparazione:

* Inietta script per aggiungere driver (RHEL/CentOS, Alma Linux), rimuovere strumenti VMware ed eseguire
il backup delle informazioni IP/route/DNS

« Utilizza invoke-VMScript per connettersi alle VM guest ed eseguire attivita di preparazione

* Per le VM Windows: memorizza gli script in C: \NetApp

* Per le VM Linux: memorizza gli scriptin /NetApp E /opt

Mostra esempio

BlogDemo_W2K22 Enforce US Kayboard Layout || View Fullscreen | Send CirisAlt+Delete

|

Server biaa

I Dashboard
- 1 > ThisPC » Local Disk (C)) » NetApp
N Local Server
Wi Al Servers i Gk i
#§ File and Storage Services B Deskop AddrastTypes
DNSServers
& Downloads Setaweys
Documents |PAddresses
= Pictures & netapp_prepare vm
et start
3 This PC R
# prepareVMScriptWindow_vm- 3068
ah Network & removeVmToolsTarget
SubnetMasks

Mostra esempio

STK-U18VMO1 Enforce US Keyboard Layout || View Fullscreen | Send Ciri+Alt+Delete

Activities ] Terminal Thu 21:05
‘i root@tvmo1-u18: /netapp
A File Edit View Search Terminal Help

|
=)

p# 1s
ethernet_devic xt 1ip_backup.txt nm.txt preMigrationScrip ux h routes_backup.txt
root@tvmé1-uls: /netapp#

Per le VM di origine Linux che eseguono CentOS o Red Hat, Shift Toolkit installa

@ automaticamente i driver Hyper-V necessari prima della conversione del disco per garantire un
avvio corretto dopo la conversione. Per informazioni dettagliate, fare riferimento a"Sistema
bloccato in dracut dopo la migrazione di una VM RHEL a Hyper-V" .

Una volta completato correttamente prepareVM, lo stato del progetto viene aggiornato in "Attivo". La
migrazione verra ora eseguita all’ora programmata oppure potra essere avviata manualmente facendo clic
sullopzione Migra.
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https://access.redhat.com/solutions/3465011
https://access.redhat.com/solutions/3465011

Mostra esempio

I NetApp &b Shift Toolkit | Dashbosrd | Discover | ResourceGroups | Blueprints | Job Monitasing

Back
Prepare VM Steps
Blueprint; DemoHVmMigBP

~ Preparing VM In paraliel () Suceeis 244.2 Seconas O

Preparing VM - BlogDemo_W2K22 () Success 244.2 Seconds (D

Mostra esempio

M NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

Source Details Destination Details
2 ) 2 & o= B- @ e
Resource Group Sites vCenter o Sites “Center e
Name = | ActiveSite Status Compliance [ 2 | Destination Site .
DemcHvmigs? @ source @ Preparevm Compiete ©) Heatry DemomwSac DemcDest (" Resource Groun |

Passaggio 4: eseguire la migrazione
Avwvia il flusso di lavoro di migrazione per convertire le VM da VMware ESXi a Microsoft Hyper-V.
Prima di iniziare

» Tutte le VM vengono spente correttamente secondo il programma di manutenzione pianificato

* Assicurarsi che la VM Shift faccia parte del dominio

« Assicurarsi che la condivisione CIFS sia configurata con le autorizzazioni appropriate

« |l gtree utilizzato per la migrazione o la conversione ha lo stile di sicurezza corretto

» Come test rapido, prova a creare una VM utilizzando Hyper-V Manager da qualsiasi host Hyper-V

all'interno del cluster e posiziona il VHDX sulla condivisione CIFS

Passi
1. Nel progetto, fare clic su Migra.
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Mostra esempio

1 NetApp @ Shift Toolkit Dashboard Discover Resource Groups nts Job Maonitoring

Blueprint Details

Edit Blueprint
Source Details Destination Details
Prepare VM
2 F]2 B: @ e @ @
Blueprints Resource Groups Sites vCenter Host Sites vCent
Test Migrate
2 Blueprints Q9 I

Run Compliance

Source Site H

Delete Blueprint

DemoHVmigBP () Source (@ Praparevm Com () Healthy DemovmwSRC DemoDestHV Resource Groups Caes)
DemoBP (7)) Destination @ Migration Comg Partially Healthy SRCDemo Dest-vmw Resource Groups

2. Se le VM non sono spente, Shift Toolkit richiedera un arresto normale prima di procedere.

Mostra esempio

Confirm

Following VM('s) are not powered off:

STK-U18VMO1

STE-W2K19VMD1

3. Shift Toolkit esegue le seguenti azioni:

o Elimina gli snapshot esistenti per tutte le VM nel blueprint

o Attiva gli snapshot della VM all’origine

o Attiva Iistantanea del volume prima della conversione del disco
o Converte il formato VMDK in VHDXx per tutte le VM

La conversione avviene in pochi secondi, rendendo questo I'approccio di migrazione piu rapido e
riducendo i tempi di inattivita della VM.
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Mostra esempio

N NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

Back
Migrate Steps
R R R Abort 1
Migration Plan: DemoHVmigBP -_—
v Checking if a snapshot can be triggered on the volumes in parallel () Success 0.2 Seconds ©
v Daleting existing snapshots for all VMs in the setup ™ In progress -@
v Triggering VM snapshots for resource groups at source before disk conversion (in paraliel) ¥ Initialized -@
v Triggering volume snapshats before disk conversion in parallel v Initialized -@
v Cleaning up VMs in target (in sequence) v Initialized -@
v Converting disks for VM - BlogDemo_W2K22 v Initislized 0]
v Registering VMs (in parallel) v Initialized -®
+
v Checking if a snapshot can be triggered on the volumes in paraliel () Success 0.1 Seconds ©
v Deleting existing snapshots for all Vs in the setup () Success 0.2 Seconds O
~ Triggering VM snapshots for resource groups at source before disk conversion (in parallel) (©) Success 30.2 saconds O
v Triggering volume snapshots before disk conversion in paraliel (&) Success 5.2 Seconds O
~ Cleaning up VM in target (in sequence) (©) Success 12.1 Seconds ©
6 VMDKs converted to
~ Convarting disks for VM - BlogDemo_W2iK22 VHDx in < 1min. This is (©) Success 494 Seconds O
equating to 8T8 of data
Converting VMDK disk to VHOX Disk - BlogDemo_W2K22.vmdk (® Success 488 Seconds O
Converting VMDK disk 1o VHOX Disk - BlogDemo_W2K22_1.vmdi (© Success 49.3 seconds O
Converting VMDK disk to VHDX Disk -« BlogDemo_W2K22_2.vmdik (©) Success 49.2 Seconds @O
Converting VMDK disk to VHOX Disk - BlogDemo_W2x22_3.wmdk @ Success 49,3 Seconds ©
Converting VMDK disk to VHDX Disk - BlogDemo_W2K22_4.vmdk () Success 494 Seconds O
Converting VMDK disk 1o VHDX Disk - BlogDemo, W2K22_8.vmdk (@ suceess 475 seconds O
~ Registering VMs (in parallel) (©) Success 19.7 Seconds D
v Powering on VMs in protection group - DemoHVMIGRG - in target (® success 7.8 Seconds (D

o Accende le VM sulla destinazione

o Registra le reti su ogni VM

> Rimuove gli strumenti VMware e assegna indirizzi IP utilizzando script di attivazione o cron job
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Risultato

Una volta completato il lavoro, lo stato del progetto cambia in "Migrazione completata”.

Mostra esempio

&b shift Toolkit

1 NetApp Dashboard | Discover | Resource Groups

Job Monitoring

Source Details
E 2 @ B
o eUpE Sites vCenter Host

2 Bluepfints

Destination Details

B-:

Sites

@1

vCenter

DemaHVmighP () Destination (@ Migration Complete Partially Heaithy DemovmwSRC

DemoDestHV

Demo8P (5) Destination (2 Migration Complete Partially Healthy SRCDemo

Mostra esempio

Dest-vmw

B Hyper-V Manager

 Assigned Memory

CPU Usage

o 2048 M8
[ 4096 MB

1.03:41:10
4235145

| Chaskpeints
The selected vitual machine has o checkponts.
 BlogDemo_W2K22
Adapter Connection IP Addresses

BiogDemo_W2K22udapter-1 (Static MAC: 00.50 5. vmunetd Ethemet Adacter 52 - Vitual Switch 10.61.184.14, fe80 e 834 37c2 75

Summary Memary Networking Replcation

W2K22-HVN1: 1 vitual machine selected.

100
100
0e
0o

% Import Virtual Machine...

[ Hyper-V Settings...

HE Virtus Switch Manager...
G Virtual SAN Manager...
o Edit Disk..

Inspect Disk..

Stop Service

Remove Server

Refresh

) Tum Off..,

Shut Down...

Save

Il Pause

Ik Reset

By Checkpoint
Move..

] Expont..

=] Renome..

ff Enable Replication...
Help

oK
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Mostra esempio

B Hyper-V Manager T - “Acti
B waka2-HvN1 B BlogDemo_W2K22 on W2K22-HVN - Virtual Machine Connection - o x ==
2 | W2K22-HVN1
| File Action Media Clipboard View Help
| a New
|B O unw ki
| eo = % Import Virtual Machine...
|- IR K
- Hyper-V Settings.
Compute View =
s 4 @, ThisPC v & o #u Virtual SAN Manager...
i Edit Disk
Folders (7 5
# Quick access rar o Inspect Disk...
I Desitop ¢ 30 Objects Desktop i Documents @) Stop Service
& Downloads | X Remove Server
Documents ‘ Downloads Music Pictures O Refrsh
= Pletures -— View
| [ Hel
| Emmisrc Vidaos H Hep
b Network m BlogDemo_W2K22
Devices and drives (6 ] Connect
9 Settings.
Local Disk (C:) ) New Volume (E2) Hing
om DVD Orive (0:)
" . (o0 ] 8 Tum Off.
- - @ Shut Down.
New Volume (F) New Volume (G) New Volume (H:) A
I — © sawe
g 247 G fege of ~ f ~ f I Pause
Reset
W Administrator; Command Prompt _ n x I Reset
. By Checkpeint
B Move.
- Expont.
«] Rename..
@l Enable Replication...
H Hep
W2K22-HVN1: 1 virtual machi( 13 ftems =

© 0 0O O

®

Non devono essere attivate piu di dieci conversioni in parallelo dalla stessa origine ESXi alla
stessa destinazione Hyper-V.

Se ci sono fallimenti,"abilitare la delega utilizzando qualsiasi protocollo di autenticazione" .

Dopo la migrazione, quando le VM Windows sono accese, Shift Toolkit utilizza PowerShell
Direct per connettersi alle VM guest basate su Windows, indipendentemente dalla
configurazione di rete o dalle impostazioni di gestione remota.

Dopo la conversione, tutti i dischi delle VM sul sistema operativo Windows, ad eccezione del
disco del sistema operativo, saranno offline perché il parametro NewDiskPolicy € impostato su
offlineALL per impostazione predefinita sulle VM VMware. Esegui questo comando PowerShell
per risolvere il problema: Set-StorageSetting -NewDiskPolicy OnlineAll

Shift Toolkit utilizza cron job che vengono eseguiti all’avvio per le distribuzioni basate su Linux.
Non vengono create connessioni SSH per le VM basate su Linux una volta che vengono
installate sugli host Hyper-V.

Dimostrazione video

Il seguente video illustra il processo descritto in questa soluzione.

Migrare le VM da ESXi a Hyper-V utilizzando Shift Toolkit
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https://learn.microsoft.com/en-us/windows-server/virtualization/hyper-v/manage/remotely-manage-hyper-v-hosts
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=f191dd7d-e4e4-4e5a-9654-b26400f3e9c4

Migrare le VM da Microsoft Hyper-V a VMware ESXi utilizzando Shift Toolkit

Migra le VM da Microsoft Hyper-V a VMware ESXi utilizzando Shift Toolkit configurando i
siti di origine e di destinazione, creando gruppi di risorse e progetti ed eseguendo il flusso

di lavoro di migrazione.

Shift Toolkit consente la conversione diretta delle VM tra hypervisor senza creare copie aggiuntive del disco,
garantendo una migrazione senza copia con tempi di inattivita minimi per le macchine virtuali Windows e
Linux.

Prima di iniziare
Prima di iniziare la migrazione, verificare che siano soddisfatti i seguenti prerequisiti.

Requisiti VMware

* Gli host vCenter ed ESXi sono configurati
* Account del server vCenter (utente RBAC) con privilegi minimi richiesti
* Gli host vCenter ed ESXi sono raggiungibili da Shift Toolkit e le voci DNS sono aggiornate

* | gruppi di porte distribuiti sono configurati con ID VLAN appropriati (i gruppi di porte standard non sono
supportati)

 La condivisione NFS (per l'archiviazione delle VM migrate) e la condivisione di origine (per le VM da
migrare) risiedono sullo stesso volume
Requisiti di Hyper-V
« | file VM VHDx vengono posizionati su una condivisione SMB

o Se le VM si trovano su un Cluster Shared Volume (CSV), eseguire una migrazione live su una
condivisione SMB

* | servizi di integrazione Hyper-V sono abilitati e in esecuzione sulle VM guest
* Le VM da migrare sono in stato RUNNING per la preparazione

* Le VM devono essere spente prima di attivare la migrazione

Requisiti della VM guest

* Per le VM Windows: utilizzare le credenziali di amministratore locale o le credenziali di dominio con un
profilo utente esistente sulla VM

* Per le VM Linux: utilizzare un utente con autorizzazioni per eseguire comandi sudo senza richiesta di
password

« Shift Toolkit utilizza PowerShell Direct per le VM Windows e SSH per le VM Linux
Passaggio 1: aggiungere il sito di origine (Hyper-V)
Aggiungere I'ambiente Hyper-V di origine a Shift Toolkit.

Passi
1. Apri Shift Toolkit in un browser supportato e accedi con le credenziali predefinite.

2. Vai su Scopri > Aggiungi siti.
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Mostra esempio

MiNetApp  © ShiftToolkit | Dashboard | © Resource Groups Job Maritoring

Site Type Site Location
5 T 4 = =
o ER e, HEi.. =m: O m: @
Source Destination On Prem Cloud

DemoDestHY  Destination ©On Prem Hyper-v 1 * 1061.187.12 () success
DemovmwSRC  Source On Prem Viware 1 1 View VM List * 3300-vcsa3i.ehcdc.com v Success
ConvertDest Destination On Prem KvM 1 1

SRCDemo Source On Prem Hyper-v 1 1 View WM List » 1056118712 () Success
Dest-vmw Destination On Prem Vivtware 1 1 » 2300-vcsa3l.ehcdc.com Z Success

3. Fare clic su Aggiungi nuovo sito e selezionare Origine.

. Inserisci i dettagli del sito di origine:

o Nome del sito: Fornisci un nome per il sito

> Hypervisor: seleziona Hyper-V

> Posizione del sito: seleziona I'opzione predefinita
o Connettore: seleziona la selezione predefinita

. Fare clic su Continua.

Mostra esempio

N NetApp @ Shift Toolkit Dashboard Discove: Resource Groups Blueprints Job Monitoring

Add New Site (“) siteType @) SiteDetails  (3) Hypenvisor Details () Storage Details x

Source Site Details

Site Name

ShiftHVsrcDemo

Hypervisor

Hyper-V

Connector

default-connector -




6. Inserisci i dettagli di Hyper-V:
o Gestore cluster Hyper-V autonomo o failover: indirizzo IP o FQDN
o Nome utente: Nome utente in formato UPN (nomeutente@dominio.com o dominio\amministratore)

o Password: password per accedere all’host Hyper-V o all'istanza FCI

7. Fare clic su Continua.

Mostra esempio

N NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints | Job Monitoring

Add New Site 'f__‘l Site Type () Site Details o Hypervisor Details ";j ) Storage Details x

Source Hyper-V Details

O Standalone © Failover Cluster @ VMM @

Hyper-V Endpoint

W2K22-HVN1.nimdemo.com

Hyper-V Usemame

administrator@nimdemo.com

Hyper-V Password

L'FCI Hyper-V e I'individuazione degli host si basano sulla risoluzione DNS. Se la
CD risoluzione non riesce, aggiornare il file host (C:\Windows\System32\drivers\etc\hosts) e
riprovare I'operazione di individuazione.

8. Immettere le credenziali del sistema di archiviazione ONTAP .
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Mostra esempio

N NetApp @ Shift Toolkit Dashboard i Resource Groups Blueprints Job Monitoring

Add New Site (%) siteType  (2) siteDetails (%) HypenisorDetais () Storage Details x

Source Storage Details

Storage Endpoint

10.61.180.106

Storage Usemame

admin

Storage Password

..... s ®

B3 Accept self-signed certificates

|

9. Fare clic su Crea sito.

Risultato

Shift Toolkit esegue la rilevazione automatica e visualizza le VM con informazioni sui metadati, tra cui reti,
switch virtuali e ID VLAN.

Mostra esempio

N NetApp @ Shift Toolkit Dashboard D Resource Groups Blueprints Job Monitoring

Site Type Site Location
4 rf_"] 2 - 2 =y 3 m: O s @
&)0
Sites vCenters  WHNE WP g Datastores - = =
Source Destination On Ptem Cloud

«

Hypervisol Virtual En| Storage 1 VM List Discovery Status

ShiftHvVsrc  Source On Prem Hyper-V 1 1 View VM Lis
Demovmw  Source OnPrem  VMware 1 1 { ViewvMust ) » a300-vcsadl.ehcdccom (%) Success
DemoDest Destinat.. On Prem Hyper-V 1 1 * 106118792 (v>5hCCESS
ConvertDe Destinat.. OnPrem KVM 1

I @ Source site registered, Discovery initiated! ®
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@ L'inventario delle VM si aggiorna automaticamente ogni 24 ore. Per aggiornare manualmente
dopo le modifiche, fare clic sui tre punti accanto al nome del sito e selezionare Scopri sito.

Passaggio 2: aggiungere il sito di destinazione (VMware ESXi)
Aggiungere I'ambiente VMware di destinazione a Shift Toolkit.

Passi
1. Fare clic su Aggiungi nuovo sito e selezionare Destinazione.

Mostra esempio

i NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring
Add New Site © site Type 2) Site Details (3) Hypervisor Details
Site Type
Source Destination

2. Inserisci i dettagli del sito di destinazione:
o Nome del sito: Fornisci un nome per il sito
o Hypervisor: seleziona VMware
> Posizione del sito: seleziona I'opzione predefinita
o Connettore: seleziona la selezione predefinita

3. Fare clic su Continua.



Mostra esempio

N NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints | Job Monitoring

Add New Site () siteType @) sSiteDetails  (3) Hypenvisor Details x

Destination Site Details

Site Name
ShiftymwDest

Hypervisor

VMware
Site Location

On Prem
Connector

default-connector

4. Inserisci i dettagli di VMware vCenter:
o Endpoint: indirizzo IP o FQDN del server vCenter
o Nome utente: Nome utente in formato UPN (nomeutente@dominio.com)
o Password vCenter: Password per accedere a vCenter
o vCenter SSL Thumbprint (facoltativo)

5. Selezionare Accetta certificato autofirmato e fare clic su Continua.
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Mostra esempio

N NetApp

Add New Site

Shift Toolkit

Dashboard

6. Fare clic su Crea sito.

Mostra esempio

N NetApp

5 sites

Site Namd  Site Type

Shift Toolkit

Sites

Dashboard

Resource Groups Blueprints Job Monitoring

(+) site Details

(+) site Type © Hypervisor Details %

Destination vCenter Details

vCenter Endpoint

a300-vesa3.ehcde.com

vCenter Username

administrator@ehcdc.com

vCenter Password

Accept self-signed certificates

:Ipfe i _

Resource Groups Blueprints Job Monitoring

Site Type Site Location
5 3 alue? 3 m: 6 T =
vCenters MM oo Datastores o = >
Source Destination On Prem Cloud
Qo
Location | Hyparviso Virtual Enl Storage I VM List Discovery Status

ShiftvmwC  Destinat... On Prem VMware 1
ShiftHVsrc  Source On Prem Hyper-V 1 1 View VM List * W2K22-HVN1.nimdemo.com ly_f,l Success
Demovmw  Source OnPrem  VMware 1 1 MUst ) » 2300-vcsa3l.ehcdecom (%) Success
DemoDest Destinat.. OnPrem  Hyper-V 1 1 * 106118712 () Success
ConvertDe Destinat.. O

@ o Site R d.D y Initiated! x

®

Il sistema di archiviazione di origine e di destinazione devono essere gli stessi, poiché la
conversione del formato del disco avviene a livello di volume all’interno dello stesso volume.
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Passaggio 3: creare gruppi di risorse

Organizzare le VM in gruppi di risorse per preservare I'ordine di avvio e le configurazioni del ritardo di avvio.
Prima di iniziare

Assicurarsi che i gtree siano predisposti come specificato nei prerequisiti.

Passi

1. Vai a Gruppi di risorse e clicca su Crea nuovo gruppo di risorse.
2. Seleziona il sito di origine dal menu a discesa e fai clic su Crea.

3. Fornisci i dettagli del gruppo di risorse e seleziona il flusso di lavoro:

o Migrazione basata su cloni: esegue la migrazione end-to-end dall’hypervisor di origine a quello di
destinazione

o Conversione basata su clonazione: converte il formato del disco nel tipo di hypervisor selezionato

Mostra esempio

MiNetApp O Shift Toolkit | Dshboard | Discover

Resource Groups | Blueprints | Job Monitoring

Create Resource

o Resource Group Details :'z_ ) Select Virtual Machines
Group 5

3 ) Destination Details (4) Boot order and Delay

Resource Group Name

ShiftDemoRG

Destination Site
ShiftvmwDest

Workflow

Clone based Migration

NetApp ONTAP (NFS/CIFS)

Clone based Conversion

NetApp ONTAP (NFS/CIFS)

4. Fare clic su Continua.

5. Selezionare le VM utilizzando 'opzione di ricerca (il filtro predefinito € "Datastore").
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Mostra esempio

N NetApp @ Shift Toolkit Dashboard Discover ups Blueprints Jab Monitoring
Create Resource s ~ . ~
() Resource Group Details (@) Select Virtual Machines () Destination Details (@) Boot order and Delay X
Group = = B
Select Virtual Machines
Volume
BlogDemo
0 vms Q 0 selected VMs Q

Spostare le VM in una condivisione SMB designata su una SVM ONTAP appena creata

CD prima della conversione per isolare le condivisioni di produzione dall’area di staging. Il menu
a discesa dell’archivio dati mostra solo le condivisioni SMB; i file CSV non vengono
visualizzati.

Mostra esempio

N NetApp @ Shift Toolkit | Dashboard | Discover : Groups Blueprints | Job Monitoring
Create Resource - . — .
{~) Resource Group Details o Select Virtual Machines (3) Destination Details () Boot order and Delay X
Group = i i
Select Virtual Machines
Volume
BlogDemo -
5 vms Q 1 selected VMs Q

BlogDemo_U18 BlogDemo hvdemowin22 BlogDemo

BlogDemo_W2K22 BlogDemo ’

hvdemoubu18 BlogDemo

hvdemoubu22 BlogDemo ‘

hvdemoubu24 BlogDemo

Previous Continue
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6. Aggiorna i dettagli della migrazione:

o Seleziona Sito di destinazione

o Seleziona Voce VMware di destinazione

o Configurare il volume per la mappatura qtree

Mostra esempio

NNetApp % shift Toolkit | Dashboard | Discover

Create Resource

Resource Groups Blueprints Jab Monitoring

Shovi (%) Resource Group Details () Select Virtual Machines ()} Destination Details (&) Boot order and Delay
Migration Details
Destination vCenter
2300-vesa3d1.ehcde.com
Volume -> Qtree Mapping
Source Destination QTree
BlogDemo —> | - |
blogdemoqmw
(D Impostare il percorso di destinazione sul qtree appropriato durante la conversione delle
VM da Hyper-V a ESXi.

7. Configurare I'ordine di avvio e il ritardo di avvio per tutte le VM selezionate:

o 1: Prima VM ad accendersi
o 3: Predefinito
o 5: Ultima VM ad accendersi

8. Fare clic su Crea gruppo di risorse.
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Mostra esempio

N NetApp @ Shift Toolkit | Dashboard Discover Res 5 Blueprints Job Monitoring

E 2 A : @ ! C L e 3
Resource Groups Sites vCenter L] Host Virtual Machines
2 Resource Groups Q9 Create New Resource Group

Resource Group Name <! Site Name

ShiftDemoRG ShiftHVsrcDemo Hyper-V (W2K22-HVN1.... Migration ':j':J Configured View VM List e I
DemotstRG DemovmwSRC VCenter (a300-vcsa3leh.. Migration () Configured
I (;) Resource group registered x

Risultato

Il gruppo di risorse € stato creato ed € pronto per la configurazione del blueprint.

Fase 4: creare un progetto di migrazione

Creare un progetto per definire il piano di migrazione, inclusi i mapping della piattaforma, la configurazione di

rete e le impostazioni della VM.

Passi
1. Vai su Progetti e clicca su Crea nuovo progetto.

2. Fornire un nome per il progetto e configurare i mapping degli host:
o Selezionare Sito di origine e I'hypervisor Hyper-V associato
o Selezionare Sito di destinazione e vCenter associato

o Configurare la mappatura di host e cluster
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Mostra esempio

N NetApp @ Shift Toolkit | Dashboard | Discover | ResourceGroups | Bluepri Job Monitoring
Create New ’ ; ~ —~ =y . —
j © FlanandSiteDetails  (2) SelectResource Groups (3 Set Execution Order  (3) SetVMDetails (5 Schedule x
Blueprint B = > <
ShiftDemoBP
Resource Mapping
bource Site Destination Site
ShiftHVsrcDemo - ShiftvmwDest
bource Hyper-V Destination vCenter
W2K22-HVN1 nimdemo.com . 2300-vesa31.ehede.com -

Host and Cluster Mapping

Source Site Resource Destination Site Resource

W2K22-HVN1 v Cluster31 - ¢ - ! - Add |

Source Resource Destination Resource

No Mappings added!

Continue

3. Selezionare i dettagli del gruppo di risorse e fare clic su Continua.
4. Imposta I'ordine di esecuzione per i gruppi di risorse se esistono piu gruppi.

5. Configurare la mappatura di rete sui gruppi di porte appropriati.

Mostra esempio

N NetApp @ Shift Toolkit = Dashboard Discover Resource Groups
Create New e —~ —~ —
Bl i \“-:,l Plan and Site Details i\l\ Select Resource Groups ° Set Execution Order {4) Set VM Details \\5) Schedule X
ueprint = = g

Migration Details

Select Execution Order

Resource Group Name Execution Order )

ShiftDemoRG 3

Network Mapping

Target Test

Source Site Resource Destination Site Resource
vmxnet3 Ethernet Adapter #2 - Virtual... ~ PG_Mgmt_183 v [ Add

Source Resource Destination Resource

No network mappings added!

Previous Continue
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Su VMware, Distributed Port Group € 'unica opzione supportata. Per la migrazione di prova,
selezionare "Non configurare la rete" per evitare conflitti di rete nella produzione; assegnare
manualmente le impostazioni di rete dopo la conversione.

Mostra esempio

i NetApp @ Shift Toolkit | Dashboard | Discover | ResourceGroups | Blueprints | JobMonitoring
Create New —~ ~ —~ ~
I i (~) Plan and Site Details (~) select Resource Groups © sct Execution Order (4) Set VM Details (5) Schedule X
Blueprint = & > i

Migration Details

Select Execution Order

Resource Group Name Execution Order

ShiftDemoRG 3

Network Mapping

Target | Test ‘

® Do not Configure

Source Resource Destination Resource

Datastore Mapping
6. Esaminare le mappature di archiviazione (selezionate automaticamente in base alla selezione della VM).
@ Assicurarsi che i qtree siano preventivamente provvisti delle autorizzazioni necessarie.

7. Configurare I'override della preparazione della VM se necessario per script personalizzati o
personalizzazione dell’indirizzo IP.

Mostra esempio

Virtual Machines Details

Override prepareVM (=)

Select to override prepare vm process

8. In Dettagli VM, fornire I'account di servizio e le credenziali per ciascun tipo di sistema operativo:

o Windows: credenziali di amministratore locale o di dominio (assicurarsi che il profilo utente esista sulla
VM)

o Linux: Utente con privilegi sudo senza richiesta di password
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Mostra esempio

N NetApp @ Shift Toolkit | Dashboard | Discover | Resource Groups | Blueprints Job Monitoring
Create New - i — - . —~
i () Plan and Site Details  (~) Select Resource Groups () SetExecution Order () Set VM Details  (5) Schedule x
Blueprint o = =
service Account =]
os Username Password
Windows administrator ~ ssssssens @
IP Config
Do Not Configure © Retain IP Assign New [F DHCP
1 yms Q
Boot Order Add ol Service
VM Name CPUs Mem (MB) NIC/IP Power On (7] Gen VMware MAC Account
Override B Tools Override

Resource Group : ShiftDemoRG

hvdemowin22 1 409 10.61.184.17 3 Gen 1

9. Configurare le impostazioni IP:

> Non configurare: opzione predefinita

> Mantieni IP: Mantieni gli stessi IP del sistema sorgente

o DHCP: assegna DHCP alle VM di destinazione
Assicurarsi che le VM siano accese durante la fase prepareVM e che i servizi di integrazione siano
abilitati.

10. Configurare le impostazioni della VM:

o Ridimensiona i parametri CPU/RAM (facoltativo)

> Modificare 'ordine di avvio e il ritardo di avvio

o Accensione: seleziona per accendere le VM dopo la migrazione (predefinito: ON)

> Aggiungi strumenti VMware: installa VMware Tools dopo la conversione (predefinito: selezionato)

o Conserva MAC: conserva gli indirizzi MAC per i requisiti di licenza

o Sostituzione dell’account di servizio: specificare un account di servizio separato, se necessario
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Mostra esempio

1 vMs Q

Boot Order . Service
Retain

Mem (MB) NIC/1P Power On [i] MAC Account
Override B Override

Resource Group : ShiftDemoRG

hvdemowin22 1 409 10.61.184.17 3 Gen 1
Gen2

11. Fare clic su Continua.

12. (Facoltativo) Pianifica la migrazione selezionando una data e un’ora.

Mostra esempio

N NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Jab Monitoring
Create New ~ . —~ —~ ~ )
N (3’) Plan and Site Details () Select Resource Groups I‘_J) Set Execution Order (~) Set VM Details e Schedule X
Blueprint = & = =
Schedule Migration
Blueprint Details
Blueprint Name: ShiftDemoBP
Resource Groups: ShiftDemoRG
VMs: hvdemowin22
O Schedule
@ Pianificare le migrazioni con almeno 30 minuti di anticipo per consentire la preparazione
della VM.

13. Fare clic su Crea progetto.

Risultato

Shift Toolkit avvia un processo prepareVM che esegue script sulle VM di origine per prepararle alla migrazione.
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Mostra esempio

N NetApp

@ Shift Toolkit Dashboard Discover Resource Groups | Blueprints |

Source Details

2

Job Manitoring

Destination Details

2 E . L‘g i ==l=." I B e ==P:" :
Blueprints esource Gr Sites vCenter Host Sites Host
2 Blueprints a9 Create New Blueprint
Active Site | Status | Compliance Source Site
ShiftDemoBP (?) Source J Preparevm | J (i) Not Available ShiftHVsrcDemc ShiftvmwDest r
DemotstBF () Destination (@ Migration Comg (&) Healthy DemovmwSRC DemoDestHY v -
Blueprint registered .

Il processo di preparazione:

* Per le VM Windows: memorizza gli script in C: \NetApp

Mostra esempio

BlogDemo_W2K22

Server

Dashboard
§ Local Server
B Al Servers

W3 File and Storage Services

NetApp

Home Share View
€ « 4 [ TNEPC » Local Disk (C) » Nethpp
Name Dater difie e
#+ Quick access
AddressTypes 1 M Test
[ Desito ’
" DNSServers
& Downloads # F— 2 -
A Documents  # s
51 Pietures "

& netapp_prepare vm
] netapp_startup_script ' AM

[ This PC
& prepareVMScriptWindow_vm-3069 2025 5:03 AM
i Network & removeVmToolsTarget ¥
Subnethlasks 5 5:03 AM Text Do

Enforce US Keyboard Layout

* Per le VM Linux:
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View Fullscreen




Mostra esempio

STK-U18VMO1 Enforce US Keyboard Layout || View Fullscreen § Send Ciri+Alt+Delete

Actlvities ] Terminal » Thu 21:05

Z root@tvmo1-u1s: fnetapp
* File
e

dit Vi arch Terminal Help
root@tvm@l-ul

ip_backup.txt nm.txt pr Lnux_v routes_backup.txt
etapp#

(D Per le VM CentOS o Red Hat, Shift Toolkit installa automaticamente i driver necessari prima
della conversione del disco per garantire un avvio corretto dopo la conversione.

Una volta completato correttamente prepareVM, lo stato del progetto viene aggiornato in "Attivo".

Mostra esempio

i NetApp @ShiﬂTwiI{it Dashboard | Discover | Resource Groups | Blueprints | JobMonitoring

Destination Details

Name 2 | Active Site | Status | Compliance | SourceSite  + | Destination Site 3 | |

ShiftDemoBP © Source () Preparevm Com () Healthy ShiftHVsrcDemo ShiftvmwDest

Passaggio 5: eseguire la migrazione
Avvia il flusso di lavoro di migrazione per convertire le VM da Hyper-V a VMware ESXi.
Prima di iniziare
« Tutte le VM vengono spente correttamente secondo il programma di manutenzione pianificato
» La VM Shift Toolkit fa parte del dominio
» La condivisione CIFS & configurata con le autorizzazioni appropriate
* | Qtree hanno lo stile di sicurezza corretto
* | servizi di integrazione sono abilitati su tutte le VM guest

+ SSH ¢ abilitato sulle VM guest basate su Linux

Passi
1. Nel progetto, fare clic su Migra.
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Mostra esempio

N NetApp @ Shift Toolkit | Dashboard | Discover | Resource Groups | Blueprints | Job Monitoring

2 Blueprints

ShiftDemoBP

DemotstBP

Blueprints

= | Active Site
(2) Source

(5) Destination

Source Details Destination Details

B-: &1 e 1 B:-

Resource Groups Sites vCenter o Sites
Status Compliance Source Site H Destination Site <
() Preparevm Com (2) Healthy ShiftHVsrcDemo ShiftymwDest
(@ Migration Comg (%) Healthy DemovmwSRC DemoDestHV

2. Se le VM rimangono accese, rispondere alla richiesta di arresto normale.
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Confirm

Following VM('s) are not powered off:

Prepared VM Name

hvdemowin22

Blueprint Details

Edit Blueprint

Prepare VM

Test Migrate

Run Compliance

Delete Blueprint




Mostra esempio

N NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

Back
Migrate Steps
Migration Plan: ShiftDemoBP
v Checking if a snapshot can be triggered on the volumes in parallel
v Deleting all existing Checkpoints for all VMs (in paraliel)
v Creating Checkpoints for all VMs (in parallel)
v Triggering volume snapshats before disk conversion in parallel
v Cleaning up VMs in target (in sequence)
v Converting disks for VM - hvdemowin22
v Creating VMs (in parallel)

Risultato
Shift Toolkit esegue i seguenti passaggi:

1. Spegne le VM di origine

. Elimina i checkpoint esistenti

. Attiva i checkpoint della VM all’origine

. Attiva l'istantanea del volume prima della conversione del disco
Clona e converte i file VHDx nel formato VMDK

. Accende le VM nel sito di destinazione

. Registra le impostazioni di rete

o N o oA W N

. Aggiunge VMware Tools e assegna indirizzi IP

La conversione si completa in pochi secondi, riducendo al minimo i tempi di inattivita della VM.

Abort

() Success 0.1 Seconds O

) Inprogress -@
v Initialized - @
v Initialized -@
¥ Initialized -®
+ Initialized @
¥ Initialized 2.0}
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Mostra esempio

N NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring
Back
Migrate Steps
Migration Plan: ShiftDemoBP
v Checking if a snapshot can be triggered on the volumes in parallel (%) Success 0.1 Seconds O
v Deleting all existing Checkpoints for all VMs (in parallel) () Success 12.2 Seconds @
v Creating Checkpoints for all VMs (in parallel) (@) Success 15.1 Seconds
4 Triggering volume snapshots before disk conversion in parallel @ Success 5.2 Seconds @
v Cleaning up VMs in target (in sequence) G) Success 2.2 Seconds O
v Converting disks for VM - hvdemowin22 @ Success 8.7 Seconds O
v Creating VMs (in parallel) (%) Success 1.1 Seconds (D

Al termine della migrazione, lo stato del progetto cambia in "Migrazione completata”.

Mostra esempio

i NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

Source Details Destination Details
2 @ 2 2 &1 B=1 B- &1 H
Blueprints Resource Groups Sites it o Sites vCanter el

Name =~ Active Site Status Compliance Source Site 3 Destination Site 5

ShiftDemoBP (©) Destination @ Migration Comg | (7) Healthy ShiftHVsrcDemo ShiftvmwDest Resource G

Fase 6: convalidare la migrazione

Verificare che le VM siano in esecuzione correttamente sull’host VMware ESXi.

Passi
1. Accedere a vCenter o all’host ESXi.

2. Verificare che le VM siano in esecuzione sull’host ESXi specificato.
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Mostra esempio

Guest 0S & Virtual Machine Details ACTIONS

Power Status 'rﬁ Powered Or

Guest OS £¥ Microsoft Windows Sen

[—3 22
(64-bit)
VMware Tools Running, version:13312 (Current) ®

DNS Name (1)
IP Addresses (2)

Encryption
[
o e

| LAUNCH REMOTE CONSOLE |

LAUNCH WEB CONSOLE

3. Verificare la connettivita della VM e la funzionalita dell’applicazione.

4. (Solo macchine virtuali Windows) Se necessario, portare online i dischi offline:

Set-StorageSetting -NewDiskPolicy OnlineAll

Dopo la conversione, tutti i dischi VM sul sistema operativo Windows, ad eccezione del

(D disco del sistema operativo, saranno offline a causa del criterio SAN predefinito di Microsoft
Windows (offlineALL). Cio impedisce il danneggiamento dei dati quando piu server
accedono alle LUN.

Risultato
La migrazione da Hyper-V a VMware ESXi &€ completa.

Shift Toolkit utilizza cron job (Linux) e attivita pianificate (Windows) per le operazioni post-
migrazione. Non vengono create connessioni SSH o equivalenti dopo che le VM sono in
esecuzione sugli host ESXi.

Migrazione delle VM da VMware ESXi a Red Hat OpenShift Virtualization

Migrare le VM da VMware ESXi a Red Hat OpenShift Virtualization utilizzando Shift
Toolkit preparando le VM, convertendo i formati dei dischi e configurando I'ambiente di
destinazione.

Shift Toolkit consente la migrazione delle VM tra piattaforme di virtualizzazione tramite la conversione del
formato del disco e la riconfigurazione della rete nel’ambiente di destinazione.

Prima di iniziare
Prima di iniziare la migrazione, verificare che siano soddisfatti i seguenti prerequisiti.

Requisiti di Red Hat OpenShift Virtualization
» Endpoint del cluster OpenShift con i seguenti operatori installati:
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o Operatore di virtualizzazione OpenShift
o Driver NetApp Trident CSI
o Stato del Nuovo Messico
* NetApp Trident CSI configurato con backend e classi di storage appropriati

* NodeNetworkConfigurationPolicy e NetworkAttachmentDefinitions (NAD) configurati con le VLAN
appropriate

* |l cluster OpenShift & raggiungibile dalla rete con le voci del file host correnti
* Privilegi di livello amministratore sul cluster

* File Kubeconfig scaricato

Requisiti VMware

* | VMDK vengono posizionati su volumi individuali (imitando i VMDK in una struttura PVC/PV) utilizzando
svmotion

@ Questa limitazione verra rimossa nella prossima versione in cui sara possibile utilizzare il
driver NAS-economy per il provisioning PVC.

* Gli strumenti VMware sono in esecuzione sulle VM guest

* Le VM da migrare sono in stato RUNNING per la preparazione

Le VM devono essere spente prima di attivare la migrazione

* La rimozione degli strumenti VMware avviene sull’hypervisor di destinazione una volta accese le VM

Requisiti della VM guest
e Per le VM Windows: utilizzare le credenziali di amministratore locale

* Per le VM Linux: utilizzare un utente con autorizzazioni per eseguire comandi sudo senza richiesta di
password

» Per le VM Windows: montare I'l'SO VirtlO sulla VM (scaricare da"Qui" )

@ Lo script di preparazione utilizza il pacchetto .msi per installare i driver e gemu-guest-
agents.

Passaggio 1: aggiungere il sito di destinazione (OpenShift)
Aggiungere I'ambiente di virtualizzazione OpenShift di destinazione a Shift Toolkit.

Passi
1. Fare clic su Aggiungi nuovo sito e selezionare Destinazione.
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https://fedorapeople.org/groups/virt/virtio-win/direct-downloads/archive-virtio/virtio-win-0.1.271-1/virtio-win-0.1.271.iso

Mostra esempio

Il NetApp @ Shift Toolkit | Dashboard Discover Resource Groups Blueprints | Job Monitoring
Add New Site o Site Type g‘ Site Details 1 Hypervisor Details
Site Type
Source Destination

2. Inserisci i dettagli del sito di destinazione:
o Nome del sito: Fornisci un nome per il sito
o Hypervisor: Seleziona OpenShift
> Posizione del sito: seleziona I'opzione predefinita
o Connettore: seleziona la selezione predefinita

3. Fare clic su Continua.
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Mostra esempio

I NetApp 3 shift Toolkit | Dsshboard | Dis Resnee Grome B Sernes NDE Morrexien

Add New Site 7) SteType ) SiteDetails  (3) Hypenvisor Details

Destination Site Details

Site Name

DemoOCPy
Hypervisor

KVM (conversion only)

I Openshift I

oM

default-connector

4. Inserisci i dettagli di OpenShift:

o Endpoint: FQDN dell’endpoint del cluster OpenShift (ad esempio, api.demomigsno.demoval.com)

o Carica il file Kubeconfig: usa il file kubeconfig con autorizzazioni minime

(D L'estensione del file deve essere yaml.
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Mostra esempio

i NetApp &@3 shift Toolkit | Dashboard Di Resource Groups: Blueprints Job Monitoring

Add New Site () steType () SiteDetails  (€) Hypervisor Details

Destination OpenShift Details

OpenShift Endpoint

apt.demomigsno.demoval.com

Upload KubeConhg File

Choose file kubeconfig.yami

Previous ] [ Create Site I

5. Fare clic su Crea sito.

Mostra esempio

M NetApp @ Shift Toolkit Dashboard Discover Resource Groups Biueprints Job Monitoring

B: @.. 8L ..

B @) 2 B (@)o

Source Destination On Prem Cloud

DemoOCPY Destination ©n Prem OpenShift 1 2 * api.demomigsna.demovalcom () Success
@ Il volume di origine e quello di destinazione saranno gli stessi poiché la conversione del
formato del disco avviene a livello di volume all'interno dello stesso volume.

Passaggio 2: creare gruppi di risorse

Organizzare le VM in gruppi di risorse per preservare I'ordine di avvio e le configurazioni del ritardo di avvio.
Prima di iniziare

Assicurarsi che i VMDK delle VM vengano spostati nei singoli volumi del datastore su un ONTAP SVM appena
creato.
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Passi
1. Vai a Gruppi di risorse e clicca su Crea nuovo gruppo di risorse.

2. Seleziona il sito di origine dal menu a discesa e fai clic su Crea.
3. Fornisci i dettagli del gruppo di risorse e seleziona il flusso di lavoro:

o Migrazione basata su cloni: esegue la migrazione end-to-end dall’hypervisor di origine a quello di
destinazione

o Conversione basata su clonazione: converte il formato del disco nel tipo di hypervisor selezionato
4. Fare clic su Continua.

5. Selezionare le VM utilizzando 'opzione di ricerca.

(D La selezione delle VM per i gruppi di risorse si basa sulla macchina virtuale e non a livello di
datastore.

Mostra esempio

MNetApp  © ShiftToolkit | Dashbowrd | Discover | ResouceGroups | Biuspants | Job Moritoring

Create Resource Group (Z) Resource Group Details () Select Virtual Machines 3) Destination Details 4) Boot order and Delay x

Select Virtual Machines

35 unprotected vMs Q 0 selected VMs Q
W Virtual Machine Datastore B Virtual Machine Datastore

ShiftDemo-RHS LinLargeDisk @ gty I ooto :
demomigsno Demo_S01_Vola1 | 4

ShiftvM Demo_S01_Volo1 ‘

ShiftUbuJH Demo_S01_Volot

W2K22_ShiftvMO1 Demo_S01_Volo1

OLVM-MigDemol 18 OLVM_DS _Test01

OLVM-MigDemoW2K22 OLVM_DS _Test01

1-100f35 « 1 > »

90



Mostra esempio

&3 shife Toolkit

etApp

Create Resource Group (%) Resource Group Details

© sciect Virtual Machines

Select Virtual Machines

shift xX
Q

4 unprotected VMs
@ Virtual Machine Datastore
ShiftVM Demo_501_Volo1
ShiftUbulH Demo_S01_Volo1
W2K22_ShiftvM01 Demo_501_Volo1
W2K22_ShiftvMO02 Demo_501_Voio1

1-40f4 « < 1 > »

Previous

6. Aggiorna i dettagli della migrazione:
o Seleziona Sito di destinazione
o Seleziona Voce di destinazione OpenShift

o Seleziona la classe di archiviazione

Mostra esempio

hift Toolkit Dashboard Drscoves

I NetApp

’ ShiftDemo-W2K22

Bluepnnts

3) Destination Detailts ~ (4) Boot order and Delay x
2 Selected VMs Q
B Virtual Machine Datastore

ShiftDemo-RHE LinLargeDisk

WinLargeDisk

‘ 1-2002 ¢ 1 > »

|

Job Monitonng

(~) Resource Group Details

Create Resource Group

Destination OpenShift

~) Select Virtual Machines

© Destination Details  (2) Boot order and Delay x

Migration Details

apidemomigsna.demoval.com

Storage Class

nimnas

Source Volume -> TBC Mapping

Source Volume Destination TBC

LinLargeDisk

LinLargeDisk01

LinLargeDiskd2

—>  backend-tbc-ontap-nas

—>  backend-tbc-ontap-nas

—>  backend-tbc-ontap-nas
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@ Se ¢ presente un solo TBC, il backend Trident verra mappato automaticamente al
volume sorgente; tuttavia, se sono presenti piu TBC, & possibile selezionare il backend.

7. Configurare I'ordine di avvio e il ritardo di avvio per tutte le VM selezionate:
o 1: Prima VM ad accendersi
o 3: Predefinito
> 5: Ultima VM ad accendersi

8. Fare clic su Crea gruppo di risorse.

Mostra esempio

M NetApp @ Shift Toolkit Dashboard Discover Resource Groups Job Monitoring

DemoOCPRG DemoSrc-Viiware VCenter (s01-vc01.cemovalcom)  Migration ») Configured

Risultato
Il gruppo di risorse € stato creato ed € pronto per la configurazione del blueprint.

Fase 3: creare un progetto di migrazione

Creare un progetto per definire il piano di migrazione, inclusi i mapping della piattaforma, la configurazione di
rete e le impostazioni della VM.

Passi
1. Vai su Progetti e clicca su Crea nuovo progetto.

2. Fornire un nome per il progetto e configurare i mapping degli host:
o Selezionare Sito di origine e vCenter associato
o Seleziona Sito di destinazione e |la destinazione OpenShift associata

o Configurare il cluster e la mappatura degli host
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Mostra esempio

1 NetApp @Shin'romku Dashboard | Discover | Resource Groups ws | Job Monitoring

Create New Blueprint @ Pianand Site Details  (2) Select Resource Groups  (3) Set Execution Order (@) SetVM Details  (5) Schedule x

Blueprint Details

Blueprint Name

DemoOCPVBP
Resource Mapping
Source Site Destination Site
DemoSre-Viware - DemoOCPy
Source vCenter Destination Openshift
$01-vc01.demaval.com - api.demomigsno.demoval.com

Cluster and NameSpace Mapping

No more Source/Destination resources available for mapping

Source Resource Destination Resource

s01-Cluster01 default Delete

3. Selezionare i dettagli del gruppo di risorse e fare clic su Continua.

4. Imposta I'ordine di esecuzione per i gruppi di risorse se esistono piu gruppi.

5. Configurare la mappatura di rete sulle reti logiche appropriate.

®

Le definizioni degli allegati di rete dovrebbero essere gia predisposte all'interno del cluster
OpenShift con le opzioni VLAN e trunk appropriate. Per la migrazione di prova, selezionare
"Non configurare la rete" per evitare conflitti di rete nella produzione; assegnare
manualmente le impostazioni di rete dopo la conversione.
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Mostra esempio

1 NetApp & shift Toolkit | Dashbosrd | Discover | Resource Groups

Create New Blueprint (%) Plan and Site Details ) Select Resource Groups © Sset Exccution Order (2) Set VM Details (5) Schedule X

Migration Details

Select Execution Order

Resource Group Name Execution Order ()

DemoOCPRG 3

Network Mapping

Target Test
No more Source network resources available for mapping

Source Resource Destination Resource

PG_VMN_3211 vm-vian-3211 Delete

Datastore Mapping

Source Datastore Storage Class Volume Trident Backend Configuration
LinLargeDisk nimnas LinLargeDisk backend-tbc-ontap-nas
Show maore

e | I

6. Esaminare le mappature delle classi di archiviazione e del backend (selezionate automaticamente in base
alla selezione della VM).

@ Assicurarsi che i VMDK siano trasferiti in anticipo ai singoli volumi, in modo che la macchina
virtuale possa essere creata e accesa dal PVC.

7. In Dettagli VM, seleziona i dettagli di configurazione e fornisci le credenziali dell’'account di servizio per
ciascun tipo di sistema operativo:

> Windows: utilizzare un utente con privilegi di amministratore locale (& possibile utilizzare anche le
credenziali di dominio)

o Linux: utilizzare un utente in grado di eseguire comandi sudo senza richiesta di password
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Mostra esempio

I NetApp @ Shift Toolkit

Create New Blueprint (2) Penendsite Detais  (7) Seiect Resource Groups (<) SetExecutionOrder ) Set VM Detais  (5) Schedule

Configuration Selection ()

Service Account (=)

os Usemame Password
e .
Windows administrator | eseeseaen > m
IP Config
Do Not Configure O Retain 1P Assign N DHCP
2 wMs Q
Remave Service
VM Name cpus Mem (MB)  NIC/IP PowrOu OIS M VMware R pcouny  Storage Clas ©
Tools Override
Resource Group : DemoOCPRG
shiftDemo-RHE 4 819 10.192.112.8% 3 :'EC:IS o
shiftbemo-w2K22 4 819; 10.192.112.86 3 o e a

UER

Previous | Continue

La selezione della configurazione consente di selezionare il formato del’immagine del

@ disco, ignorare I'override prepareVM e scegliere se dividere il volume dal padre. Per
impostazione predefinita, la clonazione divisa & disabilitata e il flusso di lavoro utilizza il
formato RAW.

8. Configurare le impostazioni IP:
> Non configurare: opzione predefinita
o Mantieni IP: Mantieni gli stessi IP del sistema sorgente
o DHCP: assegna DHCP alle VM di destinazione

Assicurarsi che le VM siano accese durante la fase prepareVM e che VMware Tools sia installato.

9. Configurare le impostazioni della VM:
> Ridimensiona i parametri CPU/RAM (facoltativo)
> Modificare 'ordine di avvio e il ritardo di avvio
o Accensione: seleziona per accendere le VM dopo la migrazione (predefinito: ON)
o Rimuovi strumenti VMware: Rimuovi VMware Tools dopo la conversione (predefinito: selezionato)
o Firmware VM: BIOS > BIOS ed EFI > EFI (automatico)

o Conserva MAC: conserva gli indirizzi MAC per i requisiti di licenza

(D Se & necessario mantenere il nome dell'interfaccia mantenendo I'indirizzo MAC,
assicurarsi che vengano create le regole udev appropriate sulla VM di origine.

o Sostituzione dell’account di servizio: specificare un account di servizio separato, se necessario

10. Fare clic su Continua.
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11. (Facoltativo) Pianifica la migrazione selezionando una data e un’ora.

@ Pianificare le migrazioni con almeno 30 minuti di anticipo per consentire la preparazione
della VM.

12. Fare clic su Crea progetto.

Risultato
Shift Toolkit avvia un processo prepareVM che esegue script sulle VM di origine per prepararle alla migrazione.

Mostra esempio

i NetApp @ Shift Toolkit | Dashboad | Discover Blueprints | Job Monitoring

Source Details Destination Details

DemcBP-OLVM ) Destiration © Migration Compiete © neary Demosrc-Vhware Destr.OLVM

Il processo di preparazione:

* Inietta script per aggiornare i driver VirtlO, installare gemu-agent, rimuovere gli strumenti VMware,
eseguire il backup dei dettagli IP e aggiornare fstab

« Utilizza PowerCLI per connettersi alle VM guest (Linux o Windows) e aggiornare i driver VirtlO
* Per le VM Windows: memorizza gli script in C: \NetApp
* Per le VM Linux: memorizza gli script in /Net2pp E /opt

@ Per tutti i sistemi operativi VM supportati, Shift Toolkit installa automaticamente i driver VirtlO
necessari prima della conversione del disco per garantire un avvio corretto dopo la conversione.

Una volta completato correttamente prepareVM, lo stato del progetto viene aggiornato in "PrepareVM
completato". La migrazione verra ora eseguita all’ora programmata oppure potra essere avviata manualmente
facendo clic sullopzione Migra.

96



Mostra esempio

I NetApp @ Shift Toolkit | Dashboard Discover Resource Groups Blueprints Job Manitoring

Source Details Destination Details
=Y 2 2 A @ A: s 2 quae
Blueprints Resource Groups Site O Sites gyl

aVirt

Name 2 | Active Site Status Compliance: Source She 4 | Destination Site
DemoOCPVBR ) Source () Preparevn Partially Complet  (2) Healthy Demosec.Vihware DemoOCRy Resaurce Group
DemoBP-OLVM (<) Destination @ Migration Compiete @ Healtry DemeSre-VMware Destn-OLVM { Resource Groups

Mostra esempio

M NetApp Eé& Shift Toolkit | Dashboard | Discover | ResourceGroups | Blucpeint Job Monitaring

Source Details Destination Details
2 2 A @ B: G g q
Blueprints Resource Groups Site vCenter Shes Choeter

2 SR Q 0

Compliance

DemoQCPvER @) source (D Preparevm Partially Complet (3) Heatthy DemoSec-Viware DemoOCPy G
Blueprint Detils
DemcBP.OLVM (%) Destination @ Migration Compiete (@ Heattny DemoSre-ViMware Destr-OLVM { Resource

Edit Bluaprin
Brapare VM
Migrate

Test Migrate
Run Compliance

Delate Blceprint

Passaggio 4: eseguire la migrazione

Avvia il flusso di lavoro di migrazione per convertire le VM da VMware ESXi a OpenShift Virtualization.
Prima di iniziare

Tutte le VM vengono spente correttamente in base al programma di manutenzione pianificato.

Passi
1. Nel progetto, fare clic su Migra.
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Mostra esempio

FiNetApp @J Shift Toolkit | Dashboard | Discover | Resource Groups

Job Monitoring

Back

v Checking I & snapshot €an be triggered on the volumes in para

v Deieting existing snapshots for ail VMs in the setup

Migrate Steps

Abort
Migration Plan: DemoOCPVER

Success 0.6 Seconds D

v Triggering VM snapshots for resource groups a1 source before disk conversion (in paralie

v TrgGering voiume Snapshots betare disk CONversion in parale

v Cleaning up VM In target (in sequence

v Cieaning up PVCS In target (in sequence)

v Cioning volumes on source (in paralle!

7) Success 5.8 Seconas (D

() Success 8.5 Seconds O

(@ Success 128 Seconas @

(3) Success 306 Seconds @

v Converting disks for VM - ShiftDemo-RHS

v Converting disks for VM - ShiftDemo. W2K22

(@) Success 6.7 Seconas @

Converted 14TB in ~120 seconds

(@) Suxcess 53,7 Seconds (

2. Shift Toolkit esegue i seguenti passaggi:

o Elimina gli snapshot esistenti per tutte le VM nel blueprint

o Attiva gli snapshot della VM all’origine

o Attiva I'istantanea del volume prima della conversione del disco

> Clona i singoli volumi

o Converte VMDK in formato RAW per ogni VMDK

Shift Toolkit trova automaticamente tutti i VMDK associati a ciascuna VM, incluso il disco di avvio

primario.

@ Se sono presenti piu file VMDK, ogni VMDK verra convertito. In questa versione (v4.0), ogni
VMDK deve essere posizionato su un volume/datastore individuale.

* Pulisce i volumi per avere solo il file disk.img

Una volta convertita I'immagine del disco della macchina virtuale in formato RAW, Shift Toolkit pulisce i
volumi, rinomina il file raw in disk.img e assegna le autorizzazioni necessarie.

 Importa i volumi come PVC utilizzando I'importazione Trident

| volumi vengono quindi importati come PVC utilizzando le API NetApp Trident .

» Crea VM utilizzando file yaml specifici per VM

Una volta importati i PVC e posizionati i PV, Shift Toolkit utilizza OC CLI per creare ogni VM in base al

sistema operativo utilizzando file yaml.

@ Le VM vengono create con lo spazio dei nomi "Default".
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* Accende le VM sulla destinazione

A seconda del sistema operativo della VM, Shift Toolkit assegna automaticamente I'opzione di avvio della
VM insieme alle interfacce del controller di archiviazione. Per le distribuzioni Linux viene utilizzato VirtlO o
VirtlO SCSI. Per Windows, la VM si accende con l'interfaccia SATA, quindi lo script pianificato installa
automaticamente i driver VirtlO e modifica I'interfaccia in VirtlO.

* Registra le reti su ogni VM

Le reti vengono assegnate in base alla selezione del progetto.

* Rimuove gli strumenti VMware e assegna indirizzi IP utilizzando cron job

Mostra esempio

&8 RedHat
OpenShift

0% Administrator

Home

Favorites

Operators

Helm

Workloads

Virtualization

Migra r Virtualization

User Management

H 42 (+] L] kube:admin ~

You are logged in as a temporary administrative user. Update the cluster QAuth configuration to allow others to log in.

VirtualMachines #

Sanich Q (<) MicualMachines > VirtualMachine details

(1D shiftdemo-w2k22 o fuming " C n » Actions

Show only projects with VirtualMachines O
Overview Metrics YAML Configuration Event: Console Snapshots Diagnostics
¥ Projects © Create Project
Details Alerts (0)
v % Allpro 2
. o 2 Name shiftdemo-  VINC console
~ default wak2? General
@ shiftdemo-rha Open web console [
1 Status £ Runnine
o shiftdemo-w2k22 e Namespace @
Created Oct 9, 2025,
8:27 AM (1 da ade O
ago)
VirtualMachinelnstance (D
Operating Guest agent |
system required Pod @u
CPU|Memory 4 CPU|EGIB Owner
Memory

Utilizzare Migration Toolkit per la virtualizzazione con Shift Toolkit

Questa sezione descrive come utilizzare Migration Toolkit for Virtualization (MTV) con NetApp Shift Toolkit per
una migrazione senza problemi a Red Hat OpenShift Virtualization.

Prima di iniziare

Assicurarsi che siano soddisfatti i seguenti prerequisiti:

* Cluster OpenShift con operatore OpenShift Virtualization e driver NetApp Trident CSI installati

* MTV 2.9.4 (che include la modalita di conversione)

« "Kit di strumenti per il cambio"installato

@ Poiché viene utilizzata solo I'API di Shift Toolkit, non & necessario configurare gruppi di
risorse o progetti di Shift Toolkit.

* Privilegi di livello amministratore sul cluster OpenShift
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* Un’istanza Linux con tridentctl e lo strumento da riga di comando OC installati
o Kubeconfig esportato o accesso OC eseguito per connettersi al cluster

o Scarica lo script denominato "OpenShift-MTV" da Shift Toolkit Ul (Impostazioni > Accesso
sviluppatore > Blocco script)

° Decomprimi il file: unzip openshift-mtv.zip

° Assicurati che Python3 sia installato: dnf install python3

° Installa OpendDK 8 o versione successiva: yum install java-1.8.0-openijdk
° Requisiti di installazione: pip install -r requirements.txt

* Requisiti della macchina virtuale per MTV: i VMDK per una macchina virtuale devono essere posizionati
su volumi individuali. Per una VM con 3 dischi, ogni disco dovrebbe trovarsi sul proprio volume individuale
(mappatura del datastore alla struttura PVC). Questa operazione deve essere eseguita manualmente
utilizzando Storage Vmotion.

Passi
1. Crea piani di migrazione utilizzando MTV.

Per sfruttare la rapida conversione VMDK, creare un piano di migrazione per le VM e assicurarsi che i
seguenti parametri siano presenti nel file YAML:

° targetNamespace: default
° type: conversion

° storage: {}

@ Il piano deve essere creato in anticipo per garantire che le impostazioni IP di
conservazione siano configurate da MTV.

2. Mappare le VM da vCenter e i volumi sullo storage ONTAP .

Utilizzare lo script per creare i PVC necessari e importarli nel cluster OpenShift. | PVC devono avere le
seguenti etichette e annotazioni:

Etichette:
o vmID e vmUUID nel PVC (Forklift cerca questi valori)
Annotazione:
° Il nome del disco vmdk per forklift.konveyor.io/disk-source
Lo script assicura che questi attributi siano impostati per ogni PVC e aggiorna i permessi disk.img:
° "owner": { "id": 107 }
° "group": { "id": 107 }
° "mode": "0655"

3. Aggiorna il file JSON con i seguenti dettagli:

o * Cluster ONTAP *: pud essere un SVM; € possibile utilizzare vsadmin. Imposta splitclone su "False" se
il volume clone non necessita di distacco immediato
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o vCenter: diritti RBAC minimi per individuare le VM e i file VMDK associati
o * Classe di archiviazione Trident *: dovrebbe essere il backend NFS con la versione corretta in yaml

o OpenShift: specifica il nome del progetto (come esempio viene utilizzato il nome predefinito)
@ Mantenere i restanti valori come predefiniti.

4. Una volta soddisfatti i prerequisiti, eseguire python3 main.py per creare PVC e importarli nel’ OpenShift
Cluster.

5. Una volta importati i PVC, avviare la migrazione tramite MTV per creare la VM con le specifiche
appropriate.

Mostra esempio
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Mostra esempio

osdisk-250624 @D default @ Bound 40GiB 4563GiB ontap-nas-sc
-clone
GI® rho- default @ Bound @ pvc-c761aldd- 500 Gig 185.5 MiB ontap-nas-sc
disk01-250624 €405-45¢3-
-clone a365-91d97a7d9d
sl
rho- default © Bound G pvc-901948c<7-93 500 GiB 157.4 MiB €8 ontap-nas-sc 1
disk02-250624 60-4ebb-
-clone a8fb-77c8f5ee95
70
rh9- @ default @ Bound @ pvc-5b139¢0d-0e  500GiB 1315 M8 &9 ontap-nas-sc F
disk03-250624 31-4958-9802-
~clone eb027aba02ad

6. Convertire VMDK con MTV.

Lo script trova automaticamente tutti i VMDK associati a ciascuna VM, incluso il disco di avvio primario.
@ Se sono presenti piu file VMDK, ogni VMDK verra convertito.

7. Carica 'immagine RAW su OpenShift Virtualization.

Lo script utilizza Trident CSI per importare i volumi come PVC nel cluster. Il file PVC yaml & popolato con
etichette e annotazioni.

8. Crea una macchina virtuale con MTV.
Dopo l'importazione, chiamare il piano MTV per avviare la migrazione. L'interfaccia utente viene
visualizzata come "fredda", ma in base alle specifiche yaml di conversione, MTV verifica ogni PVC e

vmID/vmUUID, li mappa e inizializza la migrazione.

Mostra esempio

Name T Pipeline status Disk transfer Disk counter Started at Completed at

v D rHo-TVMOI © Succeeded - - Sep 12, 2025, 912 AM Sep 12,2025, 9:18 AM

v Migration progress Cold

Name Description Completed at
v Initialize Initialize migration. Sep 12, 2025, 912 AM
+  ImageConversion Convert image to kubevirt Sep 12, 2025, 9:18 AM
v VirtualMachineCreation Created RHS-TVMOI Sep 12, 2025, 9:18 AM
@ Le VM vengono create nel progetto "Default" per le macchine virtuali, ma questo puo essere
modificato nel file YAML del piano di migrazione MTV.

9. Avviare la VM per la prima volta con MTV.

A seconda del sistema operativo della VM, MTV assegna automaticamente I'opzione di avvio della VM
insieme alle interfacce del controller di archiviazione.
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Mostra esempio

v Migration history

Migration VMs Started at Completed at

@ nimttts-rgr2f Succeeded @1 S Sep 12, 2025, 912 AM @ Sep 12, 2025, 918 AM

Migrazione completata in 6 minuti per una VM con disco dati da 1,5 TB (suddiviso su 3 PVC). Cio dimostra
un approccio semplificato e a basso impatto per il re-homing delle VM tramite storage ONTAP .

@ Prima di iniziare con questa specifica integrazione, contatta il team del tuo account Red Hat.

Dimostrazione video

Il seguente video illustra il processo descritto in questa soluzione.

Migrazione zero touch da ESX a Red Hat OpenShift Virtualization (OSV)

Migrare le VM da VMware ESXi a Red Hat OpenShift Virtualization utilizzando Shift
Toolkit e Migration Toolkit for Virtualization

Questa sezione illustra come Migration toolkit for virtualization (MTV) e NetApp Shift
Toolkit offrono un’esperienza di migrazione fluida a Red Hat OpenShift Virtualization e
fornisce una guida dettagliata sulla transizione a OpenShift Virtualization utilizzando le
funzionalita di conversione di Migration toolkit for virtualization e Shift Toolkit.

Prima di iniziare
Prima di iniziare la migrazione, verificare che siano soddisfatti i seguenti prerequisiti.

Requisiti di Red Hat OpenShift Virtualization
* Il cluster OpenShift & raggiungibile dalla rete

« Endpoint del cluster OpenShift con i seguenti operatori installati:
o Operatore di virtualizzazione OpenShift
o Operatore NetApp Trident
* NetApp Trident CSI configurato con backend e classi di storage appropriati

* NodeNetworkConfigurationPolicy e NetworkAttachmentDefinitions (NAD) configurati con le VLAN
appropriate

* MTV 2.9.4 o successivo (che include la modalita di conversione)

» Token dell’account di servizio con privilegi di amministratore del cluster

Requisiti VMware
* Account con permessi minimi. Fare riferimento a questa sezione"per i privilegi minimi necessari"

* | VMDK devono essere posizionati su volumi individuali (imitando i VMDK in una struttura PVC/PV)
utilizzando svmotion
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®

Questa limitazione verra rimossa nella prossima versione in cui sara possibile utilizzare il driver
NAS-economy per il provisioning PVC.

Utilizzare lo script disponibile nel blocco Script (Impostazioni > Accesso sviluppatore >

®

eliminando la necessita di operazioni vMotion manuali.

* Gli strumenti VMware sono in esecuzione sulle VM guest

Blocco script) per abilitare il posizionamento PVC su un gtree, oppure consentire
'importazione del volume cosi com’e, oppure la clonazione e 'importazione del volume,

« |l sistema operativo di ogni VM ¢ certificato e supportato come sistema operativo guest per le conversioni

 Gliindirizzi IP, le VLAN e le altre impostazioni di configurazione della rete non devono essere modificati
prima o durante la migrazione. Gli indirizzi MAC delle macchine virtuali vengono conservati durante la

migrazione.

Passaggio 1: creare piani di migrazione utilizzando Migration Toolkit for Virtualization

1. Per sfruttare la conversione rapidissima delle VM, il primo passo & creare un piano di migrazione per le VM
utilizzando MTV tramite"console web" o il"riga di comando” .
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@ Il piano deve essere creato in anticipo per garantire che le impostazioni IP di conservazione
siano configurate da MTV.

Procedura

a. Accedi alla console web di MTV.

b. Aggiungi provider di origine e destinazione

c. Creare un piano di migrazione nello spazio dei nomi di destinazione

= Dopo aver configurato i provider, creare un piano di migrazione e selezionare i provider di origine e
di destinazione appropriati all'interno dello spazio dei nomi di destinazione

Mostra esempio

RedHat
OpenShift

o Administrator

Home

Favorites

Operators

Helm

Workloads

Virtualization

Migration for Virtualization

Storage MigrationPlans
Overview
Providers
Network maps

Storage maps

Networking

Storage

wm As

You are logged in a5 a temporary administrative user. Update the cluster OAuth configuration to allow athers to log n.

[+] ] kube:admin ~

Create migration plan

General
Plan information
Name your plan and choose the project you would fike it to be created in

Planname *

shiftmtvdemd

Plan project * (D

openshift-mtv S

Source and target providers

Select the provider you would like to migrate your virtual machines from (source provider) and
the provider you want to migrate your virtual machines to (target provider).

Source provider *



https://docs.redhat.com/en/documentation/migration_toolkit_for_virtualization/2.3/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console
https://docs.redhat.com/en/documentation/migration_toolkit_for_virtualization/2.0/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-virtual-machines-to-virt_mtv#migrating-virtual-machines-cli_mtv

Mostra esempio

RedHat

= OpenShift B A5 © @ kbeadmin v
You are loggedinas a i i . Update the gly OAyth i ion to allow others to log in.
o Administrator -
Create migration plan
Home bl
Favorites > o Basic setup Planproject * ®
Operators > General openshift-mtv -
Helm 5 Virtual machine:
ork map .
Workloads > Source and target providers
Virtualization > s Select the provider you would like to migrate your virtual machines from (source provider) and
the provider you want to migrate your virtual machines to (target provider).
Migration for Virtualization ~
2 A ‘Source provider * The same source and target
hypervisor details should be
Storage MigrationPlans par—. - added within Shift toolkit so
o Shift toolkit can use APis to
verview
talk to MTV and fetch the
Hoo oot migration plan and approriate
Providers host . mappings configured within the
* YAML
Migration plans
Torgetproject * @
Network maps
default -
Storage maps
Net L > S
Mool 2L,
Storage > 1
= Identificare e scegliere le macchine virtuali che saranno incluse nella migrazione.
Mostra esempio
— 48 RedHat ;
= ‘OpenShift # A5 © @ kube:admin
You are logged in as a temporary administrative user. Update the cluster OAuth ¢ ion to allow others tolog in.
o Administrator -
Create migration plan
Home >
it * | @ sasicsewn v BEem @5
Operators > General
Helm > Virtual machines > © MTV-Dema-RHE6 A7) (@1 mitv-esx03 demoenv.com Gon
Netwark map
Workloads > twark mag
Storage map > © MTV-Demo-W2K22 A7 02 mitv-esx04. demoenv.com ®Oon
Virtualization >
Migration type
Migration for Virtualization v _ "
Additional setup. > O @ MTV-RH8-TVMO! a2 e mtv-esx0l.demoenv.com ®on
Storage MigrationPlans.
Overview » O @ MTV-RHI-TYMOI a3 (@1 mtv-esx03 demoeny.com Qof
optional)
Providers
: Review and create - a
Migration plans. > O '@ MTV-U18-TVMOI A3 0: mtv-esx04.demoenv.com @ off
Network maps
Storage maps » U @ nimshiftwinOl a3 03 mitv-esx04.demoenv.com @ off
Net ki >
2,
Storage > £

e. Configurare le mappature di rete e di archiviazione

= Selezionare le mappature esistenti o crearne di nuove per allineare le reti di origine e
I'archiviazione con 'ambiente di destinazione.
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Mostra esempio

= 48 RedHat

= ‘OpenShift

2 Administrator -
Home >
Favorites >
Operators >
Helm >
Workloads >
Virtualization >
Migration for Virtualization -

Storage MigrationPlans
Overview

Providers

Migration plans
Network maps

Storage maps

Networking >

Storage >

Mostra esempio

= @ RedHat
bl ‘OpenShift
#¢ Administrator -
Home >
Favorites >
Operators >
Helm >
Workloads >
Virtuafization >
Migration for Virtualization -

Storage MigrationPlans

Overview

Providers

Migration plans

Network maps

Storage maps
Networking 5>
Storage >

You

Create migration plan

© ocsewn

General

Virtual machines
Netwark map
Storage map

Migration

Additional setup

Othy
(optior

settings
)

Hooks (optional)

3 Review and create

user. Update the cluster OAuth ¢

Network map

Select an existing network map or use a new network map.

) Use an existing network map

B A5 © @

kube:admin

to aflow others to log in.

of this

@®

network

PG_VMN_1172 -

will be Butor

mapping and add mappings to it, o

hy ¢

Target network

default/vm-vian-1172

neaded

© Add mapping

Network map name (3

Provide a name now, o we'll generate or

You are logged in as porary

Create migration plan

@ socicsenn
General
Virtual machines
Network map
Storage map

Migrati

Additional setup

Oth
(optional)

r settings

Hooks (optional)

3 Review and create

f. Scegli il tipo di migrazione

Storage map

e when the map is created
!
i
#HoOoaAs O @  kubeadmin ¥
user. Update the ch ‘OAuth confi 1o allow others to log in.
Select an existing storage map or use a new storage map.
Use an existing storage map
E erence. Upon croation of this

@ Use new storage map

ted st

with this ple

Source storage Target storage
mtvlinos - nimnas
mtvlindata0l b nimnas
mitviindata02 - nimnas

lindata03 - nimnas

oo

sl
e

= Inizialmente mantenere il tipo di migrazione predefinito; questo verra aggiornato durante il
processo di migrazione per riflettere il tipo di conversione.



Mostra esempio

~ 8 RedHat

= OpenShift B A5 © @ lubeadmin v
You are logged in as a temporary user. Update the gluster OAuth to allow others tologin.
o Administrator
Create migration plan
Home
Fayartes @ ssicsewe Migration type
Operators neral
< e ® Cold migration Select Gold migration. This will be
- modified to typer: conversion so as to
Helm Virtual machines Acold m v hu use the fast migration method
Workloads etiaricihag Warm migration @
P_— watm migration moves an active VM with minimal ot 2¢r0-don
Virtualization
Migration type
Migration for Virtualization v
Additional setup
Storage MigrationPlans.
Overview
Hooks (optional)
Providers {opsic
Review and create
Migration plans
Network maps
Storage maps
Networkin >
3L
Storage > i

g. Mantieni le opzioni predefinite

= Mantieni le impostazioni predefinite. Inoltre, seleziona I'opzione per mantenere I'lP statico e
specifica lo stato desiderato della VM dopo la migrazione.

Mostra esempio

= omp‘:ns," htiﬂ B A5 © @ lubeadmin v
You are logged in as a temporary user. Update the gluster OAuth to allow others tologin.
o Administrator -
Create migration plan
Home >
Favorites > . .
Jj Basicsehip Other settings (optional)
Operators > General
Use network-bound disk encryption (NBDE/Clevis) (3
Helm > Virtual machines () Use NBDE/Clevis
. N Network map
IHnoacs Disk decryption passphrases ()
Storage map
Virtuafization > e
Migration type
Migration for Virtualization v © Add passphrase
° Additional setup
i Transfer network (&
Storage MigrationPlans P
Overview (optional) Target provider default -
Hooks (optional Please choose a NetworkAttachmentDefinition for data transfer
Providers . :

Preserve static IPs

Use when VMs have static IPs that must remain unchanged after migration

nd create

Migration plans

VM target e vt

Network maps

Preserve static IPs

Storage maps
Bt dowiica (3

Networking >

i
i

Storage >

h. Revisione e finalizzazione

= Esaminare attentamente tutte le impostazioni, quindi fare clic su Fine per creare il piano di
migrazione.
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Mostra esempio

= 4 RedHat

= ‘OpenShift

2 Administrator -
Home >
Favorites >
Operators >
Helm >
Workloads >
Virtualization >
Migration for Virtualization v

Storage MigrationPlans
Overview

Providers

Migration plans
Network maps

Storage maps

Networking >

Storage >

2. Una volta creato il piano di migrazione, copia il nome del piano di migrazione e accedi all'interfaccia utente

di Shift Toolkit.

You

Create migration plan

| Basicsetup
General
Virtual machines
Network map
Storage map
Migration type

2 Additional setup

Other settings
{optional)

Hooks (optional)

© Feviewandereate

B As

[

ive user. Update the cluster OAuth ¢

Review and create

Make sure your migration plan looks correct. To make any changes, elick directly on the step you
want to go to or press the back buttan.

~ General Edit step
Plan prok panahift
Source provider mtvvmwve
Target provider host
Target project default
¥ Virtual machines Edit step

Selected VMs

2 virtual machine selected

3. Aggiungere gli hypervisor di origine e di destinazione. Segui questo link"per creare siti"

®

ion to allow others to fog in.

]

(7]

kube:admin

iy

L'endpoint configurato in Shift Toolkit deve corrispondere al formato utilizzato quando lo si
aggiunge tramite la console MTV. Ad esempio, se I'endpoint di origine o di destinazione &

stato aggiunto utilizzando FQDN, lo stesso FQDN deve essere utilizzato in Shift Toolkit.

Mostra esempio

N NetApp Dashboard

&3 shift Toolkit

oS

oracLe 1]
oVirt

Virtualization

4 Sites

Resource Groups

Blueprints Job Monitoring

tar Site Type Site Location
-
=: O = O
Source Destination On Prem Cloud

@ o I

mty Source On Prem Viware 1 1 * 1063.172.125 :’; Success
DemcDestOLVI  Destination On Prem oM 1 2 » olvm8-vm01.demoval.com (&) Success
DemoDestOCP  Destination On Prem OpenShift 1 2 » apidemomigsno.demoval.com (%) Success
DemoSRCvnw  Source On Prem VMware 1 2 i s s01-ve01.demoval.com (<) success

4. Vai su Progetti e crea un nuovo progetto.
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https://docs.netapp.com/us-en/netapp-solutions-virtualization/migration/shift-toolkit-migrate-esxi2osv.html#step-1-add-the-destination-site-openshift

> Dopo aver completato i passaggi precedenti, vai su Progetti e seleziona Crea nuovo progetto
utilizzando il piano MTV.

A differenza del flusso di lavoro standard in Shift Toolkit, non & necessario creare

@ manualmente un gruppo di risorse quando si utilizza una migrazione basata sul piano
MTV. Shift Toolkit genera automaticamente gruppi di risorse e applica i mapping
necessari in base al piano di migrazione YAML.

Mostra esempio

I NetApp @ Shift Toolkit Dashboard Discover Resourca Groups Blueprints

Job Monitoring

Source Details Destination Details
3 3 B: ©: B O
Blueprints Resource Groups Sites: vCenters Site (T:,m
3 elusprints [eRED]  Create New Blueprint =

Create new blueprint

l Create new blueprint using MTV plan

tstshiftubu () Destination (2 Migration Complete (%) Healthy mtv DemoDestOCPy Resource Gro

DemoOCPVERO2 © Source @ Active % Partially Healthy DemoSRCvmw DemoDestOCPy

DemaOCPmIgBP () Source (i) Active % Partially Healthy DemoSRCvmw DemoDestOCPY

Wpsi//10,192,112.79:3001 /drplans®
5. Selezionare Destinazione e Piano di Migrazione.

o Selezionare il sito di destinazione e I'endpoint OpenShift corrispondente. Successivamente, seleziona il
piano di migrazione recuperato dal cluster specificato, che contiene le VM da migrare.
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Mostra esempio

M NetApp @ Shift Toolkit Dashboard Discover Resource Groups Job Monitoring

Create New Blueprint © Planand Site Details (2) Select Resource Groups (3) Set Execution Order (@) SetWMDetails  (5) Schedule x

Blueprint Details

Blueprint Name
MTVDemoBP
Resource Mapping
Source Site Destination Site
mtv - DemoDestCCPY -

Source vCenter Destination OpenShift

1063.172.125 - api.demomigsno.demoval.com -

MTV Plan Details

Migration plan

shiftmtvdemo

Cluster and Namespace Mapping

Source Resource Destination Resource

MTV-ClusterQ1 default

6. Il gruppo di risorse e i mapping verranno tutti configurati automaticamente in base al file yaml del piano di
migrazione.

Mostra esempio

M NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

Create New Blueprint (2) Panand Site Detaits () Select Resourca Groups () Set Exeeution Order  (3) SetvMDetails  (5) Schedule x
Migration Details

Select Execution Order

mtv-shiftmtvdemo-rg 3
Network Mapping

Source Resource Destination Resource

PG_VMN_1172 vm-vian-1172

Datastore Mapping

Source Datastore Sto Class Volume Tidant xod

T rage m fig =
mtvwinos nimnas mtvwinos tbc-ontap-nassecond
Show more

e N

7. Selezionare I'opzione di importazione PVC. Per impostazione predefinita, 'impostazione & Clona e importa
il volume.

@ | volumi possono anche essere importati direttamente senza creare un clone.
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Mostra esempio

M NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

Create New Blueprint (2) Panand Site Details () Select Resource Groups () SetBxecution Order () Set VM Demits  (5) Schedule
Virtual Machines Details

Configuration Selection (=)

Disk image format Import volume
(@ Clone and import volume O Direct import
Enable SplitClone
2 vMe Q
VM Name CPUs Mem (MB) NIC/iP
R Group : mtv ]
MTV-Demo-W2K22 4 8192 10.63.172.104
MTV-Demo-RH86 4 8192 No IP
[ i
8. Una volta fatto, crea il progetto.
9. Avviare la migrazione cliccando su migrazione nel progetto.
@ Le VM devono essere spente prima di avviare la migrazione. MTV avviera la VM in base
all’attributo dello stato di alimentazione della VM di destinazione.

Mostra esempio

N NetApp @ Shift Toolkit Dashboard Discover Resourcs Groups Blueprints Job Monitoring

Source Details Destination Details
: O B @ B o
Biueprints Resource Groups Shes s Site L]

Name 2 | Active Site Status Compliance Source Site 2 | Destination Site =

MTVDemoBR © source @ Active © Healthy mty DemoDestOCPy

Blueprint Details

tstshiftuby (%) Destination (@ Migration Complete () Healthy mitv DemeDestOCPy { Resourcec

DemoOCPVBRO2 (® source @ Acive 1, Partially Healthy DemoSRCvmw DemoDestOCPY { Resource

Run Compliance

DemoOCPmigBP () Source @) Active Partially Healthy DemoSRCvmw DemoDestOCPv

Delete Blueprint
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10. Shift Toolkit esegue i passaggi del flusso di lavoro per convertire il formato del disco, importare i PVC e
creare la VM utilizzando le APl OpenShift.

Mostra esempio

I NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring
Back
Migrate Steps Y
Abort
Migration Plan: MTVDemoBP A
~ Checking if a snapshot can be triggered on the volumes in paraliel (@) Success 0.5 Seconds ©
~ Deleting existing snapshots for all VMs in the setup (2) Success 0.3 Seconds ©
~ Triggering VM snapshots for resource groups at source before disk conversion (in paraliel) (2) Success 30.2 Seconds (O
~ Triggering voluma snapshots before disk conversion in paraliel () Success 5.6 Seconds ©
v Cleaning up PVCs in target (in sequence) (©) Success 13.7 Seconds ©
v Cloning volumes on source (in parallel) (©) Suecess 305 Seconds ©
=TZTE of data (spread accross § VMDRKs)
v Converting disks for VM - MTV-Demo-Ags RIS e (@) Success 89.6 Seconds @
N Converting disks for VM - MTV-Demo-W2K22 (2) Success 56.9 Seconds (O

11. Dopo che tutti i PVC sono stati posizionati come specificato e Shift Toolkit ha attivato MTV, viene avviato il
flusso di lavoro di migrazione MTV.

a. Il Migration Controller crea una risorsa personalizzata (CR) VirtualMachinelmport (VMI) per ogni VM di
origine.

b. Poiché i PVC sono gia importati da Shift Toolkit, il Virtual Machine Import Controller avvia un
Conversion Pod con i PVC allegati.

c. Il Conversion Pod esegue virt-v2y, installando e configurando i driver dei dispositivi sui PVC per la VM
di destinazione.

d. Il Virtual Machine Import Controller crea quindi un CR VirtualMachinelnstance (VMI).

e. Quando la VM di destinazione si accende, il controller KubeVirt crea un VM Pod, che esegue QEMU-
KVM con i PVC collegati come dischi VM.
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Mostra esempio

RedHat
OpenShift

« Administrator

Home

Favorites

Operators

Helm

Workloads

Virtualzation

Migration for Virtualization
Storage MigrationPlans
Overview
Froviders
Migration plans
Network maps
Storage maps

Networking

Storage

Builds

Observe

H A © ©  lubeadmin v
7oy = Update the gk Auth TG log
Project: openshift-mty »
2 Blans * Plan details
> F
G» shiftmtvdemo e Actions =
>
Details YAML Virtual machines Resources Mappirgs Hooks
>
> Virtual machines
>
[ Pipeline status. ~ Name <« Q Filter by name > M Manage columns Delete virtual machines
v
Name 1 Pipeline status Disktransfer  Diskcounter  Startedat Completed at
v D MIv-Deme-RHEE © Succeeded - - Naov 25, 2025, 4:50 AM Now 25,2025, 507 AM
¥ Migration progress  ced

Name Deseription Complated at

v nitiakize Initialze migranon Nov 25,2025, 4:59 AM

v imageConversion Convertimage to lubevirt. Nov 25, 2025, 5:07 AM

Vv VirualMachineCreation Created MTV-Demo-RHS6 Nev 25, 2025, 5:07 AM
»

Migration of 2 VMs (12TB of data)
> completed in <10 mins
> Migration resources
>
> @D MTv-Demo-w2x23 © Succecded - - Nov 25, 2025, 459 AM Now 25,2025, 5.05 AM [t
S
L]

12. Una volta completata la migrazione di tutte le VM, Migration Controller aggiorna lo stato del piano di
migrazione in Completato. Lo stato di alimentazione originale di ogni VM di origine viene mantenuto dopo

la migrazione.

Mostra esempio

= RedHat

- OpenShift

% Administrator ¥
Home >
Favorites >
Cperators »
Helm »
Workloads >
Virtualization v

Overview

Catalog
VirtualMachines.
Templates
InstanceTypes

Preferences

Bootable volumes

] L (+]

You are logged in as a temporary administrative user. Update the gluster QAuth configuration to allow others to log in.

VirtualMachines

)
2w A projects summary

Virtual Machines (2) Usage
cPU Memory Storage
e0 22 0 ®0
Y - 1.86 GiB 10.72TiB
Eroe Runring Swpes Faower Requested of 0.81m Used of 16.Gi8 Used of 1158 TiB
Y Filter = Projects Al v Name v Search by name. / m

- Actions » 1-20f2 » « I’ 1 ofl 3 »

Name 1 Mamespace 1 Suts 1 Conditions Node 1 1P address.
@ delout £ Running LiveMigratablo = Trus - i

@D muv-demo-w2k22 [ P £ Bunning Jbgratable T . f
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Mostra esempio

Conasiill by Crimdetiain, &
1 " =]
o | °
B =
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B N
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- - - -,
- i

Tyt ki crecertany B ' owe 1, I T o et (S PR - [ Y

RedHat
Enterprise Linux

In questo esempio, Shift Toolkit insieme a MTV semplifica la migrazione alla velocita della
luce. In questo esempio sono state migrate 2 VM con un totale di 12 TB. L'intero processo e
stato completato in circa 8-10 minuti.

Cosa succede dietro le quinte:

Le sezioni seguenti descrivono i passaggi attivati dalle API di Shift Toolkit e MTV per convertire i file VMDK
e creare macchine virtuali sulla piattaforma OpenShift. Questo flusso di lavoro rimane coerente sia che
venga avviato tramite I'interfaccia utente di Shift Toolkit sia tramite script forniti nei blocchi di script di Shift
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Toolkit.

Convertire VMDK
Shift Toolkit trovera automaticamente i VMDK associati a ciascuna VM, incluso il disco di avvio primario.

@ Se sono presenti piu file VMDK, ogni VMDK verra convertito.

Configurazione del piano di importazione e migrazione del volume
Shift Toolkit utilizza Trident CSI per importare volumi come PVC nel cluster. Ogni manifesto PVC & popolato

con etichette e annotazioni specifiche per garantire che MTV le riconosca:
* Etichette
o ID macchina virtuale
> vmUUID
« Annotazione:
o percorso del disco vmdk

Inoltre, vengono aggiornate le autorizzazioni sul file disk.img. Le autorizzazioni vengono modificate utilizzando
un POD distribuito al volo per montare i PVC importati e impostare le autorizzazioni come segue:

* "proprietario”: { "id": 107 },"gruppo": { "id": 107 },"modalita": "0655"
Note importanti:

* Forklift verifica la presenza di vmID e vmUUID nel PVC.
* Forklift utilizza il nome del disco (percorso VMDK) per forklift. konveyor.io/disk-source.

* Il numero di PVC importati deve corrispondere al numero di dischi associati alla VM di origine. Ad esempio,
se una VM ha tre VMDK ma vengono importati quattro PVC con ID corrispondenti, MTV non aggiornera lo
stato del piano di migrazione in "Pronto per iniziare".

Una volta completati questi passaggi, Shift Toolkit applica una patch al piano di migrazione YAML in modo che
MTYV capisca che i PVC devono essere utilizzati direttamente, bypassando il processo del pod di popolamento
dei dati (che in genere richiede molto tempo). Lo YAML corretto include:

« targetNamespace: predefinito
« tipo: conversione
* magazzinaggio: {}

Avvia il processo di migrazione

Una volta completata la configurazione, viene richiamato MTV per avviare la migrazione. L'interfaccia utente
visualizzera il tipo di migrazione come Cold, ma in base alla specifica YAML per la conversione, MTV convalida
ogni PVC rispetto al vmID e al vmUUID associati, li mappa di conseguenza e quindi inizializza la migrazione.
.Mostra esempio
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g;g:?;ift ] As © (2] kube:admin ¥

‘You are logged in as a temporary administrative user. Update the cluster OAuth configyration to allow others to log in.

& Administrator -
Project: openshift-mtv »
Home » Plans » Plan details
okl 2 G» shiftmtvdemo Actons. =
Operat »
Details YAML Virtual machines Resources Mappings Hooks
Helm >
Workloads > Virtual machines
Virtualization >
- Pipelinestatus Name ~ Q Filterby E > M Manage colur Delete virtual machines
Migration for Virtualization v
Storage MigrationPlans Name 1 Pipeline status Disk transfer Disk counter Started at Completed at
o > @ Succeeded - - Nov 25, 2025, 4:59 AM Nov 25, 2025, 5:07 AM
> @ Succeeded - - Nov 25, 2025, 4:59 AM Nov 25, 2025, 5:05 AM
Providers
@ Le VM vengono create nel progetto "Default" per le macchine virtuali, ma possono essere
modificate all’interno del piano di migrazione MTV YAML.

Shift Toolkit accelera la migrazione semplificando il processo, riducendo al minimo i tempi di inattivita ed
eliminando la necessita di accesso all’host ESXi o di approcci basati su VDDK.

@ Prima di iniziare con questa specifica integrazione, contatta il team del tuo account Red Hat.

Migrazione delle VM da VMware ESXi a Oracle Linux Virtualization Manager

Migrare le VM da VMware ESXi a Oracle Linux Virtualization Manager (OLVM)
utilizzando Shift Toolkit preparando le VM, convertendo i formati dei dischi e configurando
'ambiente di destinazione.

Shift Toolkit consente la migrazione delle VM tra piattaforme di virtualizzazione tramite la conversione del
formato del disco e la riconfigurazione della rete nel’lambiente di destinazione.

Prima di iniziare
Prima di iniziare la migrazione, verificare che siano soddisfatti i seguenti prerequisiti.

Requisiti di Oracle Linux Virtualization Manager

* Oracle Linux Virtualization Manager con host Oracle Linux KVM aggiunti al data center

Archiviazione NFS ONTAP aggiunta come dominio di archiviazione

Privilegi di livello amministratore sul cluster

Le versioni di Oracle Linux Virtualization Manager e VDSM sono >= 4.5

Gli host di Oracle Linux Virtualization Manager (destinazione) sono raggiungibili dalla rete

Dominio di archiviazione NFSv3 configurato con il volume e il qtree appropriati

o Assicurarsi che I'accesso in lettura-scrittura all'utente vdsm (UID 36) e al gruppo kvm (GID 36) sia
consentito

Reti configurate con le VLAN appropriate
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Requisiti VMware

» | VMDK delle VM vengono posizionati sul volume NFSv3 (tuttii VMDK per una determinata VM devono far

parte dello stesso volume)

* Gli strumenti VMware sono in esecuzione sulle VM guest

Le VM da migrare sono in stato RUNNING per la preparazione

Le VM devono essere spente prima di attivare la migrazione

 La rimozione degli strumenti VMware avviene sull’hypervisor di destinazione una volta accese le VM

Requisiti della VM guest
e Per le VM Windows: utilizzare le credenziali di amministratore locale

* Per le VM Linux: utilizzare un utente con autorizzazioni per eseguire comandi sudo senza richiesta di
password

* Per le VM Windows: montare I'ISO VirtlO sulla VM (scaricare da"Qui" )

@ Lo script di preparazione utilizza il pacchetto .msi per installare i driver e gemu-guest-
agents.

Passaggio 1: aggiungere il sito di destinazione (OLVM)

Aggiungere 'ambiente di destinazione Oracle Linux Virtualization Manager a Shift Toolkit.

Passi
1. Fare clic su Aggiungi nuovo sito e selezionare Destinazione.

Mostra esempio

i NetApp @ Shift Toolkit = Dashboard Discover Resource Groups Blueprints Job Monitoring

Add New Site © site Type 2) Site Details 3) Hypervisor Details
Site Type
Source Destination

2. Inserisci i dettagli del sito di destinazione:
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o Nome del sito: Fornisci un nome per il sito

o Hypervisor: Seleziona OLVM

> Posizione del sito: seleziona I'opzione predefinita
o Connettore: seleziona la selezione predefinita

3. Fare clic su Continua.

Mostra esempio

M NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Manitoring

Add New Site () siteType @) SiteDetails  (3) Hypervisor Details x

Destination Site Details

Site Name

DemoOLVM
Hypervisor

L -]

KVM (conversion only)

OpenShift

I OlvM |

default-connector

Previous | Continue

4. Inserisci i dettagli OLVM:
> Endpoint: indirizzo IP o FQDN di Virtualization Manager
> Nome utente: Nome utente nel formato nomeutente@profilo (ad esempio, admin@interno)
o Password: Password per accedere a Virtualization Manager

5. Selezionare Accetta certificato autofirmato e fare clic su Continua.
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Mostra esempio

M NetApp @ Shift Toolkit Dashboard Di Resource Groups Biueprints Job Monitoring

Add New Site fg/ Site Type IZE" Site Details o Hypervisor Details

Destination OLVM Details

OLVM Endpoint

olym8-vm01.demoval.com

OLVM Username

admin@internal

OLVM Password

Accept self-signed certificates

6. Fare clic su Crea sito.

Mostra esempio

N NetApp @ Shift Toolkit Dashboard Discove Resource Groups Blueprints Job Maonitoring

3 Q 1 orACLE 2
vCenter Virtualization

s\Virt

Sites Site Type Site Location
—_
= @2 =m3 @0
Source Destination On Prem Cloud

2
Datastore:

Site Namal  Site Type | Location Hypeorvisol Virtual Emy  Storage I VM List Discovery Status

DemoOLVI Destinati.. On Prem OLVM 1 * olvm8-vmO1.demoval.com |_})\Suc:es>

Destn-OLV Destinati.. OnPrem  OLVM 1 1 * olvm8-vm01.demaval.com (2) Success

DemoSrc-\ Source  OnPrem  VMware 1 1 View VM List * 301-vcO.demoval.com () Success

@ Il volume di origine e quello di destinazione saranno gli stessi poiché la conversione del
formato del disco avviene a livello di volume all’interno dello stesso volume.
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Passaggio 2: creare gruppi di risorse
Organizzare le VM in gruppi di risorse per preservare I'ordine di avvio e le configurazioni del ritardo di avvio.
Prima di iniziare

 Assicurarsi che i gtree siano forniti come specificato nei prerequisiti

» Spostare le VM in un datastore designato su un SVM ONTAP appena creato prima della conversione per
isolare i datastore NFS di produzione dall’area di staging

Passi
1. Vai a Gruppi di risorse e clicca su Crea nuovo gruppo di risorse.

2. Seleziona il sito di origine dal menu a discesa e fai clic su Crea.
3. Fornisci i dettagli del gruppo di risorse e seleziona il flusso di lavoro:

o Migrazione basata su cloni: esegue la migrazione end-to-end dall’hypervisor di origine a quello di
destinazione

o Conversione basata su clonazione: converte il formato del disco nel tipo di hypervisor selezionato

N

. Fare clic su Continua.

[$)]

. Selezionare le VM utilizzando I'opzione di ricerca (il filtro predefinito & "Datastore").

@ Il menu a discesa dei datastore mostra solo i datastore NFSv3. Gli archivi dati NFSv4 non
vengono visualizzati.

o

. Aggiorna i dettagli della migrazione:
o Seleziona Sito di destinazione
o Seleziona Voce OLVM di destinazione

o Configurare il mapping tra Datastore e Qtree

Mostra esempio

M NetApp @ Shift Toolkit | Dashboard Discover Resource Groups Bluepants Job Monitoring

Create Resource Group ~) Resource Group Details () Select Virtual Machines () Destination Details 4) Boot order and Delay

Migration Details

Destination OLVM

olvm&vmd1.demoval.com

Datastore -> Qtree Mapping

Source
QTree
€800_LargeDiskLin t) => | Dem.
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Assicurarsi che il percorso di destinazione (in cui sono archiviate le VM convertite) sia

@ impostato su un gtree quando si convertono le VM da ESXi a OLVM. Assicurarsi inoltre
che questo qtree venga aggiunto al dominio di archiviazione. E possibile creare pitl
gtree e utilizzarli per archiviare i dischi VM convertiti.

7. Configurare 'ordine di avvio e il ritardo di avvio per tutte le VM selezionate:
> 1: Prima VM ad accendersi
o 3: Predefinito
> 5: Ultima VM ad accendersi

8. Fare clic su Crea gruppo di risorse.

Mostra esempio

NI NetApp @ Shift Toolkit | Dashboard Discover Resource Groups Biueprints Job Monitoring

OLVMDEMORG DemoSt-Viware VCenter (s01-vc01.demoval.com)  Migration ) Configured View VM List l

Risultato
Il gruppo di risorse € stato creato ed € pronto per la configurazione del blueprint.

Fase 3: creare un progetto di migrazione

Creare un progetto per definire il piano di migrazione, inclusi i mapping della piattaforma, la configurazione di
rete e le impostazioni della VM.

Passi

1. Vai su Progetti e clicca su Crea nuovo progetto.
2. Fornire un nome per il progetto e configurare i mapping degli host:
o Selezionare Sito di origine e vCenter associato
o Seleziona Sito di destinazione e la destinazione OLVM associata

o Configurare il cluster e la mappatura degli host
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Mostra esempio

I NetApp @ shift Toolkit | Dashboard | Discover | Resource Groups

Create New Blueprint Plan and Site Details 2) Select Resource Groups 3) Set Execution Order 4) Set VM Details 5) Schedule x
P g 4 3)

Blueprint Details

Blueprint Name

OLVMDemo8P

Resource Mapping
Source Site Destination Site

DemoSic-Viiware

Source vCenter Destination OLVM

$01-we01.demoval.com - olvma-vm01.demoval.com

Cluster Mapping

Source Resource Destination Resource
s01-Cluster01 Default

3. Selezionare i dettagli del gruppo di risorse e fare clic su Continua.
4. Imposta I'ordine di esecuzione per i gruppi di risorse se esistono piu gruppi.

5. Configurare la mappatura di rete sulle reti logiche appropriate.

Le reti dovrebbero essere gia predisposte all'interno di OLVM con il tagging VLAN

(D appropriato. Per la migrazione di prova, selezionare "Non configurare la rete" per evitare
conflitti di rete nella produzione; assegnare manualmente le impostazioni di rete dopo la
conversione.
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Mostra esempio

I NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

reate New Blueprin (<) Plan and Site Details (%) Select Resource Groups t Execution v (3) et tails (5) schedule X
Create New Blueprint (~) Plan and Site Detaik (#) Select R G Set Ex: Orde: (&) Set VM Detait 5) Scheduk

Migration Details

Select Execution Order

Resource Group Name Execution Order )

OLYMDemoRG 3

Network Mapping

Target ‘ Test

No more Source network resources available for mapping

Source Resource Destination Resource

PG_VMN_142 Private Delete

Datastore Mapping

Source DataStore Destination Volume QTree Storage Domain
CB00_LargeDiskLin CB00_LargeDiskLin Der Dy
o

6. Esaminare le mappature di archiviazione (selezionate automaticamente in base alla selezione della VM).

CD Assicurarsi che il gtree sia predisposto in anticipo e che siano assegnate le autorizzazioni
necessarie affinché la macchina virtuale possa essere creata e accesa dal volume NFS.

7. In Dettagli VM, seleziona i dettagli di configurazione e fornisci le credenziali dell’account di servizio per
ciascun tipo di sistema operativo:

o Windows: utilizzare un utente con privilegi di amministratore locale (& possibile utilizzare anche le
credenziali di dominio)

o Linux: utilizzare un utente in grado di eseguire comandi sudo senza richiesta di password
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Mostra esempio

I NetApp @ Shift Toolkit | Dashboard Diseover Resource Grous Bluepeints Job Moroning

() seectResource Groups () Set Execution Orde Q setvMpetais  (5) Schecuie

<)
"
s

Create New Blueprint

Virtual Machines Details

Configuration Selection -~

Override pregarevM Disk image format

Sefect to overnide prepare v process

Service Account (=
05 Username [
Linux tmeadmin s ®
Windows sdministrator | esesseses P
IP Config
Do Not Configure © Retain IP DHCP
1 vms Q
Service
Boot Order & L] Remove Retain
VM Name CPUs Mem (MB) NP Power On - = Took Account
Overvide
Resource Group : OLVMDemoRG
i
€800_Mig_U18A 2 2048 No® 3 80s ]
UEF!
=]

La selezione della configurazione consente di selezionare il formato del’immagine del
disco e di ignorare 'override di prepareVM. Il flusso di lavoro & impostato di default sul

@ formato QCOW2, ma se necessario € possibile selezionare il formato RAW. L'opzione
override prepareVM consente agli amministratori di saltare la preparazione della VM ed
eseguire script personalizzati.

8. Configurare le impostazioni IP:
> Non configurare: opzione predefinita
o Mantieni IP: Mantieni gli stessi IP del sistema sorgente
o DHCP: assegna DHCP alle VM di destinazione

Assicurarsi che le VM siano accese durante la fase prepareVM e che VMware Tools sia installato.

9. Configurare le impostazioni della VM:
o Ridimensiona i parametri CPU/RAM (facoltativo)
> Modificare 'ordine di avvio e il ritardo di avvio
> Accensione: seleziona per accendere le VM dopo la migrazione (predefinito: ON)
o Rimuovi strumenti VMware: Rimuovi VMware Tools dopo la conversione (predefinito: selezionato)
> Firmware VM: BIOS > BIOS ed EFI > EFI (automatico)
o Conserva MAC: conserva gli indirizzi MAC per i requisiti di licenza
o Sostituzione dell’account di servizio: specificare un account di servizio separato, se necessario
10. Fare clic su Continua.

11. Pianifica la migrazione selezionando una data e un’ora.
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@ Pianificare le migrazioni con almeno 30 minuti di anticipo per consentire la preparazione
della VM.

12. Fare clic su Crea progetto.

Risultato
Shift Toolkit avvia un processo prepareVM che esegue script sulle VM di origine per prepararle alla migrazione.

Mostra esempio

1 NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

Source Details Destination Details

&8 3 3 B B @1 B: 91 oRCE g

Blueprints
P Site vCenter Sites Cluster ovirt

Name = | Active Site Status Compliance Source Site = | Destination Site s

olvmap (@ Source (2) Preparevm Complete (3) Healthy DemoSic-Viware Destn-OLVM esource Groups
OCPVDemoBP () Destination (® Migration Complete (%) Healthy DemoSrc-VMware DemoCCPY

DemoBP-OLVM {7) Destination (2) Migration Complete  (7) Healthy DemoSrc-VMware Destn-OLvM

Il processo di preparazione:

* Inietta script per aggiornare i driver VirtlO, installare gemu-agent, rimuovere gli strumenti VMware,
eseguire il backup dei dettagli IP e aggiornare fstab

« Utilizza PowerCLI per connettersi alle VM guest (Linux o Windows) e aggiornare i driver VirtlO
* Per le VM Windows: memorizza gli script in C: \NetApp
* Per le VM Linux: memorizza gli script in /Net2App E /opt

(D Per tutti i sistemi operativi VM supportati, Shift Toolkit installa automaticamente i driver VirtlO
necessari prima della conversione del disco per garantire un avvio corretto dopo la conversione.

Una volta completato correttamente prepareVM, lo stato del progetto viene aggiornato in "PrepareVM
completato". La migrazione verra ora eseguita all’ora programmata oppure potra essere avviata manualmente
facendo clic sull’'opzione Migra.

125



Mostra esempio

F NetApp &\_% Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Maonitoring

Source Details Destination Details
&Y 3 3 B o B P8 e=fi
Blueprints Resource Groups Site vCenter Sites i e

oLvmeP @) source @) Preparevm Complete (2) Healthy Demastc-Viware Destn-OLVM Resoutoe Groups G

Biveprint Details

OCPVDemoBP () Destination (@ Migration Complete  (2) Healthy DemoSrc-Viiware DemoOCPy
Edit Blueprint
DemoBP-OLVM {~) Destination () Migration Complete  (2) Healthy DemoSrc-Viviware Destn-OLVM Resource
Prepare VM
Test Migrate
Run Compliance

Passaggio 4: eseguire la migrazione

Awvia il flusso di lavoro di migrazione per convertire le VM da VMware ESXi a Oracle Linux Virtualization
Manager.

Prima di iniziare

Tutte le VM vengono spente correttamente in base al programma di manutenzione pianificato.

Passi
1. Nel progetto, fare clic su Migra.
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Mostra esempio

I NetApp @ Shift Toolkit | Dashboard | Discover | ResourceGroups | Biueprints | Job Monitoring

Back
Migrate Steps
Migration Plan: OLVMBP

v Checking if a snapshot can be triggered on the volumes (in paraliel) (@) success

v Deleting existing snapshots for all VMs in the setup (©) Success

v Triggering VM snapshots for resource groups at source before disk conversion (in paraliel) (@) Success

v Triggering volume snapshots before disk conversion (in parallel) (&) Success

v Cleaning up VMs in target (in sequence) (©) Success

~ Creating disks for all VMs (in parallel) (%) Success

v Converting disks for VM - C800_Mig_U188 (@) Success

v Registering and Powering on VMs in protection group - OLVMRG - in target () Success

0.1 Seconds O

0.2 Seconds O

30.1 Seconds (D

54 seconds O

0.3 Seconds

0.4 Seconds (O

14.9 Seconds O

82.4 Seconds O

2. Shift Toolkit esegue le seguenti azioni:

o Elimina gli snapshot esistenti per tutte le VM nel blueprint

o Attiva gli snapshot della VM all’origine

o Attiva I'istantanea del volume prima della conversione del disco
o Converte VMDK in formato QCOW2 o RAW per tutte le VM

Shift Toolkit trova automaticamente tutti i VMDK associati a ciascuna VM, incluso il disco di avvio

primario.
@ Se sono presenti piu file VMDK, ogni VMDK verra convertito.

o Carica 'immagine QCOW2 o RAW nel dominio di archiviazione OLVM

Dopo aver convertito I'immagine del disco della macchina virtuale in formato QCOW2 o RAW, Shift

Toolkit carica il file nel dominio di archiviazione appropriato e aggiunge ciascun disco.

o Crea macchine virtuali

Shift Toolkit effettua chiamate APl REST per creare ciascuna VM in base al sistema operativo.

@ Le VM vengono create nel cluster "Default".

o Accende le VM sulla destinazione

A seconda del sistema operativo della VM, Shift Toolkit assegna automaticamente I'opzione di avvio

della VM insieme alle interfacce del controller di archiviazione. Per le distribuzioni Linux viene utilizzato
VirtlO o VirtlO SCSI. Per Windows, la VM si accende con l'interfaccia SATA, quindi lo script pianificato

installa automaticamente i driver VirtlO e modifica 'interfaccia in VirtlO.
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> Registra le reti su ogni VM
Le reti vengono assegnate in base alla selezione del progetto.
o Rimuove gli strumenti VMware e assegna indirizzi IP utilizzando script di attivazione o cron job

Mostra esempio

Virtua

= ORACLE
Linux

Compute

Dimostrazione video

Il seguente video illustra il processo descritto in questa soluzione.

Migrazione zero touch da ESX a Oracle Linux Virtualization Manager (OLVM)

Convertire le VM utilizzando Shift Toolkit

Utilizzare Shift Toolkit per convertire i dischi delle macchine virtuali VMware ESX (VMDK)
nel formato disco Microsoft Hyper-V (VHDX) o Red Hat KVM (QCOW?2). Questo processo
include la configurazione di gruppi di risorse, la creazione di progetti di conversione e la
pianificazione delle conversioni.

Panoramica

Shift Toolkit supporta conversioni a livello di disco di dischi virtuali tra hypervisor per i seguenti formati di disco:

» Da VMware ESX a Microsoft Hyper-V (da VMDK a VHDX)
» Da Microsoft Hyper-V a VMware ESX (da VHDX a VMDK)
* Da VMware ESX a Red Hat KVM (da VMDK a QCOW?2)

* Da VMware ESX a Red Hat KVM (da VMDK a RAW)

| file gcow2 convertiti sono compatibili con qualsiasi hypervisor KVM. Ad esempio, un file gcow2 puo essere
utilizzato con KVM basato su RHEL utilizzando virt-manager per creare una VM, cosi come con Ubuntu KVM,
Rocky Linux e altri. Lo stesso pud essere utilizzato con Oracle Linux Virtualization Manager con una modifica e
con la virtualizzazione OpenShift dopo I'importazione tramite NetApp Trident. L'obiettivo & fornire il disco
(convertito in secondi in minuti) che pud quindi essere integrato negli script di automazione esistenti utilizzati
dalle organizzazioni per fornire la VM e assegnare la rete. Questo approccio aiuta a ridurre i tempi complessivi
di migrazione, con la conversione del disco gestita dalle API del toolkit Shift e lo script rimanente che avvia le
VM.

Shift Toolkit supporta la migrazione end-to-end da VMware ad altri hypervisor KVM compatibili. Tuttavia,
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'opzione di conversione consente agli amministratori della migrazione di eseguire queste API di conversione e
migrazione.

Converti in formato QCOW2

Per convertire i dischi virtuali nel formato QCOW?2 con il toolkit NetApp Shift, seguire questi passaggi generali:

 Creare un tipo di sito di destinazione specificando KVM (solo conversione) come hypervisor.

®

FENetApp

&b shift Toolkit

Dashboard

Per KVM non sono richiesti dettagli sull’hypervisor.

Resource Groups Biueprints. Job Monitoring

M NetApp

Add New Site

&b shift Toolkit

Create Resource Group

Dashboard

(@) stetype @) Site Detaits (3) toenvisor Detats () Storage Detalls

Destination Site Details

Ste Name

Demokvid

Hypervisor

Conrector

defait.connector

Discover Blusprints Jab Monitoring

© Rresoutce Group Detaits

(4) Boot order and Detay

Resource Group Details

Resource Group Name

Demogeow

Cione based Conversion

129



a
M NetApp P shift Toolkit | Deshboard Discover rsource Groug Buepints 10b Monfloring

Create Resource Group (%) Resource Group Densis  (3) Sevec © Destination Detaits  (2) Boot orcer ana Deiny X

Conversion Details

—

NiNetApp GO ShiftToolkit | Destbosrd | Discover |  Resource Grous sk ||| bticnsa

(2) seectvitus Machines (@) Destination Detaits  (2) Boot order and Deiay x

Create Resource Group

Conversion Details

Destination Ste
DemokvM
Datastore -> Qtree Mapping
Source Destination Qlree
nimravDS001 -3

Using a gtree with UNIX security style for
KVM based hypervisor. Multiple qiress can ba
created based on the requiremetns

]

 Creare il progetto per convertire il disco virtuale nel formato QCOW2.
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N NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints job Monftoring

Create New Blueprint © PunandsieDetniis  (2) Selectiesource Groups  (3) Set Execution Order (5) screcuie

Blueprint Details

Blueprint Name

DemoatowsP

Resource Mapping

Source Ste Destration Se

Demosee Demokvi
Source vCenter
17221156110

FiNetApp !@; Shift Toolkit | Dashboard Discover Resource Groups Biueprint 108 Monitaring

Create New Blueprint

© Select Resource Groups (3)

Select Resource Groups

1 Uncelected Resource Groups Q

1 Selecied Resource Groups Q
DemoRG Migration

’ Demogeow Conversion

] -
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Resource Groups

@D shift Toolkit | Deshbosrd | Discover

i NetApp
(@) seriuectionoraer (@ setvmoetats  (3) Scneau

() Pian and Site Detavis () seect Resourcs Groups

Create New Blueprint
Virtual Machines Details

Service Account (=]

05 Username:
- T

Linux. root
P Apply To At

Windows

Q

Service Account Gverride

Resource Group : Demoqcow

STK-VMD1-U18

» Designare uno slot utilizzando I'opzione di pianificazione. Se la conversione deve essere eseguita su base

ad hoc, lasciare I'opzione di pianificazione deselezionata.

i NetApp @ Shift Toolkit Dashboard Discover Resource Groups Job Monitoring
Select Resouro (@) stecion ot (2) seavmpetsis (@) schedule

Create New Blueprint
Schedule Conversion

Blueprint Details

Blueprint Name: DemogeowdP

Resource Groups: Demogeow

VMs: STK-VMO1-U18
[ Schedule

o |
» Dopo aver creato il progetto, viene attivato un processo prepareVM. Questo processo esegue

automaticamente gli script sulle VM di origine per prepararle alla conversione. Questi script rimuovono
VMware Tools e aggiornano i driver per soddisfare i requisiti dell’hypervisor di destinazione.
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o
I NetApp 9 shift Toolldt | Deshbosrd Biowe

Destination Detaits

Source Details
2 e © B ) B: i
Blueprints Rasource Groups Sites wCenters Sites Hosts

- o I

DemoncowtP @ Source A PrepareVi in Progress T) Not Aaliatie Demasic DemoxVid ( Resource Geo
DemoBP () Destination (© Mgration Complete 7 inProgress Demasre DemaDest

I (7) Biueprint registered

» Una volta completato correttamente il processo prepareVM (come mostrato nello screenshot qui sotto), i
dischi VM associati alle VM sono pronti per la conversione e lo stato del blueprint verra aggiornato in

"Attivo".
* Fare clic su "Converti" dopo aver pianificato il tempo di inattivita richiesto per le VM.

i NetApp @; Shift Toolkit Dashboard Discover.

Destination Details

2 2 ) B @ B- HR
Blueprints Resource Groups i oo o ks

DemogeondP @ Soure © Adive ¢ InProgress Demasic DemakVM (" Resource Groups @
= Blusprine Dels
Demos (©) Destination (D) Migration Compiete L InProgress Dermasre Dermeest Fesqurce
£ae luepnne
Prapare Vi

Run Complisnce

» L'operazione di conversione utilizza uno snapshot point-in-time. Se necessario, spegnere la macchina
virtuale e quindi riavviare 'operazione.
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Confirm

Convert operation s triggered using a peint in ime 5napshot. If the VM needs 1o be powered off
before conversion, piease 60 50 NG retry the OPenton 3gain.

» L'operazione di conversione esegue ciascuna operazione sulla VM e sul rispettivo disco per generare il
formato appropriato.

T NetApp @ Shift Toolkit | Dashboard

Back
Convert Steps

Blueprint: DemogeowBP

v g VN st oo s bl creso Pl @ st 302 Sconts
[ — @ soces J—
« Utilizzare il disco convertito creando manualmente la VM e collegandovi il disco.
L v 4 > Network » 10.61.181.79 > nimravDS001 > qcow » STK-VMO1-U18
Name - Date modified Type Size
# Quick access =
B Desktop a L] STK-VMO1-U18.qcow2 5/2/2025 10:29 AM QCOW2 File 41,949,632 KB

Il toolkit Shift supporta le conversioni dei dischi solo per il formato gcow2. Non supporta la
@ creazione o la registrazione di VM. Per utilizzare il disco convertito, creare manualmente la VM
e collegare il disco.

Converti in formato VHDX

Per convertire i dischi virtuali in formato VHDX con il toolkit NetApp Shift, seguire questi passaggi generali:

 Creare un tipo di sito di destinazione specificando Hyper-V come hypervisor.

» Creare un gruppo di risorse con le VM per le quali & richiesta la conversione del disco

134



MiNetApp G ShiftToolkit | Deshbosrd | Discover

Create Resource Group (2) Resource Group Detais  (2) Seectvinua scnines () Destination Details  (2) Boot orger ana Deisy

Conversion Details

Destination Ste

Datastore -> Qtree Mapping

Select a giree with NTFS
Source Destination Qlree ‘security style

nimravD5001 b J nimghift

nNetApp @ shift Toolkit | Deshboard | Discover | ResourceGroups | Bucprints | sob Montoring

Create New Blueprint (2) PianaraSteDetais (@) Select Resource Groups  (3) Set Execution Order  (3) SetvMDetais  (3) Scheaute X

Select Resource Groups

2 Unselected Resource Groups Q 1 Sefected Resource Groups Q
Resource Group Name Workflow Resource Group Name Workflow
Demogcow Conversion ' Demovhdxcomn Conversion
DemoRG Migration

4

|

 Creare il progetto per convertire il disco virtuale nel formato VHDX. Una volta creato il progetto, i lavori di
preparazione verranno avviati automaticamente.
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I NetApp Shift Toolkit

Source Details

Destination Detaits
E Bluep EF : a1
‘ ' : =

B et
Sites

wCenters

DemoVHDXcom@P

© Source 7 PrepareM in Propress D) Not alabie DemdSre DemcDest Res
DemogeontP () Source ©) Corversion Complete 3 InProgress Demosic DemoKvid Resource
Demog? (7) Destination ) Mgration Compiete ) InProgress Demesrt DemeoDest

» Selezionare "Converti" una volta pianificato il tempo di inattivita richiesto per le VM.

N NetApp Shift Toolkit Dashboard

Discover | Resource Groups

Job Monitoring

Source Details

Destination Details
4 B @ W=
Resource Groug

Sites

B

vCenters

Sites

Hosts

4 plueprints

a9 Cruate New Blueprint

DemoVHDXConvBP (2 Source @ Active (D) Mot Available DemoSRC DemaVHDXcon o)

Blueprint Details
Demogeowconvep (&) Source () Convarsion Complete (%) Healthy DemoSAC DemoSRCGoow Resour

Edit Blueprint
DemoconvHveP (@ Source (1) Conversion Error Partially Healthy DemoSRC DemoTarget e _
Demo8p () Destination (i) Migration Complete Partially Healthy DemaoSRC

DemoTarget ource

Run Compliance

Ceelete Bluepnnt

» L'operazione di conversione esegue ciascuna operazione sulla VM e sul rispettivo disco per generare il
formato VHDX appropriato.
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M NetApp shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

Back
Convert Steps
Blueprint: DemoVHDXConvBP

v Preparing VMs for conversion in paraliel (@) Success 0 Seconds (D
v Removing VMWare tools for all VMs (in parallel) (%) Success 304.1 Seconds (O
v Powering off VMs in protection group - DemoVHDXconvRG - in source %) Success 5.8 Seconds (D
~ Deleting existing snapshots for all VMs in the setup () Success 0.5 Seconds (O
v Triggaring VM snapshots for resource groups at source (in parallel) () Success 30.1 Seconds (O
v Triggenng volume snapshots in paraliel (&) Success 5.3 Seconds ()
A Converting VMOK disks to VHOX format for all VM (in paraliel) (@) Success 23,6 Seconds (D

Converting VMDK disks to VHDX format for VM - ShiftTk04_Deb12 () Success 23.6 Secondi

« Utilizzare il disco convertito creando manualmente la VM e collegandovi il disco.

Home Share View

&« v 4 > Network > 10.61.181.77 > nimshiftstage > shifttoolkit » ShiftTk04_Devi2

A

Name Date modified Type Size
s Quick access

I Deskt - I - ShiftTk(4_Devi2 12/10/2024 5:30 PM  Hard Disk Image File I 16,781,312 ...
esktop ]

Per utilizzare il disco VHDX convertito in una VM, la VM deve essere creata manualmente
@ tramite Hyper-V Manager o comandi PowerShell e il disco deve essere collegato ad essa. Oltre
a cio, la rete dovrebbe essere mappata manualmente.

Converti in formato RAW
Per convertire i dischi virtuali in formato RAW con il toolkit NetApp Shift, seguire questi passaggi generali:

» Creare un tipo di sito di destinazione specificando OpenShift o OLVM come hypervisor.

» Creare un gruppo di risorse con le VM per le quali é richiesta la conversione del disco
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N NetApp @ Shift Toolkit =~ Dashboard Discover R Blueprints Job Monitoring

Create Resource " o~ —s
o Resource Group Details (2) Select Virtual Machines .3) Destination Details (4) Boot order and Delay x

Group

Resource Group Details

Resource Group Name

ConvertOCPVRG

Destination Site

DemoDestOCPy v

Workflow

Clone based Conversion -

Continue

I NetApp @ Shift Toolkit Dashboard Discover F Blueprints Job Monitoring
Create Resource - § 1
if‘ﬁ Resource Group Details o Select Virtual Machines (3) Destination Details (4) Boot order and Delay x
Group - <) 4
Select Virtual Machines
0 unprotected vMs Q ocp x 1 Selected VMs Q
@ Virtual Machine Datastore @ Virtual Machine Datastore

ocpvrh8 ocptstrhg

1-00f0 ({3 1 > » ’

1-10f1 K« < 1 ¥ »

138



N NetApp @ Shift Toolkit =~ Dashboard Discover Res: Blueprints Job Monitoring

Create Resource
Group

‘f‘ Resource Group Details : Select Virtual Machines o Destination Details I'g:_' Boot order and Delay x

Conversion Details

Destination OpenShift

api.demomigsno.demaval.com

Source Volume -> TBC Mapping

Source
Volume

Destination TBC

backend-tbc-ontap-

ocptstrh8 —p
nas

* Creare il progetto per convertire il disco virtuale nel formato RAW. Una volta creato il progetto, i lavori di
preparazione verranno avviati automaticamente.

N NetApp @ Shift Toolkit =~ Dashboard Discover Resource Groups s Job Monitoring

Source Details Destination Details
2 2 a o B: O =
Blueprints Resource Groups Site vCenter Sites Cluster oVirt

2 Blusprints a9 Create New Blueprint

Namae - Active Site Status Compliance Source Site H Destination Site T
ConvertOCPvBP ) Source (D Preparevm InPri (©) Not Available DemoSRCvmw DemoDestOCPy Resource Groups
DemoOLVMBP () Source (& Conversion Com () Healthy DemoSRCvmw DemoDestOLVM Resource Groug

» Selezionare "Converti" una volta pianificato il tempo di inattivita richiesto per le VM.
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M NetApp @ Shift Toolkit = Dashboard Discover | Resource Groups | Blueprints | Job Monitoring

Source Details Destination Details
1 1 B o B 9O
Blueprints Resource Groups Site vCanter Site (T:um

1 Blueprint Q9 Create New Blueprint

- Active Site Compliance

ConverOCPvBP ) Source (2 Preparevm Comy Partially Healthy DemoSRCvmw DemoDestOCPy Resource Groups G

Blueprint Datails

Edit Blueprint

Prepare VM

Convert

Run Compliance

Delete Blueprint

» L'operazione di conversione esegue ciascuna operazione sulla VM e sul rispettivo disco per generare il
formato RAW appropriato.

Back
Convert Steps
Blueprint: ConverOCPvBP
v Checking if a snapshet can be triggered on the volumes in parallel @ Success 0.1 Seconds ©
v Deleting existing snapshots for all VMs in the setup (@) Success 31.9 Seconds (O
v Triggering VM snapshots for resource groups at source before disk conversion {in parallel) @ Success 30.2 Seconds (D
v Triggering volume snapshots before disk conversion in parallel @ Success 5.2 Seconds (O
v Deleting volumes in source (in parallel) (2) Success 5.1 Seconds O
v Cloning volumes on source (in parallel) () Success 30.2 Seconds O
v Converting disks for VM - ocpwrh8 () Success 15.7 Seconds @
v Deleting all files and folders in volume except diskimg (in parallel) @ Success 5.1 Seconds (O

» Utilizzare il disco convertito creando manualmente una VM.

o Per OpensShift, importare il volume come PVC utilizzando tridentctl e quindi creare la VM utilizzando i
dischi importati.

o Per OLVM, vai al’URL del motore ovirt e crea una nuova VM allegando il file RAW convertito del toolkit
Shift come disco del sistema operativo. Assicurarsi di selezionare I'interfaccia appropriata.
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@ Per OLVM é possibile utilizzare anche il formato file gcow2. Questa selezione puo
essere effettuata durante la creazione del progetto.

N NetApp @ Shift Toolkit | Dashboard | Discover | Resource Groups | Blueprints | Job Monitoring

Edit Conversion

: () Plan and Site Details () Select Resource Graups ) SetExecution Order (@) SetVMDetais  (5) Schedule X
Plan i i )

Virtual Machines Details

Configuration Selection (=)

Override prepareVM Disk image format

Per utilizzare I'immagine disco RAW convertita in una VM, la VM deve essere creata
@ manualmente tramite la console OpenShift o i comandi OC tramite YAML per OpenShift

o utilizzando le APl/interfaccia utente REST di OLVM per OLVM, e il disco deve essere

collegato ad essa. Oltre a cio, la rete dovrebbe essere mappata manualmente.

CD Assicurarsi che sia specificato il tipo di avvio appropriato (EFI o BIOS) quando si crea
manualmente la VM.

Monitora i processi di migrazione con la dashboard di Shift
Toolkit

Utilizza la dashboard di monitoraggio dei lavori di Shift Toolkit per monitorare le
operazioni di migrazione, conversione e blueprint in tempo reale, consentendoti di
identificare rapidamente lo stato dei lavori e risolvere i problemi.

Dashboard di monitoraggio dei lavori

La dashboard di monitoraggio dei lavori fornisce una visualizzazione centralizzata di tutte le operazioni attive e
completate all'interno di Shift Toolkit. Utilizza questa dashboard per monitorare 'avanzamento dei tuoi lavori di
migrazione, conversione e blueprint.

I NetApp @ Shift Toolkit | Dashboara

La dashboard mostra le informazioni chiave per ogni lavoro:

» Tipo di lavoro (migrazione, conversione o progetto)
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« Stato attuale (in esecuzione, riuscito, fallito o parzialmente fallito)
* Indicatori di avanzamento e percentuale di completamento
* Numero di VM elaborate

e QOrari di inizio e fine

Comprendere lo stato del lavoro

Linterfaccia intuitiva consente di valutare rapidamente lo stato di tutte le operazioni e di identificare i lavori che
richiedono attenzione.

I NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

VMs

Environments

Topology Canvas Immersive View (5
@3 =l
Virtual Environments Storage Environments
toursa. Oemann
Waorkflow .
DemosReyema DemaOeiOCPy
[ — P
Blueprint Source  Destination  Action [t A ——. 3 o
e
CorwertOCPVEP  vmware  openshift Convert
v
DemoOLVMEP vmware  olvm Convert DemaDen0OLVM
+ i SR
o
Exncution Jobs Blueprints
@3 ®o Active Site Status

Total Jobs In Progress
@ Source i) Preparevm Complete

2y Seuiwrn  Cnnvarcnn Comnists

Gli indicatori di stato del lavoro ti aiutano a comprendere I'esito di ogni operazione:

* Riuscito: tutte le VM nel lavoro sono state completate senza errori
* Non riuscito: il lavoro ha riscontrato errori e non € stato possibile completarlo
« Parzialmente fallito: alcune VM sono state completate correttamente mentre altre hanno riscontrato errori

* In esecuzione: il lavoro & attualmente in corso

Utilizzare le informazioni sullo stato per stabilire le priorita degli sforzi di risoluzione dei problemi e garantire
flussi di lavoro di migrazione fluidi.

Configura le impostazioni avanzate in Shift Toolkit

Configura le impostazioni avanzate in Shift Toolkit per gestire I'autenticazione CredSSP,
abilitare la registrazione e il debug, accedere alle APl REST e impostare le notifiche e-
mail per i processi di migrazione.

Per accedere alle impostazioni avanzate, fare clic sull'icona Impostazioni nella barra degli strumenti in alto.
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><

Platform Settings
Developer Access

Update

Shift vd.0

Fornitore di servizi di sicurezza delle credenziali (CredSSP)

Shift Toolkit utilizza Credential Security Service Provider (CredSSP) per gestire i trasferimenti di credenziali
durante il processo di conversione. Il server Shift esegue script sul sistema operativo guest della macchina
virtuale in fase di conversione, passando le credenziali tramite un "doppio salto" dal server Shift al sistema
operativo guest tramite il server Hyper-V.

{é} Advanced X

Delegation

CredSSP Status @

Logging
® Default

(@] Debug

Logs retention duration (in days): 30

Shift v4.0
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Configurare il server Shift come client CredSSP

La procedura guidata Impostazioni avanzate configura automaticamente il server Shift come client CredSSP,
consentendogli di delegare le credenziali ai server Hyper-V.

Dietro le quinte
Shift Toolkit esegue i seguenti comandi e configurazioni di policy per configurarsi come client:
Comandi eseguiti:

* Set-Item WSMan:\localhost\Client\TrustedHosts -Value "fgdn-of-hyper-v-host"
®* Enable-WSManCredSSP -Role client -DelegateComputer "fgdn-of-hyper-v-host"
Criteri di gruppo configurati:

» Configurazione computer > Modelli amministrativi > Sistema > Delega credenziali > Consenti delega di
nuove credenziali con autenticazione server solo NTLM

Abilita questa policy e aggiungi wsman/fgdn-of-hyper-v-host .

Configurare il server Hyper-V come server CredSSP

Utilizzare il Enable-WSManCredsSSP cmdlet sul server Hyper-V per configurarlo come server CredSSP,
consentendogli di ricevere credenziali dal server Shift.

Passi

1. Sull’host Hyper-V in cui le VM verranno fornite dal server Shift Toolkit, aprire una sessione di Windows
PowerShell come amministratore.

2. Eseguire i seguenti comandi:

Enable-PSRemoting
Enable-WSManCredSSP -Role server

Registrazione e debug

Shift Toolkit include una registrazione predefinita con un periodo di conservazione di 30 giorni. Su richiesta del
supporto, & possibile commutare la registrazione in modalita debug per la risoluzione dei problemi.
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{é} Advanced X

Delegation

CredSSP Status @

Logging
® Default

O pebug

Logs retention duration (in days): 30

Shift vd.0

Spavalderia

La pagina Swagger nelle impostazioni avanzate consente di interagire con le APl REST di Shift Toolkit.

{3 Developer Access *

[ swagger (7

B script Block

Shift v4.0

L'API REST di Shift Toolkit fornisce accesso programmatico alle funzionalita di migrazione, conversione e
automazione. Le API sono organizzate in base al flusso di lavoro funzionale per aiutarti a trovare rapidamente
le risorse necessarie per attivita specifiche.
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c © Notsecure  Bitps:/f10.61.184.25:9090/api-docs/ aQ @

SHIFT Swagger Documentation @ “°

Session ~
EEESE /session sunsseon v
R /session 0wt st session i v
m /session/validate Ve » sesson v
SR /sessionsend s seasen v
Connector ~
I /connector assuseanesr v
m fconnector Owt oetain of o convastory v
m fconnector /| connectorid) Usdse e convector deteis by i v
a Fconnector/ [ connectorld) Gt conmector cetats by b v
Tenant ~
EESE tenart msetenan v
E ftenant Get ad wnant v

API di autenticazione e configurazione

Utilizzare queste API per stabilire connessioni, gestire gli utenti e configurare I'autenticazione per il server Shift
Toolkit.

Sessione
Gestisci 'autenticazione degli utenti e ottieni token di autorizzazione per le richieste API:

¢ |nizia una sessione
» Convalidare una sessione
« Ottieni tutti gli ID di sessione

* Termina una sessione
Utente
Gestisci account utente e autorizzazioni:

« Aggiungi un utente

« Ottieni tutti gli utenti

* Cambia password utente
» Accetta TEULA

CredSSP
Configurare il fornitore di servizi di sicurezza delle credenziali per la delega delle credenziali:

» Abilita CredSSP
 QOttieni lo stato CredSSP

Connettore
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Gestire le connessioni ai componenti dell’infrastruttura:

« Aggiungi un connettore
« Ottieni i dettagli di tutti i connettori
» Aggiorna i dettagli del connettore tramite 1D

« Ottieni i dettagli del connettore tramite 1D
Inquilino
Gestisci configurazioni multi-tenant:

« Aggiungi un inquilino

« Ottieni tutti gli inquilini

API di gestione delle infrastrutture

Utilizza queste API per configurare e scoprire i tuoi ambienti di origine e di destinazione.
Sito
Gestire i siti di migrazione e i relativi ambienti virtuali e di archiviazione:

« Ottieni il conteggio dei siti

« Ottieni tutti i dettagli del sito

« Aggiungi un sito

« Ottieni i dettagli del sito tramite ID

 Elimina un sito tramite 1D

« Aggiungi un ambiente virtuale a un sito

» Aggiungere un ambiente di archiviazione a un sito

« Ottieni i dettagli del’ambiente virtuale per un sito

« Aggiorna i dettagli del’'ambiente virtuale per un sito
 Elimina i dettagli del’'ambiente virtuale per un sito

« Ottieni i dettagli del’ambiente di archiviazione per un sito
» Aggiorna i dettagli del’'ambiente di archiviazione per un sito

 Elimina i dettagli del’'ambiente di archiviazione per un sito
Scoperta
Scopri e inventaria le VM e le risorse nei siti di origine e di destinazione:

 Scopri il sito di origine

« Ottieni tutte le richieste di scoperta per il sito di origine
 Scopri il sito di destinazione

* QOttieni tutte le richieste di scoperta per il sito di destinazione

 Ottieni i passaggi di individuazione per il sito di origine in base all'lD
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« Ottieni i passaggi di individuazione per il sito di destinazione in base all'lD

API di gestione delle risorse e delle VM

Utilizza queste API per inventariare, organizzare e gestire le VM e le risorse per la migrazione.
VM

Interroga e gestisci macchine virtuali:

« Ottieni VM per un sito e un ambiente virtuale nella sorgente
 Ottieni VM non protette per un sito e un ambiente virtuale

« Ottieni il conteggio delle VM

« Ottieni il conteggio delle VM protette

Risorsa
Visualizza I'utilizzo e la disponibilita delle risorse:

« Ottieni dettagli sulle risorse per un sito e un ambiente virtuale

« Ottieni il conteggio delle risorse del sito di origine
Gruppo di risorse
Organizzare le VM in gruppi di protezione per la migrazione:

« Ottieni il conteggio del gruppo di protezione

« Ottieni tutti i dettagli del gruppo di protezione

« Aggiungi un gruppo di protezione

« Ottieni i dettagli del gruppo di protezione tramite 1D
 Elimina un gruppo di protezione tramite 1D

« Aggiorna i dettagli del gruppo di protezione tramite 1D
« Ottieni le VM di un gruppo di protezione tramite ID

« Ottieni progetti contenenti il gruppo di protezione

API di migrazione e ripristino

Utilizza queste API per eseguire migrazioni, monitorare la conformita e gestire le operazioni di ripristino.
Progetto

Definire e gestire i progetti di migrazione:

« Ottieni il conteggio dei progetti

« Ottieni tutti i dettagli del progetto

» Aggiungi un progetto

« Ottieni i dettagli del progetto tramite ID

 Elimina il progetto per ID
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« Aggiorna i dettagli del progetto per I'ID
+ Ottieni le VM di un progetto

« Ottieni lo stato di alimentazione delle VM presenti nel progetto
Conformita
Verificare la prontezza e la compatibilita prima della migrazione:

« Ottieni il risultato del controllo di conformita per un progetto
« Ottieni lo stato finale del controllo di conformita per un progetto

» Aggiungi il controllo di conformita su richiesta per un progetto
Esecuzione
Monitorare I'esecuzione dei processi di migrazione e conversione:

« Ottieni tutti i dettagli dell'esecuzione

« Ottieni i dettagli dell’esecuzione in corso

« Ottieni il conteggio delle esecuzioni

+ Ottieni il conteggio delle esecuzioni in corso

« Ottieni i passaggi per I'ID di esecuzione
Recupero
Eseguire e gestire le operazioni di migrazione e ripristino:

« Aggiungi una nuova richiesta di esecuzione per un progetto

» Aggiungi una richiesta di ripetizione dell’esecuzione per un progetto
« Ottieni gli stati di esecuzione di tutti i progetti

« Ottieni lo stato di esecuzione per I'ID del progetto

API di automazione

Utilizza queste API per estendere e automatizzare le funzionalita di Shift Toolkit.
Blocco di script
Accedi ed esegui gli script di automazione:

« Ottieni tutti i metadati degli script
+ Ottieni i metadati dello script tramite 1D
« Ottieni tutti i metadati di aggiornamento

» Esegui script

Blocco di script e automazione

Il blocco di script all’interno di Shift Toolkit fornisce un codice di esempio per aiutarti ad automatizzare,
integrare e sviluppare funzionalita utilizzando API interne ed esterne. Sfoglia e scarica gli esempi nella sezione
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Esempi di codice, scritti dal team di automazione di Shift Toolkit e dai membri della community. Utilizza questi
esempi per iniziare con attivita di automazione, gestione o integrazione.

{3 Developer Access *

[ swagger (7

|m Script Block

Shift v4.0

5
M NetApp ‘969 Shift Toolkit 0a e Resource Groups Blueprints Job Monitoring

View Scripts &

Q) Search sripts

Select a sanpt to view/execute

Shift VM to OLVM (PowerShell)

Automation Serfpt for migrating VMs to Oracie
Linux VM (OLVM) with NetAgp Shift tooiiit
Downicad Type Bp.
Shift VM to OLVM (Pythen)

Adtomation Script for migrating VMs to Oracie
Linx VM (OLVM) with NetApp Shift toorkit
Downicad Type zip
[End to End Execution

Automation Script for perfarming end 10 end
execution

] Trew g
Run Compliance Check

Automation Seript for Running Compiance

Creck.

Downioag Typasip

Shift VM to OpenShift

Automation Seript for migrating VM to Red Hat
OpenSni#t with NetApp Shift tooliit

Download Tyoe vp

Trigger Migration

Agtomation Script for Triggering Migntion,

Dowrioad Type ip

Initiate Prepare VM

Autamation Seript for intisting Prepare VML

Bewniced Type tip

Get Site

Automation Script for fetching Source nd
Destination site detalis.

Downioad Type tip

L'esempio seguente mostra uno script di PowerShell che elimina un lavoro specifico all'interno dell’'interfaccia
utente di Shift Toolkit. Sebbene questa funzionalita non sia disponibile tramite il flusso di lavoro standard, puo
essere realizzata utilizzando il blocco di script. Lo script & disponibile anche come script batch, che pud essere
facilmente scaricato ed eseguito.
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M NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

View Scripts G

Q. samchsrph Initiate Prepare VM
Dovnicad Typetip Dowrioad Tyow tp
Parameters m B Download B Sample JSON
Inputison
Create Blueprint Check Prepare VM Status
Automation Seript for Cresting Blugprint Automation Serigt for Chacking Prepsre VM
Status.
Downicad ™ Downicad "
Swioed You o 19 T persnl
(Porameter(Mandatorysstrue
[string]$inputisen
Check Migration Status Add Resource Groups
Automation Script for Checking Migration Satus. Automation §cript for Adding Retource Group. salobaliLogFolder = .\logs\initiate_prepire_ve"
1f (-t (Test-Path Solobal:Logfolder)) {
New-Iten -ItesType Directory -Path $olobaliLogrolder | Out-ull
Downlcad Typaip Downioad Tyow tp F y
function weite-Log {
Add Site Initiate Prepare VM 5 persa
Automation Script for Adding Source ang Automation S<ript for initiating Prepare VM 1 [stringisievel,
Destination 3ites, [string]pussage
Downioad Tyee Bp Yrpmet | Status
Remove jobs based on blueprint name Trigger Migration
Automation Seript for remening a job, provide Automation Seript for Triggering Migration
bBlueprint name and shift toolkt path as
parameters

L'obiettivo del blocco di script € fornire script di esempio per le operazioni iniziali e in corso su hypervisor
specifici utilizzando le API di Shift Toolkit e le rispettive API pubblicate sugli hypervisor.

L'obiettivo del blocco di script € fornire script di esempio per le operazioni iniziali e in corso su hypervisor
specifici utilizzando le API di Shift Toolkit e le rispettive API pubblicate sugli hypervisor.

Notifiche e avvisi via e-mail

Configura le notifiche e-mail per inviare avvisi sui processi di individuazione, conversione o migrazione a
destinatari specifici. Sono disponibili anche le notifiche dell’interfaccia utente (avvisi allinterno dell’interfaccia)
e vengono archiviate per 7 giorni.

Accedi alle impostazioni di notifica via email da Impostazioni > Impostazioni piattaforma > Configurazione
email.

Passi
1. Accedi all'interfaccia utente di Shift Toolkit.

2. Vai su Impostazioni > Impostazioni piattaforma.
3. Seleziona Notifiche e-mail e aggiorna i dettagli SMTP:
o Indirizzo del server SMTP
o Porta
> Nome utente
> Password
4. Aggiorna il campo destinatario e seleziona gli eventi dalle categorie disponibili.

5. Fare clic su Applica.
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M NetApp @ Shift Toolkit Dashboard Discover Resource Groups Blueprints Job Monitoring

Notifications | Email Configuration Manage Connectors Manage Credentials
Senver Address Server Port User Password
smip.office36s.com 587 emin@neemo.cnmicrosoft.com @
Cipsen |
Email Detalls and Events
Sender's Email Recipient’'s Emall (1)
emin@neemo.onmicrosoftcom nimo@neemo onmictosof com ® | Acd emall & piess tabJenter 1o save
A Select Events Hide event selection
Discovery Migration Conversion Preparevm
B Discovery Failed Migration Cancelled B Conversion Cancelled Preparevm Failed
Discovery Success Migration Failed B conversion Failed 3 Preparevm Success
Migration Success Conversion Success Preparevm Partial Success
(=)

Lo screenshot mostra la ripartizione per ogni categoria di notifica ed evento.

@ In questa versione, la notifica via e-mail utilizza I'autenticazione SMTP di base e SendGrid. Una
versione futura supportera I'autenticazione moderna.

@ In questa versione, la notifica via e-mail utilizza I'autenticazione SMTP di base e SendGrid. Una
versione futura supportera I'autenticazione moderna.

Capacita di interruzione e ripristino

Shift Toolkit offre la possibilita di annullare un lavoro in esecuzione in qualsiasi fase del flusso di lavoro.
Quando un lavoro viene annullato, tutti i componenti orfani vengono automaticamente ripuliti, tra cui:

* Spegnimento delle VM sull’hypervisor se erano accese

* Rimozione delle voci del disco dal gtree appropriato

 Eliminazione delle richieste di volume persistenti (PVC)

Poiché Shift Toolkit non modifica in alcun modo la VM di origine, il rollback & semplice: basta accendere la VM
di origine. Non sono necessarie altre azioni di rollback.

Migrazione di VM da ambienti SAN per la conversione con
Shift Toolkit

Migra le VM dai datastore basati su SAN ai NAS prima di convertirle con Shift Toolkit,
utilizzando VMware Storage vMotion e Storage Live Migration per mantenere la
continuita aziendale.
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Requisiti per le VM basate su SAN

Shift Toolkit richiede che le VM risiedano in un ambiente NAS (NFS per VMware ESXi) prima della
conversione. Se le VM sono attualmente archiviate su datastore basati su SAN tramite iISCSI, Fibre Channel
(FC), Fibre Channel over Ethernet (FCoE) o NVMe over Fibre Channel (NVMe/FC), & necessario prima
migrarle su un datastore NFS.

Flusso di lavoro di migrazione per ambienti SAN

Il diagramma seguente illustra il flusso di lavoro completo della migrazione per le VM archiviate in un ambiente
SAN.

(—

Zero Touch Migration

<
o)
- =
NetApp® Storage e 7] NetApp Storage
Storage 1:____.?:;—— —  Storage Live
vMotion 1 Migration |
SAN (ISCSI/FC/FCoE LUN) NFS/CIFS Storage Volume SAN (ISCSI/FC/FCoE LUN)

Il processo di migrazione si compone di tre fasi principali:

Migrazione da SAN a NAS (ambiente VMware)

Utilizzare VMware vSphere Storage vMotion per migrare le VM e i relativi dischi dal datastore SAN a un
datastore NFS. Questa operazione puo essere eseguita senza tempi di inattivita della VM.

Convertire le VM con Shift Toolkit

Dopo che le VM risiedono nel datastore NFS, Shift Toolkit utilizza la tecnologia NetApp FlexClone per
convertire le VM da VMware ESXi a qualsiasi hypervisor. Le VM convertite e i relativi dischi vengono
posizionati su un gtree accessibile dal rispettivo host hypervisor.

Tornare a SAN

Dopo la conversione, utilizzare la migrazione dello storage per spostare le VM convertite e i relativi dischi dal
gtree a un volume abilitato per SAN. Cid consente di gestire I'infrastruttura SAN nel rispettivo ambiente
hypervisor.
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Gestione dei problemi di compatibilita del processore

Quando si esegue la migrazione live della VM tra nodi con capacita di processore diverse, la migrazione
potrebbe non riuscire a causa dei controlli di compatibilita del processore.

Per risolvere questo problema:

1. Abilitare I'opzione "Migrazione a un computer fisico con un processore diverso" in Hyper-V.
2. Utilizzare lo script di compatibilita del processore disponibile nel blocco di script Shift Toolkit per
configurare le VM per la migrazione tra processori.

Questa impostazione consente alle VM di migrare tra host con diversi set di funzionalita del processore,
mantenendo al contempo la compatibilita.

Passaggi successivi dopo la conversione o la migrazione
delle VM tramite Shift Toolkit

Dopo aver convertito o migrato le VM utilizzando Shift Toolkit, rivedere le principali attivita
post-migrazione per convalidare il nuovo ambiente. E possibile verificare lo stato del
sistema, eseguire operazioni di pulizia e risolvere problemi comuni utilizzando esempi
dettagliati.

Conclusione

Il toolkit NetApp Shift aiuta gli amministratori a convertire rapidamente e senza problemi le VM da VMware a
Hyper-V. Puo anche convertire solo i dischi virtuali tra i diversi hypervisor. Pertanto, Shift Toolkit ti fa
risparmiare diverse ore di lavoro ogni volta che vuoi spostare carichi di lavoro da un hypervisor all’altro. Le
organizzazioni possono ora ospitare ambienti multi-hypervisor senza doversi preoccupare se i carichi di lavoro
sono vincolati a un singolo hypervisor. Questa funzionalitd aumenta la flessibilita e riduce i costi di licenza, i
vincoli e gli impegni verso un singolo fornitore.

Prossimi passi

Sfrutta il potenziale di Data ONTAP scaricando il pacchetto Shift toolkit e inizia a migrare o convertire le
macchine virtuali o i file su disco per semplificare e ottimizzare le migrazioni.

Per saperne di pit su questo processo, segui la procedura dettagliata:

Guida dettagliata di Shift Toolkit

Risoluzione dei problemi e problemi noti

1. Lo script di attivazione per I'impostazione dell’'indirizzo IP e la rimozione degli strumenti VMware non riesce
per la VM Windows con il seguente errore: la credenziale non € valida
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Error message:

Enter-PSSession : The credential is invalid.
Potential causes:

The guest credentials couldn't be validated

a. The supplied credentials were incorrect
b. There are no user accounts in the guest

2. La macchina virtuale Windows riscontra errori BSOD
NOTA: Questo non € un problema del toolkit Shift, ma & correlato all’ambiente.
Error message:
Bluescreen error during initial boot after migration.
Potential cause:

Local group policy setup to block the installation of applications
including new drivers for Microsoft Hyper-V.

a. Update the policy to allow installation of drivers.

3. Nessun datastore elencato durante il tentativo di creare un gruppo di risorse

Error message:

Mount paths are empty while getting volumes for mountpaths for site.

Potential causes:
The NFS volume used as a datastore is using v4.l

a. Shift toolkit filters out NFS v3 datastores during the resource group
creation. NFS 4.1 or 4.2 is not supported in the current release.

4. Impossibile accedere all'interfaccia utente di Shift Toolkit dopo aver abilitato SSL.
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Error message:
Login failed, Network error
Potential causes:

MongoDB service not running

Using Firefox browser to access Shift UI

a. Ensure Mongo service is running
b. Use Google Chrome or IE to access Shift UI.

5. Impossibile migrare le VM con la crittografia abilitata.

Error message:

Boot failure on Hyper-V side

Potential causes:

VMDK encrytped using vSphere encryption

a. Decrypt the VMDK inside VMware and retry the operation.

Appendice

Ruolo ONTAP personalizzato per il toolkit Shift

Creare un ruolo ONTAP con privilegi minimi in modo che non sia necessario utilizzare il ruolo di amministratore
ONTAP per eseguire operazioni in Shift Toolkit. Questi ruoli minimi sono richiesti a livello SVM sul lato di
archiviazione ONTAP .

(D E possibile utilizzare anche vsadmin.
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Utilizzare ONTAP System Manager per creare il ruolo.
Eseguire i seguenti passaggi in ONTAP System Manager:
Crea un ruolo personalizzato:

 Per creare un ruolo personalizzato a livello di SVM, selezionare Archiviazione > VM di archiviazione > SVM
richiesta > Impostazioni > Utenti e ruoli.

» Selezionare I'icona della freccia (—) accanto a Utenti e Ruoli.
 Selezionare +Aggiungi in Ruoli.

+ Definisci le regole per il ruolo e fai clic su Salva.
Assegna il ruolo all’utente del toolkit Shift:
Eseguire i seguenti passaggi nella pagina Utenti e ruoli:

+ Selezionare Aggiungi icona + sotto Utenti.

« Selezionare il nome utente richiesto e selezionare il ruolo creato nel passaggio precedente nel menu a
discesa Ruolo.

» Fare clic su Salva.

Una volta fatto, utilizzare I'utente creato sopra durante la configurazione dei siti di origine e di destinazione
nellinterfaccia utente di Shift Toolkit.

Ruolo di autorizzazioni minime richieste su VMware

Per migrare le macchine virtuali da VMware vSphere utilizzando Shift Toolkit, creare un utente RBAC con i
privilegi indicati di seguito tramite Amministrazione > Controllo accessi > Ruoli.

Selezionare la scheda PRIVILEGI:
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Datastore
. Browse datastore

. Update virtual machine files

Virtual machine

. Edit inventory
o Register
o) Unregister

. Interaction
o Answer question
o) Console interaction
e} Power off
o} Power on
. Snapshot management
o) Create snapshot

o) Remove snapshot
o) Rename snapshot

0 Guest operations
o Guest operation modifications
o) Guest operation program execution
¢ Guest operation queries
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