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VMware Cloud Foundation su NetApp

Semplifica I’esperienza del cloud ibrido con VMware Cloud
Foundation e ONTAP

NetApp ONTAP si integra con VMware Cloud Foundation (VCF) per offrire una soluzione
di storage unificata che supporta sia protocolli a blocchi che a file. Questa integrazione
semplifica le distribuzioni cloud ibride, migliora la gestione e le prestazioni dei dati e
garantisce servizi dati coerenti negli ambienti on-premise e cloud.

Introduzione

L'utilizzo NetApp con VCF migliora la gestione dei dati e 'efficienza dell’archiviazione tramite le funzionalita
avanzate di NetApp, come deduplicazione, compressione e snapshot. Questa combinazione garantisce
un’integrazione perfetta, prestazioni elevate e scalabilita per gli ambienti virtualizzati. Inoltre, semplifica le
distribuzioni cloud ibride consentendo servizi dati e gestione coerenti tra infrastrutture on-premise e cloud.

Introduzione a NetApp ONTAP

NetApp ONTAP & un software completo per la gestione dei dati che offre funzionalita di storage avanzate su
un’ampia gamma di prodotti. ONTAP ¢é disponibile come storage definito dal software, come servizio di prima
parte tramite i principali provider cloud e come sistema operativo di storage per le piattaforme NetApp ASA (All
San Array), AFF (All-flash FAS) e FAS (Fabric-Attached Storage). ONTAP garantisce elevate prestazioni e
bassa latenza per una varieta di casi d’'uso, tra cui la virtualizzazione VMware, senza creare silos.

Introduzione a VMware Cloud Foundation

VCF integra le offerte di elaborazione, rete e storage con i prodotti VMware e le integrazioni di terze parti,
facilitando sia i carichi di lavoro nativi Kubernetes sia quelli basati su macchine virtuali. Questa piattaforma
software include componenti chiave quali VMware vSphere, NSX, Aria Suite Enterprise, Vmware vSphere
Kubernetes Service, HCX Enterprise, SDDC Manager e capacita di archiviazione collegata ai core della CPU
host tramite vSAN. NetApp ONTAP si integra perfettamente con una varieta di modelli di distribuzione VCF sia
in locale che nel cloud pubblico.

=l ——@_‘_@_

Cloud VMware VvSAN NSX SDDC

Builder vSphere Networking Manager

VMware Cloud Foundation Components

Domini VCF

| domini sono una struttura fondamentale all’'interno di VCF che consente di organizzare le risorse in
raggruppamenti distinti e indipendenti. | domini aiutano a organizzare I'infrastruttura in modo piu efficace,
garantendo che le risorse vengano utilizzate in modo efficiente. Ogni dominio & distribuito con i propri elementi



di elaborazione, rete e storage.
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Esistono due tipi principali di domini con VCF:

* Dominio di gestione — Il dominio di gestione include componenti responsabili delle funzioni principali
delllambiente VCF. | componenti gestiscono attivita essenziali quali provisioning delle risorse, monitoraggio
e manutenzione e includono integrazioni di plug-in di terze parti come NetApp ONTAP Tools per VMware. |
domini di gestione possono essere distribuiti utilizzando Cloud Builder Appliance per garantire il rispetto
delle best practice, oppure € possibile convertire un ambiente vCenter esistente in un dominio di gestione
VCF.

Dominio del carico di lavoro dell’infrastruttura virtuale — | domini del carico di lavoro dell’infrastruttura
virtuale sono progettati per essere pool di risorse dedicate a una specifica esigenza operativa, carico di
lavoro o organizzazione. | domini dei carichi di lavoro vengono distribuiti facilmente tramite SDDC
Manager, contribuendo ad automatizzare una serie di attivita complesse. E possibile eseguire il
provisioning fino a 24 domini di carico di lavoro in un ambiente VCF, ognuno dei quali rappresenta un’unita
di infrastruttura pronta per I'applicazione.

Archiviazione con VCF

Fondamentale per la funzionalita dei domini € lo spazio di archiviazione che essi consumano. Sebbene VCF
includa capacita vSAN basata su CPU-core per casi d’uso iperconvergenti, supporta anche un’ampia gamma



di soluzioni di archiviazione esterna. Questa flessibilita & fondamentale per le aziende che hanno effettuato
investimenti significativi in array di storage esistenti o che hanno bisogno di supportare protocolli che vanno
oltre quelli offerti da vSAN. VMware supporta piu tipi di storage con VCF.

Esistono due tipi principali di archiviazione con VCF:

 Archiviazione principale — Questo tipo di archiviazione viene assegnato durante la creazione iniziale del
dominio. Per i domini di gestione, questo archivio ospita i componenti amministrativi e operativi del VCF.
Per i domini di carico di lavoro, questo storage € progettato per supportare i carichi di lavoro, le VM o i
container per cui & stato distribuito il dominio.

+ Archiviazione supplementare — E possibile aggiungere archiviazione supplementare a qualsiasi dominio
di carico di lavoro dopo la distribuzione. Questo tipo di storage aiuta le organizzazioni a sfruttare gl
investimenti esistenti nell'infrastruttura di storage e a integrare diverse tecnologie di storage per ottimizzare
prestazioni, scalabilita ed efficienza dei costi.

Supporta i tipi di archiviazione VCF

Tipo di dominio Archiviazione principale Spazio di archiviazione supplementare

Dominio di gestione vSAN FC* NFS* vVols (FC, iSCSI o NFS) FC NFS iSCSI NVMe/TCP
NVMe/FC NVMe/RDMA

Dominio del carico di vSAN wols (FC, iSCSlIo vVols (FC, iSCSI o NFS) FC NFS iSCSI NVMe/TCP

lavoro dell'infrastruttura NFS) FC NFS NVMe/FC NVMe/RDMA

virtuale

Nota: * Supporto di protocollo specifico fornito quando si utilizza VCF Import Tool con ambienti vSphere
esistenti.

Perché ONTAP per VCF

Oltre ai casi d'uso che riguardano la protezione degli investimenti e il supporto multiprotocollo, ¢ci sono molti
altri motivi per sfruttare i vantaggi dell’archiviazione condivisa esterna all’interno di un dominio di carico di
lavoro VCF. Si pud supporre che lo storage fornito per un dominio di carico di lavoro sia semplicemente un
repository per ospitare VM e container. Tuttavia, le esigenze delle organizzazioni spesso superano le capacita
della licenza e richiedono storage aziendale. Lo storage fornito da ONTAP, assegnato ai domini all'interno di
VCF, é facile da implementare e offre una soluzione di storage condiviso a prova di futuro.
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Per ulteriori informazioni sui principali vantaggi ONTAP per VMware VCF identificati di seguito, vedere"Perchée
ONTAP per VMware" .

* Flessibilita dal primo giorno e man mano che si cresce

* Trasferisci le attivita di archiviazione a ONTAP

 La migliore efficienza di archiviazione della categoria

+ Disponibilita dei dati di livello aziendale

» Operazioni di backup e ripristino efficienti

+ Capacita di continuita aziendale olistica

Informazioni aggiuntive:

* "Opzioni di archiviazione NetApp"
» "Supporto vSphere Metro Storage Cluster (vMSC)"
+ "Strumenti ONTAP per VMware vSphere"

» "Automazione VMware con ONTAP"


vmw-getting-started-overview.html#why-ontap-for-vmware
vmw-getting-started-overview.html#why-ontap-for-vmware
https://docs.netapp.com/it-it/netapp-solutions-virtualization/vmware/vmw-getting-started-ntap-options.html
https://docs.netapp.com/it-it/netapp-solutions-virtualization/vmware/vmw-getting-started-vmsc.html
https://docs.netapp.com/it-it/netapp-solutions-virtualization/vmware/vmw-getting-started-otv.html
https://docs.netapp.com/it-it/netapp-solutions-virtualization/vmware/vmw-getting-started-automation.html

* "NetApp SnapCenter"

 "Multicloud ibrido con VMware e NetApp"

* "Sicurezza e protezione dal ransomware"

* "Facile migrazione dei carichi di lavoro VMware su NetApp"
* "NetApp Disaster Recovery"

» "Approfondimenti sull’infrastruttura dati"

» "Raccoglitore dati VM"

Riepilogo

ONTARP fornisce una piattaforma che soddisfa tutti i requisiti dei carichi di lavoro, offrendo soluzioni di storage a
blocchi personalizzate e offerte unificate per consentire risultati pit rapidi per VM e applicazioni in modo
affidabile e sicuro. ONTAP integra tecniche avanzate di riduzione e spostamento dei dati per ridurre al minimo
lingombro del data center, garantendo al contempo una disponibilita a livello aziendale per mantenere online i
carichi di lavoro critici. Inoltre, AWS, Azure e Google supportano I'archiviazione esterna basata su NetApp per
migliorare I'archiviazione vSAN nei cluster basati su cloud VMware come parte delle loro offerte VMware-in-
the-Cloud. Nel complesso, le capacita superiori di NetApp lo rendono una scelta piu efficace per le distribuzioni
VMware Cloud Foundation.

Risorse di documentazione

Per informazioni dettagliate sulle offerte NetApp per VMware Cloud Foundation, fare riferimento a quanto
segue:

Documentazione di VMware Cloud Foundation
* "Documentazione di VMware Cloud Foundation"
Serie di blog in quattro (4) parti su VCF con NetApp

* "NetApp e VMware Cloud Foundation semplificati Parte 1: Introduzione"

* "NetApp e VMware Cloud Foundation semplificate Parte 2: VCF e storage principale ONTAP"

* "NetApp e VMware Cloud Foundation semplificate Parte 3: VCF e storage dei principali elementi"

* "NetApp e VMware Cloud Foundation semplificate - Parte 4: Strumenti ONTAP per VMware e storage
supplementare”

*VMware Cloud Foundation con array SAN All-Flash NetApp *

« "VCF con array NetApp ASA, introduzione e panoramica della tecnologia"

« "Utilizzare ONTAP con FC come storage principale per i domini di gestione"

« "Utilizzare ONTAP con FC come storage principale per i domini dei carichi di lavoro VI"

+ "Utilizzare Ontap Tools per distribuire datastore iSCSI in un dominio di gestione VCF"

+ "Utilizzare Ontap Tools per distribuire datastore FC in un dominio di gestione VCF"

« "Utilizzare Ontap Tools per distribuire datastore vVols (iSCSI) in un dominio di carico di lavoro VI"
+ "Configurare gli archivi dati NVMe su TCP per I'utilizzo in un dominio di carico di lavoro VI"

« "Distribuisci e utilizza il SnapCenter Plug-in for VMware vSphere per proteggere e ripristinare le VM in un
dominio di carico di lavoro VI"


https://docs.netapp.com/it-it/netapp-solutions-virtualization/vmware/vmw-getting-started-snapcenter.html
https://docs.netapp.com/it-it/netapp-solutions-virtualization/vmware/vmw-getting-started-hmc.html
https://docs.netapp.com/it-it/netapp-solutions-virtualization/vmware/vmw-getting-started-security.html
https://docs.netapp.com/it-it/netapp-solutions-virtualization/vmware/vmw-getting-started-migration.html
https://docs.netapp.com/it-it/netapp-solutions-virtualization/vmware/vmw-dr-gs.html
https://docs.netapp.com/it-it/netapp-solutions-virtualization/vmware/vmw-getting-started-dii.html
https://docs.netapp.com/it-it/netapp-solutions-virtualization/vmware/vmw-getting-started-vmdc.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf.html
https://www.netapp.com/blog/netapp-vmware-cloud-foundation-getting-started/
https://www.netapp.com/blog/netapp-vmware-cloud-foundation-ontap-principal-storage/
https://www.netapp.com/blog/netapp-vmware-cloud-foundation-element-principal-storage/
https://www.netapp.com/blog/netapp-vmware-cloud-foundation-supplemental-storage/
https://www.netapp.com/blog/netapp-vmware-cloud-foundation-supplemental-storage/
https://docs.netapp.com/it-it/netapp-solutions-virtualization/vmware/vmw-getting-started-ntap-options.html#netapp-asa-all-san-array-benefits

+ "Distribuisci e utilizza il SnapCenter Plug-in for VMware vSphere per proteggere e ripristinare le VM in un
dominio di carico di lavoro VI (datastore NVMe/TCP)"

*VMware Cloud Foundation con array NetApp All-Flash AFF *

« "VCF con array NetApp AFF , introduzione e panoramica della tecnologia"”

+ "Utilizzare ONTAP con NFS come storage principale per i domini di gestione"

+ "Utilizzare ONTAP con NFS come storage principale per i domini di carico di lavoro VI"

« "Utilizzare gli strumenti ONTAP per distribuire datastore vVols (NFS) in un dominio di carico di lavoro VI"
 Soluzioni NetApp FlexPod per VMware Cloud Foundation*

» "Espansione del cloud ibrido FlexPod con VMware Cloud Foundation"

* "FlexPod come dominio di carico di lavoro per VMware Cloud Foundation"

* "FlexPod come dominio di carico di lavoro per VMware Cloud Foundation - Guida alla progettazione"

Opzioni di progettazione con VMware Cloud Foundation e
ONTAP

E possibile ripartire da zero con VCF 9 o riutilizzare le distribuzioni esistenti per creare un
ambiente Private Cloud utilizzando VCF 9 e ONTAP. Scopri i progetti di progettazione piu
diffusi per VCF 9 e come i prodotti NetApp aggiungono valore.

Opzioni di archiviazione

VMware Cloud Foundation con ONTAP supporta diverse configurazioni di storage per soddisfare diversi
requisiti di prestazioni, scalabilita e disponibilita. Le tabelle seguenti riepilogano le opzioni di archiviazione
principali e supplementari disponibili per il tuo ambiente.

Famiglia di prodotti VMFS su FC NFSv3

ASA serie A e serie C Sl NO

Serie A e serie C AFF Si Si

FAS Si Si

Famiglia di prodotti VMFS su FC VMFS su VMFS su NFSv3 NFSv4.1
iSCSI NVMe-oF

ASA serie A e serie C Si Si Si NO NO

Serie A e serie C AFF Si Si Si Si Si

FAS Si Si Si Si Si

Progetti

| seguenti progetti illustrano modelli di distribuzione comuni per VMware Cloud Foundation e ONTAP in vari
scenari di siti e risorse.


https://docs.netapp.com/it-it/netapp-solutions-virtualization/vmware/vmw-getting-started-ntap-options.html#netapp-aff-all-flash-fas-benefits
https://www.netapp.com/blog/expanding-flexpod-hybrid-cloud-with-vmware-cloud-foundation/
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_vcf.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_vcf_design.html

Flotta VCF in un unico sito con ingombro minimo

Questo modello di progettazione € pensato per distribuire componenti di gestione e carico di lavoro in un
singolo cluster vSphere con risorse minime. Supporta i principali datastore VMFS e NFSv3 e un’opzione di
distribuzione semplice con una configurazione a due nodi. Se si prevede di utilizzare VCF Automation con il
modello di organizzazione All Apps, € necessario un secondo cluster per distribuire i nodi vSphere Supervisor
e NSX Edge.
PRegionA —Ste1
Self-Service with VCF Automation
[ VCF Operations

VCF Instance 1

Management Domain Cluster 1

Vcenter

NSX Manager VCF Automation

___________________________________________________________________________________________________________________

i Management Domain Cluster 2
| NSX Edge ‘ | NSX Edge Supsrh\jlisor *Second cluster required for VCF

Automation All Apps Organization

| Storage Site A1 ‘

| Virtual Networking ‘

| Physical Network ‘

..............................................................................................................................

Per ridurre al minimo il consumo di risorse, utilizzare, se possibile, un’istanza esistente degli strumenti ONTAP
. Se non disponibile, & adatto un singolo nodo con un profilo piccolo. Il SnapCenter Plug-in for VMware
vSphere protegge le macchine virtuali e i datastore utilizzando snapshot nativi e la replica su un altro array di
storage ONTAP .

@ Se non si dispone delle risorse necessarie per esplorare VCF, molti provider cloud offrono VCF
come servizio e ONTAP ¢ disponibile come servizio di prima parte dai provider cloud.

Per maggiori dettagli su questo progetto, fare riferimento al"Documentazione tecnica Broadcom sulla flotta
VCF in un unico sito con ingombro minimo" .

Flotta VCF in un unico sito

Questo modello di progettazione & destinato ai clienti con un singolo data center primario che si affida all’alta
disponibilita delle applicazioni. In genere, si tratta di un singolo ambiente VCF. E possibile utilizzare ASA per i
carichi di lavoro a blocchi e AFF per i carichi di lavoro file/unificati.

Content Repository condivide modelli di VM e registri di container tra i domini VCF. Se ospitata su FlexGroup
Volume, la funzionalita FlexCache & disponibile per il datastore in abbonamento.

@ L’hosting di VM su FlexCache Datastore non € supportato.


https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/design/blueprints/vcf-fleet-basic-management-design.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/design/blueprints/vcf-fleet-basic-management-design.html

Region A — Site 1
Self-Service with VCF Automation
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Una singola istanza degli strumenti ONTAP in modalita HA pud gestire tutti i vCenter nella flotta VCF. Fare
riferimento al"Limiti di configurazione degli strumenti ONTAP" per maggiori informazioni. Gli strumenti ONTAP
si integrano con il raggruppamento intelligente VCF SSO e VCF OPS per 'accesso multi-vCenter nella stessa
interfaccia utente.

Archivio dati supplementare VCF con strumenti ONTAP
E necessario distribuire il plug-in SnapCenter su ogni istanza di vCenter per la protezione di VM e Datastore.

La gestione basata su policy di storage viene utilizzata con vSphere Supervisor per ospitare le VM di controllo
di VKS. | tag sono gestiti centralmente presso VCF Ops. NetApp Trident CSl viene utilizzato con VKS per la
protezione del backup delle applicazioni mediante funzionalita array native. Quando si utilizza vSphere CSI, i
dettagli del volume persistente vengono visualizzati in VCF Automation.

Per maggiori dettagli su questo progetto, fare riferimento al"Documentazione tecnica Broadcom sulla flotta
VCF in un unico sito" .

Flotta VCF con piu siti in una singola regione

Questa progettazione ¢ rivolta ai clienti che forniscono servizi simili al cloud con maggiore disponibilita
distribuendo i carichi di lavoro su diversi domini di errore.

Per i datastore VMFS, SnapMirror Active Sync fornisce un’unita di archiviazione attiva-attiva da utilizzare con
vSphere Metro Storage Cluster. La modalita di accesso uniforme offre un failover di archiviazione trasparente,
mentre la modalita di accesso non uniforme richiede il riavvio della VM in caso di errore del dominio di errore.

Per i datastore NFS, ONTAP MetroCluster con vSphere Metro Storage Cluster garantisce un’elevata
disponibilita. Un mediatore evita scenari di split-brain e ora pud essere ospitato su NetApp Console.

Le regole di posizionamento delle VM controllano le VM all'interno dello stesso dominio di errore per i
componenti del dominio di gestione.


https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/deploy/prerequisites.html#configuration-limits-to-deploy-ontap-tools-for-vmware-vsphere
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=e7cf90b9-2744-404b-9831-b33f00164626
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/design/blueprints/vcf-fleet-management-design-with-multiple-availability-zones.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/design/blueprints/vcf-fleet-management-design-with-multiple-availability-zones.html
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Gli strumenti ONTAP forniscono un’interfaccia utente per impostare le relazioni di sincronizzazione attiva
SnapMirror . | sistemi di storage di entrambi i domini di errore devono essere registrati negli strumenti ONTAP
e SnapCenter Plug-in for VMware vSphere.

E possibile implementare policy di backup 3-2-1 utilizzando NetApp Backup and Recovery per VM tramite
SnapMirror e SnapMirror to Cloud. E possibile eseguire ripristini da una qualsiasi delle tre posizioni.

Trident Protect o NetApp Backup and Recovery per Kubernetes proteggono le applicazioni del cluster VKS.

Per maggiori informazioni, consultare il"Documentazione tecnica Broadcom sulla flotta VCF con piu siti in una
singola regione" .

Flotta VCF con piu sedi in piu regioni

Questo progetto é rivolto a clienti distribuiti in tutto il mondo, che forniscono servizi in prossimita e soluzioni di
disaster recovery.

E possibile gestire il Disaster Recovery per le VM con VMware Live Site Recovery o NetApp Disaster
Recovery. Gli strumenti ONTAP offrono I'SRA (Storage Replication Adapter) per orchestrare le operazioni di
archiviazione con ONTAP.
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https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/design/blueprints/vsphere-only-to-vcf-fleet-upgrade-blueprint.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/design/blueprints/vsphere-only-to-vcf-fleet-upgrade-blueprint.html
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Gli strumenti ONTAP forniscono un’interfaccia utente per la configurazione della replicazione del datastore.
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*Optional data replication

NetApp Console pud essere utilizzato anche per la replica tra array di storage. Il SnapCenter Plug-in for
VMware vSphere utilizza le relazioni SnapMirror esistenti per gli SnapShot.

Per maggiori informazioni, consultare il"Documentazione tecnica Broadcom sulla flotta VCF con piu siti in piu
regioni" .

Flotta VCF con piu siti in una singola regione piu regioni aggiuntive

Questa progettazione affronta sia la disponibilita che il ripristino di emergenza delle VM e delle applicazioni
VKS.

ASA, AFF e FAS supportano questa opzione di progettazione.
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https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/design/blueprints/blueprint-4.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/design/blueprints/blueprint-4.html
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*Optional data replication
E possibile utilizzare gli strumenti ONTAP o NetApp Console per impostare la relazione di replica.

Per ulteriori informazioni, consultare il sito "Documentazione tecnica Broadcom sulla flotta VCF con piu siti in
una singola regione piu regioni aggiuntive" .

Configurare ambienti cloud privati con VMware Cloud
Foundation e ONTAP

Distribuisci, fai convergere o aggiorna gli ambienti VMware Cloud Foundation 9 con
ONTAP. Scopri come configurare nuovi ambienti VCF 9.0, far convergere istanze vCenter
e datastore ONTAP esistenti e aggiornare le precedenti distribuzioni VCF.

Distribuisci una nuova istanza VCF 9

Utilizzare questo flusso di lavoro per distribuire un ambiente VMware Cloud Foundation (VCF) 9.0 pulito. Dopo
la distribuzione, € possibile migrare i carichi di lavoro o iniziare a fornire applicazioni e servizi infrastrutturali.

Per i passaggi di alto livello, vedere"Build Journey: installa una nuova distribuzione VMware Cloud Foundation”

Passi
1. Segui iI"Passaggi di distribuzione di Broadcom VCF 9" .

2. Nella fase di preparazione della distribuzione, completa le attivita per I'opzione di archiviazione principale.
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https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/design/blueprints/blueprint-5.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/design/blueprints/blueprint-5.html
https://techdocs.broadcom.com/content/dam/broadcom/techdocs/us/en/assets/vmware-cis/vcf/vcf-9.0-vcf-deploy-journey.pdf
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/deployment/deploying-a-new-vmware-cloud-foundation-or-vmware-vsphere-foundation-private-cloud-/preparing-your-environment.html

VMFS su FC

1. Raccogliere i WWPN per tutti gli host ESXi. Puoi correre esxcli storage san fc list,
utilizzare ESXi Host Client oppure PowerCLI.

2. Configurare la zonizzazione. Vedere "Configurazioni di zonizzazione FC consigliate per i sistemi
ONTAP" .

@ Utilizzare i WWPN delle interfacce logiche SVM (LIF), non i WWPN dell’adattatore

fisico.

3. Creare una LUN e mapparla sugli host tramite WWPN utilizzando System Manager, ONTAP CLI o
FAPI.

4. Eseguire nuovamente la scansione dell’adattatore di archiviazione su ESXi e creare il datastore
VMFS.

NFSv3

1.

Creare un’interfaccia VMkernel su un host ESXi.
2. Assicurare iI"SVM ha NFS abilitato" E"vStorage su NFS ¢ abilitato" .

3. Creare un volume ed esportarlo con una policy che consenta gli host ESXi.
4. Regolare le autorizzazioni secondo necessita.

5

. Distribuire I' ONTAP NFS VAAI VIB e includerlo nellimmagine vLCM. Per esempio: esxcli

software vib install -d /NetAppNasPlugin2.0.1.zip . (Scaricare il file ZIP dal sito di
supporto NetApp .)

Montare il volume NFS sull’host in cui € stata creata I'interfaccia VMkernel. Per esempio: esxcli

storage nfs add -c 4 -H 192.168.122.210 -s /usel m0l nfs0l -v usel-m0l-

cl01l-nfs01.
@ IL nConnect il conteggio delle sessioni & per host. Aggiornare gli altri host dopo la
distribuzione, se necessario.

1. Al termine della fase Verifica riepilogo distribuzione e revisione passaggi successivi nella fase
Distribuzione flotta VCF, completare quanto segue:

a. Distribuisci gli strumenti ONTAP

12

"Scarica gli strumenti ONTAP 10.x"dal sito di supporto NetApp .

Creare record DNS per gli strumenti ONTAP Manager, i nodi e I'lP virtuale utilizzato per la
comunicazione interna.

Distribuire 'OVA sul server di gestione vCenter.

"Registrare il dominio di gestione vCenter"con ONTAP Tools Manager.

"Aggiungere il backend di archiviazione"utilizzando l'interfaccia utente di vSphere Client.
"Creare un datastore supplementare"(includerne uno per il registro dei contenuti).
Creare il registro dei contenuti se si pianifica una distribuzione HA.

"Abilita HA"nel gestore degli strumenti ONTAP .

b. Distribuisci il plug-in SnapCenter


https://docs.netapp.com/us-en/ontap/san-config/fc-fcoe-recommended-zoning-configuration.html#dual-fabric-zoning-configurations
https://docs.netapp.com/us-en/ontap/san-config/fc-fcoe-recommended-zoning-configuration.html#dual-fabric-zoning-configurations
https://docs.netapp.com/us-en/ontap/task_nas_enable_linux_nfs.html
https://docs.netapp.com/us-en/ontap/nfs-admin/enable-disable-vmware-vstorage-over-nfs-task.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/deploy/ontap-tools-deployment.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/add-vcenter.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/add-storage-backend.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/create-datastore.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/manage/edit-appliance-settings.html

"Distribuisci il SnapCenter Plug-in for VMware vSphere" .
"Aggiungere il backend di archiviazione" .
"Creare policy di backup" .

"Creare gruppi di risorse" .

c. Distribuisci I'agente NetApp Console

"Scopri cosa puoi fare senza un agente Console".

"Modalita di distribuzione dell’agente”.

d. Utilizzare NetApp Backup and Recovery

"Proteggere i carichi di lavoro VM".

"Proteggere i carichi di lavoro VKS".

2. Dopo aver importato vCenter come dominio del carico di lavoro nell’istanza VCF, completare le seguenti
operazioni:

a. Registra gli strumenti ONTAP

"Registra il dominio del carico di lavoro vCenter"con ONTAP Tools Manager.
"Aggiungere il backend di archiviazione"utilizzando l'interfaccia utente di vSphere Client.

"Creare un datastore supplementare" .

b. Distribuisci il SnapCenter Plug-in for VMware vSphere

"Distribuisci il SnapCenter Plug-in for VMware vSphere" .
"Aggiungere il backend di archiviazione" .
"Creare policy di backup" .

"Creare gruppi di risorse" .

c. Utilizzare NetApp Backup and Recovery

"Proteggere i carichi di lavoro VM".

"Proteggere i carichi di lavoro VKS".

E possibile riutilizzare questi passaggi ogni volta che si crea un nuovo dominio del carico di lavoro.

Convergere i componenti esistenti in VCF 9

Potresti gia disporre di alcuni componenti della flotta VCF e preferire riutilizzarli. Quando si riutilizza un’istanza
vCenter, gli archivi dati vengono spesso forniti con strumenti ONTAP , che possono fungere da storage
principale per VCF.

Prerequisiti

» Verificare che le istanze vCenter esistenti siano funzionanti.

* Verificare che i datastore forniti da ONTAP siano disponibili.

» Garantire I'accesso al"Matrice di interoperabilita” .

Passi

1. Rivedere il"scenari supportati per convergere verso VCF" .

2. Convergere un’istanza vCenter con datastore forniti da ONTAP come storage principale.
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https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_deploy_snapcenter_plug-in_for_vmware_vsphere_01.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_add_storage.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_create_backup_policies.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_create_resource_groups.html
https://docs.netapp.com/us-en/console-setup-admin/concept-agents.html
https://docs.netapp.com/us-en/console-setup-admin/concept-modes.html#overview
https://docs.netapp.com/us-en/data-services-backup-recovery/prev-vmware-protect-overview.html
https://docs.netapp.com/us-en/data-services-backup-recovery/br-use-kubernetes-protect-overview.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/add-vcenter.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/add-storage-backend.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/create-datastore.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_deploy_snapcenter_plug-in_for_vmware_vsphere_01.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_add_storage.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_create_backup_policies.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_create_resource_groups.html
https://docs.netapp.com/us-en/data-services-backup-recovery/prev-vmware-protect-overview.html
https://docs.netapp.com/us-en/data-services-backup-recovery/br-use-kubernetes-protect-overview.html
https://imt.netapp.com/imt/#welcome
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/deployment/converging-your-existing-vsphere-infrastructure-to-a-vcf-or-vvf-platform-/supported-scenarios-to-converge-to-vcf.html

3. Verificare le versioni supportate utilizzando"Matrice di interoperabilita" .
4. Aggiornamento"Strumenti ONTAP" se necessario.

5. Aggiorna il"Plugin SnapCenter per VMware vSphere" se necessario.

Aggiorna un ambiente VCF esistente a VCF 9

Aggiornare una precedente distribuzione VCF alla versione 9.0 utilizzando la procedura di aggiornamento
standard. Il risultato &€ un ambiente VCF che esegue la versione 9.0 con domini di gestione e di carico di lavoro
aggiornati.

Prerequisiti
» Esegquire il backup del dominio di gestione e dei domini del carico di lavoro.

« Verificare la compatibilita degli strumenti ONTAP e del plug-in SnapCenter con VCF 9.0. Segui il"Matrice di
interoperabilita" A"aggiornare gli strumenti ONTAP" E"Plugin SnapCenter per VMware vSphere" supportati
per VCF 9.

Passi

1. Aggiornare il dominio di gestione VCF. Vedere"Aggiornare il dominio di gestione VCF a VCF 9" per
istruzioni.

2. Aggiornare tutti i domini di carico di lavoro VCF 5.x. Vedere"Aggiorna il dominio del carico di lavoro VCF
5.x a VCF 9" per istruzioni.

Implementazione del Disaster Recovery con NetApp
Disaster Recovery

Soluzione di disaster recovery VCF per datastore NFS con NetApp SnapMirror e NetApp
Disaster Recovery

La replica a livello di blocco da un sito di produzione a un sito di disaster recovery (DR) offre una strategia
resiliente e conveniente per proteggere i carichi di lavoro da interruzioni del sito ed eventi di danneggiamento
dei dati, inclusi gli attacchi ransomware. La replica di NetApp SnapMirror consente ai domini di carico di lavoro
VMware VCF 9 in esecuzione su sistemi ONTAP locali, utilizzando datastore NFS o VMFS, di essere replicati
su un sistema ONTAP secondario situato in un data center di ripristino designato in cui € distribuito anche
VMware.

Per ulteriori informazioni, vedere quanto segue"Documentazione NetApp Disaster Recovery"” .

Questa sezione descrive la configurazione di NetApp Disaster Recovery per stabilire il DR per le macchine
virtuali VMware locali.

La configurazione include:

* Creazione di un account NetApp Console e distribuzione di un agente.

 Aggiunta di array ONTAP alla NetApp Console sui sistemi in gestione per facilitare la comunicazione tra
VMware vCenter e lo storage ONTAP .

» Configurazione della replica tra siti tramite SnapMirror.

* Impostazione e test di un piano di ripristino per convalidare la prontezza al failover.

NetApp Disaster Recovery, integrato nella NetApp Console, consente alle organizzazioni di individuare senza
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https://imt.netapp.com/imt/#welcome
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/upgrade/upgrade-ontap-tools.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_upgrade.html
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https://imt.netapp.com/imt/#welcome
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/upgrade/upgrade-ontap-tools.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_upgrade.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/deployment/upgrading-cloud-foundation.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/lifecycle-management/lifecycle-management-of-vcf-core-components/upgrade-workload-domains-to-vcf-5-2.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/lifecycle-management/lifecycle-management-of-vcf-core-components/upgrade-workload-domains-to-vcf-5-2.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/

problemi i propri sistemi di storage VMware vCenter e ONTAP in sede. Una volta individuate, le risorse
possono essere definite dagli amministratori, creare piani di disaster recovery, associarle alle risorse
appropriate e avviare o testare le operazioni di failover e failback. NetApp SnapMirror fornisce un’efficiente
replica a livello di blocco, garantendo che il sito DR rimanga sincronizzato con 'ambiente di produzione tramite
aggiornamenti incrementali. Cio consente un Recovery Point Objective (RPO) di appena cinque minuti.

NetApp Disaster Recovery supporta anche test di disaster recovery non-disruptive. Sfruttando la tecnologia
FlexClone di ONTAP, vengono create copie temporanee e a basso consumo di spazio del datastore NFS dallo
Snapshot replicato piu recente, senza influire sui carichi di lavoro di produzione o comportare costi di
archiviazione aggiuntivi. Dopo il test, 'ambiente puo essere facilmente smantellato, preservando l'integrita dei
dati replicati.

In caso di failover effettivo, NetApp Console orchestra il processo di ripristino, attivando automaticamente le
macchine virtuali protette nel sito DR designato con un intervento minimo da parte dell’'utente. Quando il sito
primario viene ripristinato, il servizio inverte la relazione SnapMirror e replica tutte le modifiche sul sito
originale, consentendo un failback fluido e controllato.

Tutte queste funzionalita vengono fornite a un costo notevolmente inferiore rispetto alle tradizionali soluzioni di
disaster recovery.
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1

Cluster N - ¢ : ) ¢ Cluster N
1

Cluster 2 V ' \1 NotApp Corsole Cluster 2

Cluster 1 : R Agent Cluster 1
1
1
1
1
1
1
1
1
1
1

1
1
I
R 1
1
Core Infrastructure 1 1 Core Infrastructure
1
- ) - | = (&
! 1
' ' C_ @ - '
( (@) Workload Domain ) NetApp Disaster Recover ( (f_\)%) Workload Domain )
workflow traffic
Misc. Workload VMs ™ 11 Misc. Workload VMs
Cluster 1 Cluster 1

NSX Manager — NSX Manager

Core Infrastructure Core Infrastructure

e _© e

E

®

| |
T — 1
— — ~ —
FlexVol FlexVol I S, FlexVol FlexVol
E o o | 1 e | T T T T - - E 24 vAPAR
= a D " E a D
SnapMirror
NetApp Storage Infrastructure NetApp Storage Infrastructure
Iniziare

Per iniziare a utilizzare NetApp Disaster Recovery, utilizzare NetApp Console e quindi accedere al servizio.
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1. Accedi alla NetApp Console.

2. Dal menu di navigazione a sinistra della NetApp Console , selezionare Protezione > Disaster Recovery.

3. Viene visualizzata la dashboard NetApp Disaster Recovery .

| @ Storage
@ Protection
@ Governance
@ Health
€ Workloads
® Mobility

£+ Administration

M NetApp console

Backup and Recovery
Implement a complete data protection
strategy for all ONTAP workloads.

Disaster Recovery
Execute a complete disaster protection
solution for your VMware workloads.

Replication
Replicate data for backup, disaster recovery,
and migration between on-premises and
cloud ONTAP systems.

Ransomware Resilience

Implement robust ransomware defense at
the storage layer to protect data and
automate workflows.

Organization Project v = ‘ o e

NetAppDRTesting Engineering

Prima di configurare il piano di disaster recovery, assicurarsi di quanto segue"prerequisiti” sono soddisfatte:

» L'agente Console e configurato in NetApp Console.

 L'istanza dell’agente ha connettivita con il dominio del carico di lavoro di origine e di destinazione vCenter
e con i sistemi di archiviazione.

* Cluster NetApp Data ONTAP per fornire datastore di archiviazione NFS o VMFS.

« | sistemi di storage NetApp on-premise che ospitano datastore NFS o VMFS per VMware vengono aggiunti
in NetApp Console.

* Quando si utilizzano nomi DNS, & necessario che sia attiva la risoluzione DNS. In caso contrario, utilizzare
gli indirizzi IP per vCenter.

* La replica SnapMirror & configurata per i volumi di datastore basati su NFS o VMFS designati.

* Assicurarsi che 'ambiente disponga di versioni supportate dei server vCenter Server ed ESXi.

Una volta stabilita la connettivita tra il sito di origine e quello di destinazione, procedere con la configurazione,

che dovrebbe richiedere un paio di clic e circa 3-5 minuti.

Nota: NetApp consiglia di distribuire 'agente Console nel sito di destinazione o in un terzo sito, in modo che
'agente possa comunicare tramite la rete con le risorse di origine e di destinazione.

In questa dimostrazione, i domini del carico di lavoro sono configurati con storage ONTAP NFS. | passaggi in
termini di flusso di lavoro rimangono gli stessi per i datastore basati su VMFS.
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Il primo passo nella preparazione al disaster recovery € individuare e aggiungere le risorse di origine vCenter e

storage a NetApp Disaster Recovery.

Aprire NetApp Console e selezionare Protezione > Disaster Recovery dal menu di navigazione a sinistra.

Selezionare Siti e quindi scegliere Aggiungi. Inserisci un nome per il nuovo sito di origine e le sue posizioni.
Ripetere il passaggio per aggiungere il sito e la posizione di destinazione.

Add site

A site is a collection of vCenter servers, either on-premises or in the cloud.

Site

SiteA

Location

On-prem

Aggiungere le seguenti piattaforme:

Cancel

17



* Dominio del carico di lavoro di origine vCenter

» Dominio del carico di lavoro di destinazione vCenter.

Una volta aggiunti i vCenter, viene attivata la rilevazione automatica.

Configurazione della replicazione dello storage tra I’array del sito di origine e
I’array del sito di destinazione

SnapMirror fornisce la replica dei dati in un ambiente NetApp . Basata sulla tecnologia NetApp Snapshot®, la
replica SnapMirror & estremamente efficiente perché replica solo i blocchi che sono stati modificati o aggiunti

dall’aggiornamento precedente. SnapMirror pud essere facilmente configurato tramite NetApp OnCommand®
System Manager o ONTAP CLI. NetApp Disaster Recovery crea anche la relazione SnapMirror, a condizione

che il cluster e il peering SVM siano configurati in anticipo.

Nei casi in cui lo storage primario non € completamente perso, SnapMirror fornisce un mezzo efficiente per
risincronizzare i siti primario e DR. SnapMirror puo risincronizzare i due siti, trasferendo solo i dati modificati o
nuovi dal sito DR al sito primario, semplicemente invertendo le relazioni SnapMirror . Cio significa che i piani di
replica in NetApp Disaster Recovery possono essere risincronizzati in entrambe le direzioni dopo un failover
senza dover ricopiare l'intero volume. Se una relazione viene risincronizzata nella direzione inversa, solo i
nuovi dati scritti dall’'ultima sincronizzazione riuscita della copia Snapshot vengono inviati alla destinazione.

Se la relazione SnapMirror € gia configurata per il volume tramite CLI o System Manager,
NetApp Disaster Recovery rileva la relazione e continua con le restanti operazioni del flusso di
lavoro.

Come impostare le relazioni di replica per NetApp Disaster Recovery

Il processo di base per creare la replica SnapMirror rimane lo stesso per qualsiasi applicazione. Il modo piu
semplice € sfruttare NetApp Disaster Recovery , che automatizzera il flusso di lavoro di replicazione a
condizione che siano soddisfatti i due criteri seguenti: Il processo pud essere manuale o automatizzato. Il
modo piu semplice consiste nell’'utilizzare NetApp Disaster Recovery, che automatizza il flusso di lavoro di
replica a condizione che vengano soddisfatti i due criteri seguenti:

* | cluster di origine e di destinazione hanno una relazione peer.

* L'SVM di origine e 'SVM di destinazione hanno una relazione peer.

NetApp Console fornisce anche un’opzione alternativa per configurare la replica SnapMirror mediante un
semplice trascinamento del sistema ONTAP di origine nell’ambiente sulla destinazione per avviare la
procedura guidata che guida attraverso il resto del processo.

Cosa puo fare per te NetApp Disaster Recovery ?

Dopo aver aggiunto i siti di origine e di destinazione, NetApp Disaster Recovery esegue automaticamente
un’analisi approfondita e visualizza le VM insieme ai metadati associati. NetApp Disaster Recovery rileva
inoltre automaticamente le reti e i gruppi di porte utilizzati dalle VM e li popola.
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= N NetApp
Disaster Recovery

| Dashboard

I Sites
Replication plans
Resource groups

Job monitoring

Console

Sites (2)

== SiteA

et 192.168.0.31 3
i @ Healthy VMs

== SiteB

— 192.168.0.32 1
o @ Healthy VMs

Organization

NetAppDRTesting
3 0
Datastores Resource group:
3 0
Datastores Resource groups

Project v = ‘ o e

Engineering
Free trial (29 days left) - View details | ~ | [©)
o N

() Engineering D

)

Agent
®
(©) Engineering @

Agent

Dopo aver aggiunto i siti, configurare il piano di replica selezionando le piattaforme vCenter di origine e di
destinazione e scegliere i gruppi di risorse da includere nel piano, insieme al raggruppamento delle modalita di
ripristino e accensione delle applicazioni e alla mappatura di cluster e reti. Per definire il piano di ripristino,
accedere alla scheda Piani di replica e fare clic su Aggiungi.

In questa fase, le VM possono essere raggruppate in gruppi di risorse. | gruppi di risorse NetApp Disaster
Recovery consentono di raggruppare un set di VM dipendenti in gruppi logici che contengono i relativi ordini di
avvio e ritardi di avvio che possono essere eseguiti al momento del ripristino. | gruppi di risorse possono
essere creati durante la creazione del piano di replicazione oppure utilizzando la scheda Gruppo di risorse
nella barra di navigazione a sinistra.

Per prima cosa, assegna un nome al piano di replica e seleziona il vCenter di origine e il vCenter di

destinazione.

= M NetApp

Disaster Recovery
Dashboard
Sites

I Replication plans
Resource groups

Job monitoring

Console

Add replication plan

Replication plan > Add plan

Organization
NetAppDRTesting

@ Applcations

(3) Resource mapping (2 Review

vCenter servers

Provide the plan name and select the source and target vCenter servers.

Replication plan name

SiteA_SP

Project v
Engineering

g
»
®
(s

Source vCenter

192.168.0.31

(D Select a source vCenter where your data exists, to replicate to the selected target vCenter.

2o
)

—_—

Replicate

Target vCenter

192.168.0.32

o
)

b “
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Il passaggio successivo consiste nello scegliere se creare un piano di replica con gruppi di risorse, macchine
virtuali o datastore. Selezionare un gruppo di risorse esistente e, se non viene creato alcun gruppo di risorse,
la procedura guidata aiuta a raggruppare le macchine virtuali richieste (in pratica a creare gruppi di risorse
funzionali) in base agli obiettivi di ripristino. Ciod aiuta anche a definire la sequenza operativa di come devono
essere ripristinate le macchine virtuali delle applicazioni.

Organization ~ Project v = ‘ e e

= NN
etApp  Console NetAppDRTesting Engineering

_ o o= - - ~
Disaster Recovery Add replication plan (©) veenter servers © Appiications (3) Resource mapping (@) Review

| 192.168.0.31 192.168.0.32
Dashboard SiteA : SiteB

Sites

Replication plans
O Resource groups O Datastores Selected VMs to replicate.
Resource groups Datastore Al datastores - Q Selected VM (1)
SiteA_SP_ResourceGroup1 (1) 2
Job monitoring [ select all VMs in view (3) VMs in view: 3/3 e & %
I Linuxt A I
0 tinua A SiteA_SP_ResourceGroup2 (0) V4

@ Drag VMs to regroup.

() Linux4 &

Next

Il gruppo di risorse consente di impostare I'ordine di avvio utilizzando la funzionalita di
@ trascinamento della selezione. Pud essere utilizzato per modificare facilmente I'ordine in cui le
VM verranno accese durante il processo di ripristino.

Una volta creati i gruppi di risorse tramite il piano di replica, il passaggio successivo consiste nel creare la
mappatura per ripristinare macchine virtuali e applicazioni in caso di disastro. In questo passaggio, specificare
come le risorse dall’ambiente di origine vengono mappate alla destinazione. Cio include risorse di
elaborazione, reti virtuali, personalizzazione IP, pre- e post-script, ritardi di avvio, coerenza delle applicazioni e
cosi via. Per informazioni dettagliate, fare riferimento a"Creare un piano di replicazione" . Come indicato nei
prerequisiti, la replica SnapMirror pud essere configurata in anticipo oppure DRaaS pud configurarla
utilizzando I'RPO e il conteggio di conservazione specificati durante la creazione del piano di replica.

Nota: per impostazione predefinita, vengono utilizzati gli stessi parametri di mappatura sia per le operazioni di
test che per quelle di failover. Per impostare mapping diversi per 'ambiente di test, selezionare I'opzione Test
mapping dopo aver deselezionato la casella di controllo "Usa gli stessi mapping per failover e test mapping".
Una volta completata la mappatura delle risorse, fare clic su Avanti.
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Organization Project v

iip
»
®
(s}

= FINetApp console
P NetAppDRTesting Engineering
Disaster Recovery Add replication plan (©) ventersenvers  (2) Applications @) Resource mapping  (2) Review
Dashboard
Failover mappings Test mappings
Sites
Compute resources (©) Mapped

Replication plans

Resource groups Virtual networks (©) Mapped
Job monitoring

Virtual machines (©) Mapped

Datastores (© Mapped

text

Una volta fatto, rivedi le mappature create e poi fai clic su Aggiungi piano.

— Organization Project s -
= FINetApp  console NetAppDRTesting Engineering s & 0 6
Disaster Recovery Add replication plan (©) veenterservers  (2) Applications () Resource mapping @) Review
Dashboard 192.168.0.31 192168.032

SiteA SiteB
Sites
Replication plans Plan details Failover mapping Virtual machines

Resource groups
Source Target
Job monitoring

Datastores nfs1 nfs1
Export policy : default
Preferred NFS LIF : 192.168.0.141

Compute resource Datacenter1 : Cluster1 Datacenter : Datacenter2
Cluster : Cluster2

Virtual networks VM Network VM Network

bl

In un piano di replicazione & possibile includere VM di volumi diversi e SVM. A seconda del

@ posizionamento della VM (sullo stesso volume o su volumi separati all’interno della stessa SVM,
volumi separati su SVM diverse), NetApp Disaster Recovery crea uno snapshot del gruppo di
coerenza.



= Organization ~ Project v =
= FINetApp console
P NetAppDRTesting Engineering = ‘ 0 e
Disaster Recovery
Free trial (29 days left) - View details | ~ I [©)
Dashboard e
Replication plans (1) Q Create report “
Sites
Name A | compliance status 2 | Planstatus 2 | Protected site | Resource groups 2 | railoversite |
Replication plans
SiteA_SP (@ Healthy (@) Ready SiteA SiteA_SP_ResourceGroup1 SiteB

Resource groups

Job monitoring

Non appena il piano viene creato, viene attivata una serie di convalide e la replica e le pianificazioni
SnapMirror vengono configurate in base alla selezione.

= NI NetApp console

Disaster Recovery ‘ ki M

Dashboard
Sites

Replicati I
plication plans obs

Resource groups

I Job monitoring

Jobs (9)

018d8b44-c951-4113-a91c-
d79b74c1-c4ea-4473-bf22-«
bfc453ac-83f7-4669-a821-9
b654a09f-6b1a-41d0-9885-

85e8e7d7-67eb-4e48-88ca-

9

0

Organization
NetAppDRTesting

0 0 0

Project v =

Engineering

4 0 0

( Last updated: November 4, 2025, 6:45 PM

0

Success M n progress Queued M Canceled M Warning M failed
View jobs View jobs View jobs View jobs View jobs View jobs
| status s Workload s Name 2 | starttime | End time s
() success Compliance Compliance check for replication plan 'SiteA_SP' 11/04/2025, 06:44:33 PM 11/04/2025, 06:44:36 PM
() success Compliance Initialize Compliance of SiteA_SP for every 180 mi...  11/04/2025, 06:44:32 PM 11/04/2025, 06:44:33 PM
() Success DRCleanupSecond:  Initialize DRCleanupSecondaryBackups of Cleanu... 11/04/2025, 06:44:30 PM 11/04/2025, 06:44:31 PM
(©) Success DRReplicationPlan Replication plan modification for 'SiteA_SP' 11/04/2025, 06:44:28 PM 11/04/2025, 06:44:31 PM
() Success Discovery Discovery of resources in host 192.168.0.32 11/04/2025, 06:34:37 PM 11/04/2025, 06:34:44 PM

Action

NetApp Disaster Recovery € costituito dai seguenti flussi di lavoro:

+ Failover di test (incluse simulazioni automatiche periodiche)

« Test di failover di pulizia

» Failover:

o Migrazione pianificata (estendere il caso d’uso per un failover una tantum)

o Ripristino dopo un disastro

» Rifasamento
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= M NetApp console
Disaster Recovery

Dashboard o
Replication plans (1)

Sites
Name A | compliance status

I Replication plans

SiteA_SP () Healthy

Resource groups

Job monitoring

Failover di prova

2 | Planstatus

@ Ready

2 | Protected site

SiteA

Organization v

Project v

s 8 0 O

NetAppDRTesting Engineering
Free trial (29 days left) - View details | ~ l ©)
SR

| Resource groups 2 | Frailoversite |

SiteA_SP_ResourceGroup1

SiteB

View plan details
Run compliance check

Refresh resources

Test failover

Fail over

Migrate

Edit schedules

Take snapshot now

Il failover di prova in NetApp Disaster Recovery € una procedura operativa che consente agli amministratori
VMware di convalidare completamente i propri piani di ripristino senza interrompere gli ambienti di produzione.

= M NetApp console

Disaster Recovery

Dashboard o
Replication plans (1)
Sites
Name ~ Compliance status
Replication plans
SiteA_SP (@) Healthy

Resource groups

Job monitoring

2 | Planstatus

@ Ready

Protected site

SiteA

e SO O :
Free trial (29 days left) - View details | ~ l ®
—
| Resource groups 2 | Frailoversite |
SiteA_SP_ResourceGroup1 SiteB D)

View plan details
Run compliance check

Refresh resources

Test failover

Fail over

Migrate

Edit schedules

Take snapshot now

NetApp Disaster Recovery incorpora la possibilita di selezionare lo snapshot come funzionalita facoltativa
nell’operazione di failover di prova. Questa funzionalita consente allamministratore VMware di verificare che
tutte le modifiche apportate di recente al’ambiente vengano replicate nel sito di destinazione e siano quindi
presenti durante il test. Tali modifiche includono patch al sistema operativo guest della VM.
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Organization ~ Project - =
I NetAp
etApp  Console NetAppDRTesting Engineering g 8 0 ©

Test failover: SiteA_SP

/N Warning: This test will create 1 VMs in the site SiteB. The test won't affect the site SiteA.

Snapshot copy for volume recovery ~ ® Take snapshot now O Select

Enter Test failover to confirm

Test failover

Quando I'amministratore VMware esegue un’operazione di failover di prova, NetApp Disaster Recovery
automatizza le seguenti attivita:

Attivazione delle relazioni SnapMirror per aggiornare I'archiviazione nel sito di destinazione con tutte le
modifiche recenti apportate nel sito di produzione.

Creazione di volumi NetApp FlexClone dei volumi FlexVol sull’array di archiviazione DR.

Collegamento dei datastore nei volumi FlexClone agli host ESXi nel sito DR.

Collegamento degli adattatori di rete della VM alla rete di prova specificata durante la mappatura.

* Riconfigurazione delle impostazioni di rete del sistema operativo guest della VM come definite per la rete
nel sito DR.

» Esecuzione di tutti i comandi personalizzati memorizzati nel piano di replicazione.

* Accensione delle VM nell’'ordine definito nel piano di replica.

— Organization ~ Project - =
= I NetAp
etApp  Console NetAppDRTesting Engineering g 8 0 O

Disaster Recovery

Job details ~
Dashboard
87caBb8c-2c89-4bc1-8271-d16ec1924e0d Test failover for replication plan ‘SiteA_SP' (©) Success November 18, 2025, 6:09 PM November 18, 2025, 6:12 PM
D Name Status Start time End time
Sites
Replication plans Subjobs ) Collapse all rows
Resource groups Name 2 | status 2 | starttime 2 | endtime - D
Job monitoring v Test failover for replication plan 'SiteA_SP' Completed 11/18/2025, 06:09:55 PM 11/18/2025, 06:12:46 PM 87ca8b8c-2c89-4bc1-8271-...
~ Prerequisite Checks Completed 11/18/2025, 06:09:55 PM 11/18/2025, 06:09:56 PM 748¢5d89-1d0d-49fd-8fe9-e...
Launch ondemand snapshot Completed 11/18/2025, 06:09:56 PM 11/18/2025, 06:09:57 PM 7a3e807a-754e-4521-8471-...
Tracking ondemand snapshot Completed 11/18/2025, 06:09:57 PM 11/18/2025, 06:10:57 PM 1b6510df-3bcf-486¢-87a9-C...
~ Create Clone Volume(s) Completed 11/18/2025, 06:10:58 PM 11/18/2025, 06:11:33 PM 0fc95ee6-aa80-4d77-acdc-3...
~ Datastore Mount Completed 11/18/2025, 06:11:33 PM 11/18/2025, 06:11:36 PM 3505dc8d-061e-4a79-bc60-...
~ Register Virtual Machine(s) Completed 11/18/2025, 06:11:36 PM 11/18/2025, 06:11:37 PM bcf8088c-24ce-4307-acec-8...
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Operazione di test di failover di pulizia

L'operazione di test di failover di pulizia avviene dopo il completamento del test del piano di replica e quando
'amministratore VMware risponde al prompt di pulizia.

— Organization Project - =
— I NetAp| I
= P Console NetAppDRTesting Engineering = ‘ 0 e
Disaster Recovery
Free trial (29 days left) - View details | ~ ‘ @
Dashboard e
Replication plans (1) Q Create report “
Sites
Name ~ | compliance status 2 | Planstatus % Protected site Resource groups 2 | Failover site |
Replication plans X
SiteA_SP (©) Healthy (©) Test failover SiteA SiteA_SP_ResourceGroup1 SiteB ()

Resource groups View plan details
Run compliance check
Job monitoring

Refresh resources

Clean up test failover

Migrate
Edit schedules

Take snapshot now

Questa azione reimpostera le macchine virtuali (VM) e lo stato del piano di replica allo stato pronto. Quando
'amministratore VMware esegue un’operazione di ripristino, NetApp Disaster Recovery completa il seguente
processo:

1. Spegne ogni VM recuperata nella copia FlexClone utilizzata per il test.

2. Elimina il volume FlexClone utilizzato per presentare le VM recuperate durante il test.

Migrazione pianificata e failover

NetApp Disaster Recovery dispone di due metodi per eseguire un failover reale: migrazione pianificata e
failover. Il primo metodo, la migrazione pianificata, incorpora 'arresto delle VM e la sincronizzazione della
replicazione dello storage nel processo per ripristinare o spostare efficacemente le VM nel sito di destinazione.
La migrazione pianificata richiede I'accesso al sito di origine. Il secondo metodo, il failover, & un failover
pianificato/non pianificato in cui le VM vengono ripristinate nel sito di destinazione dall’ultimo intervallo di
replicazione dell’archiviazione che € stato possibile completare. A seconda del’RPO progettato nella
soluzione, € possibile che si verifichi una certa perdita di dati nello scenario DR.
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— M NetApp console Organization Project - =, ‘ 0 e

NetAppDRTesting Engineering

Disaster Recovery
Free trial (29 days left) - View details | «

®

Dashboard

Replication plans (1) Q Create report Add
Sites
Name ~ | compliance status 2 | Planstatus 2 Protected site Resource groups 2 | Frailoversite |
Replication plans
SiteA_SP © Healthy () Ready SiteA SiteA_SP_ResourceGroup1 SiteB (D)
Resource groups View plan details

Run compliance check
Job monitoring

Refresh resources

Test failover

Fail over

Migrate
Edit schedules

| Take snapshot now

= M NetApp console Organization Project v 2 20 Q@ O

NetAppDRTesting Engineering

Failover: SiteA_SP

£\ Warning: Failing over will disrupt client access to the data in SiteA during the transition to SiteB DR
Site.

/N Warning: One or more source VMs are powered on which will be powered off as part of the Failover

workflow.

Snapshot copy for volume recovery ~ ® Take snapshot now O Select
(@ A new snapshot copy of the current source will be created and replicated to the current destination
before failing over.
O Force failover @
O skip protection @

Enter Failover to confirm

Failover ‘

ki

Quando I'amministratore VMware esegue un’operazione di failover, NetApp Disaster Recovery automatizza le
seguenti attivita:

* Interrompere ed eseguire il failover delle relazioni NetApp SnapMirror .

» Collegare i datastore replicati agli host ESXi nel sito DR.

» Collegare gli adattatori di rete della VM alla rete del sito di destinazione appropriata.

* Riconfigurare le impostazioni di rete del sistema operativo guest della VM come definite per la rete nel sito
di destinazione.

* Eseguire eventuali comandi personalizzati memorizzati nel piano di replicazione.

» Accendere le VM nell’'ordine definito nel piano di replica.
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C & Administrator@DEMO.LOCAL v

— vSphere Client
¢l o 2 & o | : Acrions
& Linux1 2 & & | i actons
] B8 e Summary  Monitor  Configure ~ Permissions  Datastores  Networks  Snapshots  Updates
l » &
Guest OS - Virtual Machine Details ACTIONS v Usage
v Last updated: 11/18/25, 7:39 PM
mo.netapp.com
Power Status &% Powered O CcPU
& timocz oy, owmos D Rocky Linux (64-bit {3} 44 MHZ usea
VMware Tools Running, version:123 st
Managed) @ Memory
T
DNS Name (1) nux (% 737 MB usea
IP Addresses (2)
Storage
. — Encryption g 1.73 GB uses
(| LAUNCHRemOTE consoLe |
—_— A B
TATS
VM Hardware PCl Devices Related Objects
v | RecentTasks  Alarms
v | T v | s v | oetns v | e v | @ | nrme 4y | CompletonTime v | serer .
Power On virtual machine & Linuxi @ Completed Powering on the new Virtu  DEMO.LOCAL\Administrator 6ms 11/18/2025, 7:32:46 P 11/18/2025, 7:32:51P vc2. demo.netapp.com
M

al Machine

Manage Columns

Rifasamento

Un failback € una procedura facoltativa che ripristina la configurazione originale dei siti di origine e di
destinazione dopo un ripristino.

Organization Project v = e
g 8 0

= N
etApp  Console NetAppDRTesting Engineering

=\

®

Dashboard

Replication plans (1)

Disaster Recovery
Free trial (29 days left) - View details |

Sites
Name ~ | compliance status 2 | Planstatus 2 | Protected site |  Resource groups 2 | Failoversite

Replication plans
SiteA_SP_ResourceGroup1 SiteB (D)

SiteA_SP @ Healthy (©) Failed over SiteA
Resource groups View plan details
Run compliance check

Job monitoring

Fail back

Edit schedules

Take snapshot now

Gli amministratori VMware possono configurare ed eseguire una procedura di failback quando sono pronti a
ripristinare i servizi sul sito di origine.

(D NetApp Disaster Recovery replica (risincronizza) tutte le modifiche sulla macchina virtuale di
origine prima di invertire la direzione della replica.

Questo processo inizia da una relazione che ha completato il failover verso una destinazione e prevede i
seguenti passaggi:

« Spegnere e annullare la registrazione delle macchine virtuali e dei volumi sul sito di destinazione.
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— vSphere Client C

& Administrator@DEMO.LOCAL v ® Ov

< 5
@ vc2.demo.netapp.com i ACTIONS
th B =] Summary  Monitor  Configure  Permissions  Datacenters  Hosts & Clusters ~ VMs  Datastores  Networks  Linked vCenter Server Systems  Extensions  Updates
Bl [ vc2.demo.netapp.com
Glacenies vCenter Details # Capacity and Usage ® {é}
Last updated at 7:56 PM
esx2.demo.netapp.com P i e
& Linux2 Version: 803 ]
Build: 24322831 , ,
0.42 GHz used 176 GHz
Last Updated: Dec 19, 2024, 4:46 PM
Memory 141 GB free
Last File-Based Not scheduled
Backup )
Clusters: 2.89 GB used 17 GB capacity
Hosts: Storage 27324 GB free
Virtual Machines: )
17.26 GB used 290.5 GB capacity
v | RecentTasks  Alarms
Task Name v Target v | status e Details v Initiator v e Start Time vv Completion Time v Server v
Remove datastore 8 afst © Completed DEMO.LOCAL\Administrator 5ms 11/18/2025, 7:56:12 P 11/18/2025, 7:56:13 P vc2.demo.netapp.com
M M
Unregister virtual machine & Linux © Completed DEMO.LOCAL\Administrator 9ms 11/18/2025, 7:56:12P  11/18/2025, 7:56:12 P ve2.d
M M
Initiate guest OS shutdown & Linuxi Q Completed DEMO.LOCAL\Administrator 12ms 11/18/2025, 7:53:14 P 11/18/2025, 7:53:14 P vc2.demo.netapp.com

* Interrompere la relazione SnapMirror sulla sorgente originale per renderla di lettura/scrittura.
* Risincronizzare la relazione SnapMirror per invertire la replica.

* Montare il volume sulla sorgente, accendere e registrare le macchine virtuali di origine.

— vSphere Client

& Administrator@DEMO.LOCAL v @ Ov
< . i
[ Clusterl | : acrions
(R B @ Summary  Monitor  Configure  Permissions ~ Hosts ~ VMs  Datastores  Networks  Updates
v [@ vcidemo.netapp.com
4 Datacenter! H B
&8 atacenter Cluster Details R Capacity and Usage B &
M ([ Cluster! Last updated at 7:56 PM
[l esxi.demo.netapp.com cPU 17.05 GHz free
& Linuxt Total Processors: 8 a
& < - i Total vMotion o
& Linuxa S G e
o Migrations: 055 GHz used
& Linuxa Memory
369 GB used 17 GB capacity
Storage 56
1651 GB used 1905 GB capacity
VIEW STATS
v | RecentTasks  Alarms
Queued
Task Name v | Terget v | Staws v | Detaiis v initistor oo Start Time L v | CompletonTime vy | Server v
Power On virtual machine @ Linuxt © Completed Powering on the new Virtu  DEMO.LOCAL\Administrator 5ms 11/18/2025, 7:55:07 11/18/2025, 7:55:08 vcl.demo.netapp.com
al Machine PM PM
Reconfigure virtual machine & Linua © Completed DEMO.LOCAL\Administrator 7ms 11/18/2025, 7:55:05 11/18/2025, 7:55:06 vcldemo netapp.com

Per maggiori dettagli sul’accesso e la configurazione NetApp Disaster Recovery, vedere"Scopri di piu su
NetApp Disaster Recovery per VMware" .

Monitoraggio e dashboard
Da NetApp Disaster Recovery o da ONTAP CLI, & possibile monitorare lo stato di integrita della replica per i

volumi del datastore appropriati, mentre lo stato di un failover o di un failover di prova pud essere monitorato
tramite Job Monitoring.
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Disaster Recovery
Dashboard

Sites

Replication plans

Resource groups

Job monitoring

®

I NetApp

Console

Last 12 hours v

38 0

0 0

Organization
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Si tratta di una soluzione potente per gestire un piano di disaster recovery personalizzato e su misura. Il
failover puo essere eseguito come failover pianificato oppure con un clic su un pulsante quando si verifica un
disastro e si decide di attivare il sito DR.

Convertire i cluster vSphere esistenti in VCF



Scopri come convertire un ambiente vSphere con datastore esistenti in un dominio
di gestione VCF

La conversione di un ambiente vSphere con datastore Fibre Channel o NFS esistenti su
ONTAP implica l'integrazione dell'infrastruttura attuale in una moderna architettura cloud
privata.

Panoramica della soluzione

Questa soluzione dimostra come i datastore FC o NFS esistenti in vSphere diventano storage principale
quando il cluster viene convertito in un dominio di gestione VCF.

Questo processo trae vantaggio dalla robustezza e dalla flessibilita dell’archiviazione ONTAP per garantire un
accesso e una gestione dei dati senza interruzioni. Dopo aver stabilito un dominio di gestione VCF tramite il
processo di conversione, gli amministratori possono importare in modo efficiente altri ambienti vSphere,
compresi quelli che utilizzano sia datastore FC che NFS, nell’ecosistema VCF.

Questa integrazione non solo migliora I'utilizzo delle risorse, ma semplifica anche la gestione dell’infrastruttura
cloud privata, garantendo una transizione fluida con un’interruzione minima dei carichi di lavoro esistenti.

Panoramica dell’architettura

L'architettura degli strumenti ONTAP si integra perfettamente con gli ambienti VMware, sfruttando un
framework modulare e scalabile che include i servizi degli strumenti ONTAP , il plug-in vSphere e le API REST
per consentire una gestione efficiente dello storage, 'automazione e la protezione dei dati.

Gli ONTAP tools for VMware vSphere possono essere installati in configurazioni HA o non HA.
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Soluzioni supportate per la conversione di un ambiente vSphere

Per i dettagli tecnici sulla conversione di un’istanza vCenter, fare riferimento alle seguenti soluzioni.

+ "Convertire un’istanza vCenter nel dominio di gestione VCF (datastore NFS)"

+ "Convertire l'istanza vCenter nel dominio di gestione VCF (datastore FC)"

Informazioni aggiuntive

» Per demo video di queste soluzioni, fare riferimento a"Provisioning del datastore VMware con ONTAP" .

* Per una panoramica del processo di conversione, fare riferimento a "Convertire un ambiente vSphere in un
dominio di gestione o importare un ambiente vSphere come dominio di carico di lavoro VI in VMware
Cloud Foundation" .

 Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP , fare riferimento
a"Documentazione ONTAP 9" .

 Per informazioni sulla configurazione di VCF, fare riferimento a"Documentazione di VMware Cloud
Foundation" .

* Per informazioni sullo storage supportato e altre considerazioni sulla conversione o I'importazione di
vSphere in VCF 5.2, fare riferimento a "Considerazioni prima di convertire o importare ambienti vSphere
esistenti in VMware Cloud Foundation" .
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Flusso di lavoro di distribuzione per la conversione delle istanze del server vCenter
in domini di gestione VCF con datastore NFS

Convertire un cluster vSphere 8 esistente con datastore NFS NetApp ONTAP in un
dominio di gestione VMware Cloud Foundation. Esaminerai i requisiti di configurazione,
implementerai gli strumenti ONTAP e fornirai datastore NFS, e utilizzerai lo strumento di
importazione VCF per convalidare e convertire il cluster.

Per una panoramica del processo di conversione, fare riferimento alla documentazione VMware: "Convertire
un ambiente vSphere in un dominio di gestione o importare un ambiente vSphere come dominio di carico di
lavoro VI in VMware Cloud Foundation" .

o "Rivedere i requisiti di configurazione"

Esaminare i requisiti chiave per la conversione delle istanze del server vCenter in domini di gestione VCF
utilizzando datastore NFS.

e "Distribuisci gli strumenti ONTAP e fornisci un datastore NFS"
Distribuisci gli ONTAP tools for VMware vSphere e fornisci un datastore NFS.

e "Convertire il cluster vSphere in dominio di gestione VCF"

Utilizzare lo strumento di importazione VCF per convalidare e convertire vSphere 8 nel dominio di gestione
VCF.

Flusso di lavoro di distribuzione per la conversione delle istanze del server vCenter
in domini di gestione VCF con datastore Fibre Channel

Converti un cluster vSphere 8 esistente con datastore Fibre Channel (FC) NetApp
ONTAP in un dominio di gestione VMware Cloud Foundation. Esaminerai i requisiti di
configurazione, implementerai gli strumenti ONTAP e fornirai gli archivi dati FC, e
utilizzerai lo strumento di importazione VCF per convalidare e convertire il cluster.

Per una panoramica del processo di conversione, fare riferimento alla documentazione VMware: "Convertire
un ambiente vSphere in un dominio di gestione o importare un ambiente vSphere come dominio di carico di
lavoro VI in VMware Cloud Foundation" .

o "Rivedere i requisiti di configurazione"

Esaminare i requisiti chiave per la conversione delle istanze del server vCenter in domini di gestione VCF
utilizzando datastore FC.

e "Distribuisci gli strumenti ONTAP e fornisci un datastore FC"
Distribuisci gli ONTAP tools for VMware vSphere e fornisci un datastore FC.
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e "Convertire il cluster vSphere in dominio di gestione VCF"

Utilizzare lo strumento di importazione VCF per convalidare e convertire il cluster vSphere 8 nel dominio di
gestione VCF.

Fornire VCF con storage principale

Fornire un ambiente VCF con ONTAP come soluzione di archiviazione principale

Lo storage NetApp ONTAP €& una soluzione di storage primaria ideale per la gestione di
VMware Cloud Foundation (VCF) e per i domini di carico di lavoro di Virtual Infrastructure
(V1). ONTAP offre elevate prestazioni, scalabilita, gestione avanzata dei dati e
integrazione perfetta per migliorare I'efficienza operativa e la protezione dei dati.

Per i dettagli tecnici sul provisioning di un ambiente VCF nel dominio appropriato e con il protocollo
appropriato, fare riferimento alle seguenti soluzioni.

* "Dominio di gestione con FC"

* "Dominio di gestione con NFS"

» "Dominio del carico di lavoro dell'infrastruttura virtuale con FC"

» "Dominio del carico di lavoro dell'infrastruttura virtuale con NFS"

Utilizzare un datastore VMFS basato su FC su ONTAP come storage principale per
il dominio di gestione VCF

In questo caso d’uso descriviamo la procedura per utilizzare un datastore VMFS basato
su FC esistente su ONTAP come storage primario per i domini di gestione VMware Cloud
Foundation (VCF). Questa procedura riassume i componenti, le configurazioni e i
passaggi di distribuzione richiesti.

Introduzione

Se opportuno, faremo riferimento alla documentazione esterna per i passaggi che devono essere eseguiti in
SDDC Manager di VCF e faremo riferimento ai passaggi specifici della parte di configurazione
dell'archiviazione.

Per informazioni sulla conversione di un ambiente vSphere basato su FC esistente con ONTAP, fare
riferimento a"Convertire vSphere Environment (datastore FC) in VCF Management Domain" .

La versione 5.2 di VCF ha introdotto la possibilita di convertire un ambiente vSphere 8 esistente

@ in un dominio di gestione VCF o di importarlo come domini di carico di lavoro VCF VI. Prima di
questa versione, VMware vSAN era 'unica opzione per I'archiviazione principale per il dominio
di gestione VCF.

@ Questa soluzione € applicabile alle piattaforme ONTAP che supportano I'archiviazione FC, tra
cui NetApp ASA, AFF e FAS.

33


vmw-vcf-mgmt-fc-conversion.html
vmw-vcf-mgmt-fc.html

Prerequisiti
In questo scenario vengono utilizzati i seguenti componenti e configurazioni:

« Sistema di storage NetApp con una macchina virtuale di storage (SVM) configurata per consentire il traffico
FC.

« Sono state create interfacce logiche (LIF) sulla struttura FC che deve trasportare il traffico FC ed &
associata alla SVM.

+ La suddivisione in zone ¢ stata configurata per utilizzare la suddivisione in zone con singolo iniziatore-
destinazione sugli switch FC per HBA host e destinazioni di archiviazione.

Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP fare riferimento a"Documentazione
ONTAP 9" centro.

Per informazioni sulla configurazione di VCF fare riferimento a"Documentazione di VMware Cloud Foundation”

Fasi di distribuzione

Dominio di gestione - Cluster predefinito

L’archiviazione principale FC sul cluster iniziale & supportata solo con lo strumento di importazione brownfield
VCF. Se VCF viene distribuito con lo strumento Cloud Builder (prima della versione 5.2.x), & supportato solo
vSAN.

Per ulteriori informazioni sull’'utilizzo di un ambiente vSphere esistente, fare riferimento a "conversione
del’ambiente vSphere esistente in dominio di gestione" per maggiori informazioni.

Dominio di gestione - Cluster aggiuntivo

Il cluster vSphere aggiuntivo sul dominio di gestione puo essere distribuito con le seguenti opzioni:

« Avere un cluster aggiuntivo nel’lambiente vSphere e utilizzare lo strumento di importazione brownfield VCF
per convertire 'ambiente vSphere nel dominio di gestione. "ONTAP tools for VMware vSphere" "Gestore di
sistema o APl ONTAP" pud essere utilizzato per distribuire il datastore VMFS nel cluster vSphere.

« Utilizzare 'API SDDC per distribuire cluster aggiuntivi. Gli host vSphere devono avere configurato il
datastore VMFS. Utilizzo "Gestore di sistema o API ONTAP" per distribuire LUN sugli host vSphere.

« Utilizzare l'interfaccia utente di SDDC Manager per distribuire cluster aggiuntivi. Tuttavia, questa opzione
crea solo datastore VSAN fino alla versione 5.2.x.

Informazioni aggiuntive

Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP fare riferimento a"Documentazione
ONTAP 9" centro.

Per informazioni sulla configurazione di VCF fare riferimento a"Documentazione di VMware Cloud Foundation”

Utilizzare un datastore NFS su ONTAP come storage principale per il dominio di
gestione VCF

In questo caso d’'uso descriviamo la procedura per utilizzare un datastore NFS esistente
su ONTAP come storage primario per i domini di gestione VMware Cloud Foundation
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(VCF). Questa procedura riassume i componenti richiesti, i passaggi di configurazione e il
processo di distribuzione.

Introduzione

Se opportuno, faremo riferimento alla documentazione esterna per i passaggi che devono essere eseguiti in
SDDC Manager di VCF e faremo riferimento ai passaggi specifici della parte di configurazione
dell’archiviazione.

Per informazioni sulla conversione di un ambiente vSphere basato su NFS esistente con ONTAP, fare
riferimento a"Convertire vSphere Environment (datastore NFS) in VCF Management Domain" .

La versione 5.2 di VCF ha introdotto la possibilita di convertire un ambiente vSphere 8 esistente

@ in un dominio di gestione VCF o di importarlo come domini di carico di lavoro VCF VI. Prima di
questa versione, VMware vSAN era I'unica opzione per I'archiviazione principale per il dominio
di gestione VCF.

@ Questa soluzione € applicabile alle piattaforme ONTAP che supportano I'archiviazione NFS,
inclusi NetApp AFF e FAS.

Prerequisiti

In questo scenario vengono utilizzati i seguenti componenti e configurazioni:
« Sistema di archiviazione NetApp con una macchina virtuale di archiviazione (SVM) configurata per
consentire il traffico NFS.

« E stata creata un’interfaccia logica (LIF) sulla rete IP che deve trasportare il traffico NFS ed & associata
all’SVM.

* Un cluster vSphere 8 con 4 host ESXi e un’appliance vCenter collocata sul cluster.

» Gruppo di porte distribuito configurato per il traffico di archiviazione vMotion e NFS sulle VLAN o sui
segmenti di rete stabiliti a tale scopo.

« Scarica il software necessario per la conversione VCF.

Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP fare riferimento a"Documentazione
ONTAP 9" centro.

Per informazioni sulla configurazione di VCF fare riferimento a"Documentazione di VMware Cloud Foundation”

Fasi di distribuzione

Dominio di gestione - Cluster predefinito

L'archiviazione principale NFS sul cluster iniziale € supportata solo con lo strumento di importazione brownfield
VCF. Se VCF viene distribuito con lo strumento Cloud Builder (fino alla versione 5.2.x), &€ supportato solo
VSAN.

Per ulteriori informazioni sull’'utilizzo di un ambiente vSphere esistente, fare riferimento a "conversione
del’ambiente vSphere esistente in dominio di gestione" per maggiori informazioni.
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Dominio di gestione - Cluster aggiuntivo

Il cluster vSphere aggiuntivo sul dominio di gestione pud essere distribuito con le seguenti opzioni:

» Avere un cluster aggiuntivo nellambiente vSphere e utilizzare lo strumento di importazione brownfield VCF
per convertire 'ambiente vSphere nel dominio di gestione. "ONTAP tools for VMware vSphere" "Gestore di
sistema o APl ONTAP" puo essere utilizzato per distribuire il datastore NFS nel cluster vSphere.

« Utilizzare 'API SDDC per distribuire cluster aggiuntivi. Gli host vSphere devono avere configurato il
datastore NFS. Utilizzo "Gestore di sistema o API ONTAP" per distribuire LUN sugli host vSphere.

« Utilizzare l'interfaccia utente di SDDC Manager per distribuire cluster aggiuntivi. Questa opzione, tuttavia,
crea solo datastore vSAN con versioni precedenti alla 5.2.x.

Informazioni aggiuntive

Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP fare riferimento a"Documentazione
ONTAP 9" centro.

Per informazioni sulla configurazione di VCF fare riferimento a"Documentazione di VMware Cloud Foundation"

Utilizzare un datastore VMFS basato su FC su ONTAP come storage principale per
un dominio di carico di lavoro VI

In questo caso d’'uso descriviamo la procedura per configurare un datastore VMFS Fibre
Channel (FC) su ONTAP come soluzione di storage primaria per un dominio di carico di
lavoro VMware Cloud Foundation (VCF) Virtual Infrastructure (VI). Questa procedura
riassume i componenti richiesti, i passaggi di configurazione e il processo di
distribuzione.

Vantaggi del Fibre Channel

Prestazioni elevate: FC garantisce velocita di trasferimento dati elevate, rendendolo ideale per applicazioni
che richiedono un accesso rapido e affidabile a grandi quantita di dati.

Bassa latenza: Latenza molto bassa, fondamentale per le applicazioni che richiedono prestazioni elevate,
come database e ambienti virtualizzati.

Affidabilita: le reti FC sono note per la loro robustezza e affidabilita, con funzionalita quali ridondanza
integrata e correzione degli errori.

Larghezza di banda dedicata: FC fornisce larghezza di banda dedicata per il traffico di archiviazione,
riducendo il rischio di congestione della rete.

Per ulteriori informazioni sull'utilizzo di Fibre Channel con i sistemi di storage NetApp , fare riferimento a
"Provisioning SAN con FC" .

Panoramica dello scenario

Questo scenario comprende i seguenti passaggi di alto livello:

 Creare una macchina virtuale di archiviazione (SVM) con interfacce logiche (LIF) per il traffico FC.

» Raccogliere le informazioni WWPN degli host da distribuire e creare i gruppi di iniziatori corrispondenti sul
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sistema di archiviazione ONTAP .
» Creare un volume FC sul sistema di archiviazione ONTAP .
* Mappare i gruppi di iniziatori per creare il volume FC

« Utilizzare la suddivisione in zone con singolo iniziatore-target sugli switch FC. Creare una zona per ogni
iniziatore (zona iniziatore singolo).

o Per ogni zona, includere un target che sia I'interfaccia logica ONTAP FC (WWPN) per gli SVM.
Dovrebbero esserci almeno due interfacce logiche per nodo per SVM. Non utilizzare il WWPN delle
porte fisiche.

» Creare un pool di rete per il traffico vMotion in SDDC Manager.
* Host della Commissione in VCF per I'utilizzo in un dominio di carico di lavoro VI.

* Distribuisci un dominio di carico di lavoro VI in VCF utilizzando un datastore FC come storage principale.

@ Questa soluzione & applicabile alle piattaforme ONTAP che supportano I'archiviazione NFS,
inclusi NetApp AFF e FAS.

Prerequisiti
In questo scenario vengono utilizzati i seguenti componenti e configurazioni:

» Un sistema di archiviazione ONTAP AFF o ASA con porte FC collegate a switch FC.
* SVM creato con FC lifs.
» vSphere con HBA FC collegati agli switch FC.

» Sugli switch FC & configurata la suddivisione in zone con singolo iniziatore-destinazione.

@ NetApp consiglia il multipath per le LUN FC.

Fasi di distribuzione

Dominio di gestione - Cluster predefinito

L’archiviazione principale FC sul cluster iniziale & supportata solo con lo strumento di importazione brownfield
VCF. Se VCF viene distribuito con lo strumento CloudBuilder (fino alla versione 5.2.x), &€ supportato solo
VSAN. Fare riferimento "conversione del’ambiente vSphere esistente in dominio di gestione" per maggiori
informazioni.

Dominio di gestione - Cluster aggiuntivo

Il cluster vSphere aggiuntivo sul dominio di gestione puo essere distribuito con le seguenti opzioni: * Avere un
cluster aggiuntivo nellambiente vSphere e utilizzare lo strumento di importazione brownfield VCF per
convertire 'ambiente vSphere nel dominio di gestione. "ONTAP tools for VMware vSphere" , "Gestore di
sistema o API ONTAP" pud essere utilizzato per distribuire il datastore VMFS nel cluster vSphere. * Utilizzare
'API SDDC per distribuire cluster aggiuntivi. Gli host vSphere devono avere configurato il datastore VMFS.
Utilizzo "Gestore di sistema o AP ONTAP" per distribuire LUN sugli host vSphere. * Utilizzare I'interfaccia
utente di SDDC Manager per distribuire cluster aggiuntivi. Tuttavia, questa opzione crea solo datastore VSAN
fino alla versione 5.2.x.

Dominio del carico di lavoro VI - Cluster predefinito

Dopo che il dominio di gestione € attivo e funzionante, € possibile creare il dominio del carico di lavoro VI:
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« Utilizzo dell’interfaccia utente di SDDC Manager. Gli host vSphere devono avere configurato il datastore
VMFS. Utilizzare System Manager o '’API ONTAP per distribuire LUN sugli host vSphere.

* Importa un ambiente vSphere esistente come nuovo dominio del carico di lavoro VI. Per distribuire il
datastore VMFS nel cluster vSphere € possibile utilizzare gli ONTAP tools for VMware vSphere, System
Manager o ONTAP API.

Dominio del carico di lavoro VI - Cluster aggiuntivo

Una volta che il carico di lavoro VI & attivo e funzionante, € possibile distribuire cluster aggiuntivi con VMFS su
FC LUN utilizzando le seguenti opzioni.

* Cluster aggiuntivi nel’lambiente vSphere importati tramite lo strumento di importazione brownfield VCF. Per
distribuire il datastore VMFS nel cluster vSphere € possibile utilizzare gli ONTAP tools for VMware
vSphere, System Manager o ONTAP API.

« Utilizzo dell'interfaccia utente o dell’API di SDDC Manager per distribuire cluster aggiuntivi. Gli host
vSphere devono avere configurato il datastore VMFS. Utilizzare System Manager o 'API ONTAP per
distribuire LUN sugli host vSphere.

Informazioni aggiuntive

Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP fare riferimento a"Documentazione
ONTAP 9" centro.

Per informazioni sulla configurazione di VCF fare riferimento a"Documentazione di VMware Cloud Foundation”

Utilizzare un datastore NFS su ONTAP come storage principale per un dominio di
carico di lavoro VI

In questo caso d’'uso descriviamo la procedura per configurare un datastore NFS su
ONTAP come soluzione di storage primaria per un dominio di carico di lavoro di
un’infrastruttura virtuale (V1) VMware Cloud Foundation (VCF). Questa procedura
riassume i componenti richiesti, i passaggi di configurazione e il processo di
distribuzione.

Vantaggi di NFS

Semplicita e facilita d’uso: NFS & semplice da configurare e gestire, il che lo rende una scelta eccellente per
gli ambienti che richiedono una condivisione dei file rapida e semplice.

Scalabilita: I'architettura di ONTAP consente a NFS di scalare in modo efficiente, supportando le crescenti
esigenze di dati senza modifiche significative all'infrastruttura.

Flessibilita: NFS supporta un’ampia gamma di applicazioni e carichi di lavoro, rendendolo versatile per vari
casi d’'uso, inclusi gli ambienti virtualizzati.

Per ulteriori informazioni, fare riferimento alla Guida di riferimento NFS v3 per vSphere 8.

Per ulteriori informazioni sull’utilizzo di Fibre Channel con i sistemi di storage NetApp , fare riferimento a"Guida
di riferimento NFS v3 per vSphere 8" .
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Panoramica dello scenario

Questo scenario comprende i seguenti passaggi di alto livello:

» Creare una macchina virtuale di archiviazione (SVM) con interfaccia logica (LIF) per NFS straffic

« Verificare la rete per la macchina virtuale di archiviazione ONTAP (SVM) e che sia presente un’interfaccia
logica (LIF) per trasportare il traffico NFS.

» Creare una policy di esportazione per consentire agli host ESXi di accedere al volume NFS.

» Creare un volume NFS sul sistema di archiviazione ONTAP .

* Creare un pool di rete per il traffico NFS e vMotion in SDDC Manager.

* Host della Commissione in VCF per I'utilizzo in un dominio di carico di lavoro VI.

* Distribuisci un dominio di carico di lavoro VI in VCF utilizzando un datastore NFS come storage principale.
* Installa il plug-in NetApp NFS per VMware VAAI

@ Questa soluzione & applicabile alle piattaforme ONTAP che supportano I'archiviazione NFS,
inclusi NetApp AFF e FAS.

Prerequisiti
In questo scenario vengono utilizzati i seguenti componenti e configurazioni:
« Sistema di archiviazione NetApp AFF con una macchina virtuale di archiviazione (SVM) configurata per
consentire il traffico NFS.

- E stata creata un’interfaccia logica (LIF) sulla rete IP che deve trasportare il traffico NFS ed & associata
all'SVM.

« La distribuzione del dominio di gestione VCF &€ completa e l'interfaccia di SDDC Manager € accessibile.
* 4 host ESXi configurati per la comunicazione sulla rete di gestione VCF.

* Indirizzi IP riservati per il traffico di archiviazione vMotion e NFS sulla VLAN o sul segmento di rete stabilito
a tale scopo.

Durante la distribuzione di un dominio di carico di lavoro VI, VCF convalida la connettivita al
server NFS. Questa operazione viene eseguita utilizzando 'adattatore di gestione sugli host

@ ESXi prima che venga aggiunto qualsiasi adattatore vmkernel aggiuntivo con l'indirizzo IP NFS.
Pertanto, & necessario assicurarsi che 1) la rete di gestione sia instradabile verso il server NFS
oppure 2) un LIF per la rete di gestione sia stato aggiunto all’'SVM che ospita il volume del
datastore NFS, per garantire che la convalida possa procedere.

Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP fare riferimento a"Documentazione
ONTAP 9" centro.

Per informazioni sulla configurazione di VCF fare riferimento a"Documentazione di VMware Cloud Foundation”

Per ulteriori informazioni sull'utilizzo di NFS con cluster vSphere, fare riferimento a"Guida di riferimento NFS v3
per vSphere 8" .
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Fasi di distribuzione

Per distribuire un dominio di carico di lavoro VI con un datastore NFS come storage principale, completare i

seguenti passaggi:
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Verifica della rete per ONTAP SVM

Verificare che siano state stabilite le interfacce logiche richieste per la rete che trasportera il traffico NFS
tra il cluster di archiviazione ONTAP e il dominio del carico di lavoro VI.

1. Da ONTAP System Manager, accedere a Storage VMs nel menu a sinistra e fare clic sulla SVM da
utilizzare per il traffico NFS. Nella scheda Panoramica, in INTERFACCE IP DI RETE, fare clic sul
numero a destra di NFS. Nell’elenco verificare che siano elencati gli indirizzi IP LIF richiesti.

= | ONTAP System Manager

Storage VMs
DASHBOARD
INSIGHTS 4+ Add E More
STORACGCE 8 " Hams
EHC MFS Al StorageVMs
Overview EHC iEE
Volumes . e % ] !
EHC MES Overview Sethnge snapirror |
LUNs
Consstency Groups HhiC_ 18
MMe Mamespaces HMC_ 3510 NETWORK, IF INTERFALES
Shares
AC_I5C51_351 ‘

Buckets c

R CR Y i 17221253117
Qirpes = E:
it Mo 172.21.253.118
T 15 EHC i=CE] B s
Quotas S_EHC_iSCS N 17221253118
Storage VMs OTViest s 172.21.253.112
Tiets d  172.21.253.113

i v B172.21.118.163
NETWORK

emp_3510 N1 N | 172.21.118.164

EVENTS & JOBS T

In alternativa, verificare i LIF associati a un SVM dalla CLI ONTAP con il seguente comando:

network interface show -vserver <SVM_NAME>

1. Verificare che gli host ESXi possano comunicare con il server NFS ONTAP . Accedi all’host ESXi
tramite SSH ed esegui il ping del’'SVM LIF:

vmkping <IP Address>
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Durante la distribuzione di un dominio di carico di lavoro VI, VCF convalida la connettivita
al server NFS. Questa operazione viene eseguita utilizzando 'adattatore di gestione sugli
host ESXi prima che venga aggiunto qualsiasi adattatore vmkernel aggiuntivo con
l'indirizzo IP NFS. Pertanto, & necessario assicurarsi che 1) la rete di gestione sia
instradabile verso il server NFS oppure 2) un LIF per la rete di gestione sia stato aggiunto
all’'SVM che ospita il volume del datastore NFS, per garantire che la convalida possa
procedere.



Crea criteri di esportazione per la condivisione del volume NFS

Creare una policy di esportazione in ONTAP System Manager per definire il controllo di accesso per i

volumi NFS.

1. In ONTAP System Manager, fare clic su Storage VMs nel menu a sinistra e selezionare una SVM

dall’'elenco.

2. Nella scheda Impostazioni individua Criteri di esportazione e clicca sulla freccia per accedervi.

= [ ONTAP System Manager

Storage VMs

DASHBOARD
INSIGHTS i More
STORAGE ®  Name

EHC_NFS
Overview —
Volumes ~ - .

EHC NFS Overview Settings

LUNs
Consistency Groups HMC_18 _ .

Pinned
NViMe Namespaces HMC_3510
i HMC. 1565 3510 Export Policie
Buckets

dets

Qtrees

Quotas J5_EHC_ISCS1

Tiers

0.0.0.0/0 for Any

NETWORK

Search actions, objects, and p

SnapMirror (Local or Remote) File System

3. Nella finestra Nuova policy di esportazione aggiungere un nome per la policy, fare clic sul pulsante
Aggiungi nuove regole e quindi sul pulsante +Aggiungi per iniziare ad aggiungere una nuova

regola.
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New export policy

NAME

WKLD_DMo1

@ Copy rules from existing policy
STORAGE VM

svmo b

EXPORT POLICY

default v

RULES

Mo data

+ Add

| Add New Rules

Cancel

4. Inserisci gli indirizzi IP, I'intervallo di indirizzi IP o la rete che desideri includere nella regola.
Deselezionare le caselle SMB/Cifs e * FlexCache* ed effettuare le selezioni per i dettagli di accesso
di seguito. Per I'accesso all’host ESXi &€ sufficiente selezionare le caselle UNIX.



New Rule %

CLIENT SPECIFICATION

172.21.166.0/24

ACCESS PROTOCOLS

SMB/CIFS

FlexCache
nrs [ nrsva B nFsv

ACCESS DETAILS

Type Read-only Access Read/Write Access Superuser ACcess

All

All {As anonymous user)  (§)

UNIX
Kerberos 5
Kerberos 5i
Kerberos 5p
NTLM
Cancel

Durante la distribuzione di un dominio di carico di lavoro VI, VCF convalida la
connettivita al server NFS. Questa operazione viene eseguita utilizzando I'adattatore di

@ gestione sugli host ESXi prima che venga aggiunto qualsiasi adattatore vmkernel
aggiuntivo con l'indirizzo IP NFS. Pertanto, € necessario garantire che la politica di
esportazione includa la rete di gestione VCF per consentire il proseguimento della
convalida.

5. Una volta inserite tutte le regole, fare clic sul pulsante Salva per salvare la nuova politica di
esportazione.

6. In alternativa, € possibile creare criteri e regole di esportazione nella CLI ONTAP . Fare riferimento ai
passaggi per la creazione di una policy di esportazione e I'aggiunta di regole nella documentazione
ONTAP .

o Utilizzare ONTAP CLI per"Creare una politica di esportazione" .

o Utilizzare ONTAP CLI per"Aggiungere una regola a un criterio di esportazione" .


https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html

Crea volume NFS

Creare un volume NFS sul sistema di archiviazione ONTAP da utilizzare come datastore nella
distribuzione del dominio del carico di lavoro.

1. Da ONTAP System Manager, andare su Archiviazione > Volumi nel menu a sinistra e fare clic su
+Aggiungi per creare un nuovo volume.

= | ONTAP System Manager

Volumes
DASHBOARD

INSIGHTS

STORAGE Name -

Overview
~  wyesall_FE

» o yCloud_F

2. Aggiungere un nome per il volume, specificare la capacita desiderata e selezionare la VM di
archiviazione che ospitera il volume. Fare clic su Altre opzioni per continuare.
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Add Volume X

MAME

VCF_WKLD_o01

CAPACITY

5 o TiB W

STORAGE WM

EHC_NFS v

Export via NFS

More Options Cancel

3. In Autorizzazioni di accesso, selezionare la Politica di esportazione che include la rete di gestione
VCF o l'indirizzo IP e gli indirizzi IP della rete NFS che verranno utilizzati sia per la convalida del
server NFS che per il traffico NFS.
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Access Permissions
Export via NFS

GRANT ACCESS TO HOST

‘ defaultl b

Jetstream_NES_v04
Clients : 0.0.0.0/0 | Access protocols : Any

MFSmountTest0l
3rules

NFSmountTestReno01
Clients : 0.0.0.0/0 | Access protocols : Any

PerfTestVols
Clients: 172.21.253.0/24 | Access protocols : NFSv3, NFSv4, NFS

TestEnv_ VPN
Clients: 172.21.254.0/24 | Access protocols : Any

VCF_WELD
2 rules

WEKLD_DMO1
2 rules

Wkld01_NF5
Clients: 172.21.252.205, 172.21.252.206, 172.21.252.207, 172.21.2.

Durante la distribuzione di un dominio di carico di lavoro VI, VCF convalida la
connettivita al server NFS. Questa operazione viene eseguita utilizzando 'adattatore di
gestione sugli host ESXi prima che venga aggiunto qualsiasi adattatore vmkernel

@ aggiuntivo con l'indirizzo IP NFS. Pertanto, & necessario assicurarsi che 1) la rete di
gestione sia instradabile verso il server NFS oppure 2) un LIF per la rete di gestione sia
stato aggiunto all'SVM che ospita il volume del datastore NFS, per garantire che la
convalida possa procedere.

4. In alternativa, & possibile creare volumi ONTAP nella CLI ONTAP . Per maggiori informazioni fare
riferimento al"lun crea" comando nella documentazione dei comandi ONTAP .
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Crea pool di rete in SDDC Manager

E necessario creare un pool di rete in SDDC Manager prima di mettere in servizio gli host ESXi, come
preparazione per la loro distribuzione in un dominio di carico di lavoro VI. Il pool di rete deve includere le
informazioni di rete e gli intervalli di indirizzi IP per gli adattatori VMkernel da utilizzare per la
comunicazione con il server NFS.

1. Dall'interfaccia web di SDDC Manager, accedere a Impostazioni di rete nel menu a sinistra e fare
clic sul pulsante + Crea pool di rete.

vmw Cloud Foundation

&«

Network Settings

Network Pool DNS Configuration NTP Configuration

 Dashboard

{5} Solutions
View Network Pool details

+ CREATE NET'!.-.'_'*RK POOL

2 Inventory v

G Workload Domains

Bl Hosts Metwork Pool Name
= Lifecycle Management b : 5 vef-mOT-rp01
&y Administration v

2. Inserire un nome per il pool di rete, selezionare la casella di controllo per NFS e compilare tutti i
dettagli di rete. Ripetere questa operazione per le informazioni di rete vMotion.
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& Dashboard

; Sotons

inventory

= Lifecytle Management

2 Addmirestiation

-} Becunty

Passimasd Manage

Developer Center

Network Settings

Metwork Poal

Create Network Pool

iy e iee e Dased =
Notwmn NFE_NPO!
etk T WEAN oo [ vMeda
MNFS Metwork Infarmaton
VLAN D 3374
Ty G000
Natwork TINNED
Subnet Mask ([ 255 255 AL

Dtault Gatewsy (I

viotion Metwork Information

VLAN I (]

Mutwork (I

Sunnet Mask (1)

Detaus Gateway ([

P Address Ranges

e @ notwork i hi

3. Fare clic sul pulsante Salva per completare la creazione del pool di rete.

an crRated

an0o

F2IWTO

702553850

WM




Host della Commissione

Prima che gli host ESXi possano essere distribuiti come dominio di carico di lavoro, devono essere
aggiunti all'inventario di SDDC Manager. Cido comporta la fornitura delle informazioni richieste, il
superamento della convalida e I'avvio del processo di messa in servizio.

Per maggiori informazioni vedere"Host della Commissione" nella Guida al’amministrazione VCF.

1. Dallinterfaccia di SDDC Manager, vai su Host nel menu a sinistra e clicca sul pulsante Commission
Hosts.

: Hosts W

[ salutions

. Invertary v Capacity Utilization across Hosts

cPU {2 Totn MEmary oaETom  Hosts

B Lirecycin Management

EONNLEVEN -5siGHED HOSTS | UNASSISNED HOSTS

2. La prima pagina € una lista di controllo dei prerequisiti. Verificare nuovamente tutti i prerequisiti e
selezionare tutte le caselle di controllo per procedere.
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Checklist

Commissicning a host adds it to the VMware Cloud Foundation imventory. T he host YOu Want to COmMmISSIOn MuUst meet
the checklist criterion below

Select Al

Host for vSAN/VSAN ESA workload domain should De vSAN/SAN ESA compliant and cartified per
the YMware Hardware Compatiblity Guide. BIOS, HBA, S50, HDD. etc. must match the VMware
Hardware Compatbility Guide

Hiost has a standard switch with two MIC ports with 8 minimum 10 Ghps speed

H Hiost has the drivers and firmware versions specified in the YWiware Compatibility Guide

Hiost has ESKI installed on it The host must be preinstalsd with supported versions (8.0 2-22380479)

Host is confligurad with DMNS server Tor Torward and reverse lookup and FODMN.

Hostname shoukd De =ame atc the FGDMN

Management [P i5 configurad t Tirst MIC port,

Ensure that the host has a standard switch and the default uplinks with 10Gb speed are conflgured
starting with traditional numberning (e g_ wwnnic) and increasng sequentially

B Host hardware heaith status is hesithy without any errors

n All disk partitions on HDD / 550 are deleted

B Ensure required network pool is created and avaiable before host commissoning.

Ensura hosts 1o ke used Tor VSAN workload domain are associated with VAN enabled network pool.

Enzsura hosts 1o e used Tor NFS workioad domain are associaled with NFS enabled nelwork pood.

Emsure nosts o e used Tor WYMES on FC workload gomain are asscciated with NFS or WMGTION only
enabied network pool

Ensure hosts to be used for vWol FC workload domain are associated with NFS or VMOTION only
engbied network pool

u Ensure hosts o be used for vWol NFS workioad domain are associated with NFS and VMOTION only
enabled netwaork pool

Ensura hosts Lo be used for vWiol I5C5] workload domain are associated with iSCSI1 and WMOTION onily
enabied network pool

For nosts with a DPU gevice, enable SR-10W in the BIOS and in the vSphera Chent {if required Dy Your
DPU vendork.

CANCEL

3. Nella finestra Aggiunta e convalida host compilare FQDN host, Tipo di archiviazione, il nome del
pool di rete che include gli indirizzi IP di archiviazione vMotion e NFS da utilizzare per il dominio del
carico di lavoro e le credenziali per accedere all’host ESXi. Fare clic su Aggiungi per aggiungere
I'host al gruppo di host da convalidare.



Commission Hosts

1 Host Addition and Validation

Host Addition and Validation

~ Add Hosts

You can either choose to add host one at a time or download JSON template and perform bulk commission

© Add new () Import

Host FGDN

vef-wkld-esx02.sddc.netapp.com

[« N

() VMFS on FC () wvol

Storage Type () vsaN
Network Pool Name (§) s Nae
User Name root

Password ssssmsmEe L] T
Hosts Added
l @ Hosts added successfully. Add more or confirm fingerprint and validate host b 4

(I confirm all Finger Prints (3)

FQDN Network Pool

i vef-wkid- NF5_NPOT
esx0l.sddcnetapp.com

T i}

VALIDATE ALL

~
- 5 - Validation

IP Address Confirm FingerPrint Status ®
172.21166.135 3 (5) Not Validated

SHA256:CKbsinf

EOG++z/

IpFUOFDI2tLuY

FZ47WicvDpéy

EQM

~
1hosts

CANCEL

4. Una volta aggiunti tutti gli host da convalidare, fare clic sul pulsante Convalida tutti per continuare.

5. Supponendo che tutti gli host siano convalidati, fare clic su Avanti per continuare.
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Hosts Added

‘ @ Host Validated Successiully

b

@D confirm all Finger prints ()

a

FOQDN

vei-whld-
e5x04 sddc netapp.com

vof-wkld-
esx03.sddc.netapp.com

vef-wkid-
esx02 sddc netapp.com

wvef-whld-
es5x01 sddc netapp.com

Metwork Pool

NFS_NPO1

@

NES_NPO1

@

NFS_NPO1

@

NFS_NPO1

&)

IF Address

172.21.166.138

17221166137

17221166136

17221.166.135

Confirm FingerPrint

o

SHA256:9Kg+9
nGatE45QkOMs
QPON/
k5gZB9zyKN+6
CBPmMXsvLBc

SHA256:NPX4/

mei/
2zmLJHfmPwbk
6zhapoUxV2IO
wZDPFHz+zo

SHA256:AMhyR
600pTAYYqO
DJhgVbj/M/
GvrQaqUy7Cet
MAIWY

SHA256:CKbsinf
EOG++z/
IpFUOFDI2tLuY
FZ47WicVDpév
EGM

VALIDATE ALL

~
Validation
Status ®

@) valid

@) Valid

(=) Valid

@) Valid

CANCEL

6. Esaminare I'elenco degli host da commissionare e fare clic sul pulsante Commission per avviare il
processo. Monitorare il processo di messa in servizio dal riquadro Attivita in SDDC Manager.




Commission Hosts

1 Host Addition and Validation

2 Review

Review

Skip failed hosts during commissioning @ @) on

“ Validated Host(s)

vef-wkld-esx04 sddc.netapp.com

vef-wkid-esx03.sddc.netapp.com

vef-wkld-esx02 sddc.netapp.com

vel-wikid-esx01.sddenetapp.com

Network Pool Name: NFS_NPO1

IP Address: 172.21.166.138
Storage Type: NFS

Network Pool Name: NFS_NPO1

IP Address: 172.21.166.137
Storage Type. NFS

Network Pool Name: NFS_NPO1

IP Address: 172 21166136
Storage Type: NFS

Network Pool Name: NFS_NPO1

IP Address: 172.21.166.135
Storage Type: NFS

CANCEL
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Distribuisci il dominio del carico di lavoro VI

La distribuzione dei domini dei carichi di lavoro VI viene eseguita tramite I'interfaccia VCF Cloud
Manager. Verranno qui presentati solo i passaggi relativi alla configurazione dell’archiviazione.

Per istruzioni dettagliate sulla distribuzione di un dominio di carico di lavoro VI, fare riferimento
a"Distribuire un dominio di carico di lavoro VI utilizzando I'interfaccia utente di SDDC Manager" .

1. Dalla dashboard di SDDC Manager, fare clic su + Dominio del carico di lavoro nell’angolo in alto a
destra per creare un nuovo dominio del carico di lavoro.

2 madiicea SDDC Manager Dashboard o BPORALBAD DAl
1] L hoasd
‘Somtions =
inventory
) Workioaa 4 + R
R ivicorts @ 0 Solutions CPU, Memory, Storage Usage Recent tasks
£ Lifecy'cle Managoment 3 Wirkiaad Maragemant & cPU " Toes 34, W00 AM
Admenistration L -
& g = F ¥ oo
1 Workload Domains
= Top Domains in alocated CPU Usage
ABRAGEmEN D fe .
@ = -
& x Memaory

Host Type and Usage =

Host Types

Tep Domains n alecated Memory Usage

2. Nella procedura guidata di configurazione VI compilare le sezioni per Informazioni generali, Cluster,
Elaborazione, Rete e Selezione host come richiesto.

Per informazioni sulla compilazione delle informazioni richieste nella procedura guidata di configurazione

VI, fare riferimento a"Distribuire un dominio di carico di lavoro VI utilizzando I'interfaccia utente di SDDC
Manager" .
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VI Configuration

1 General Info

+

1. Nella sezione Archiviazione NFS, compilare il nome del datastore, il punto di montaggio della cartella
del volume NFS e I'indirizzo IP della VM LIF di archiviazione NFS ONTAP .

VI Configuration NFS Storage
1 General Info NFS Share Details
2 Cluster Datastore Name (1) VCF_WEKLD_O1
3 Compute Folder (1) /NCF_WKLD_01
4 Networking NFS Server IP Address () 172.21118.163
5 Host Selection

6 NFS Storage

2. Nella procedura guidata di configurazione VI, completare i passaggi di configurazione dello switch e
licenza, quindi fare clic su Fine per avviare il processo di creazione del dominio del carico di lavoro.
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VI Configuration Review

1 General Info v General

Virtual infrastructure Name vel-wikid-01
2 Cluster

Organization Name it-inf
3 Compute

S50 Domain Option Joining Managemaent SSO Domain
4 Networking w Cluster

Cluster Name IT-INF-WHKLD-D1
5 Host Selection ) ’

w Compute

6 NFS Storage

vCenter IP Address 7221166143
7 Switch Configuration vCenter DNS Name v l-wikid-vo Ol scidde netapp.com
B License vCenter Subnet Mask 355 355 255

vCenter Default Gateway W221660

9 Review
w Networking

NSX Manager Instance Option Creating new NSX instance

NSX Manager Cluster 1P 723166147

NSX Manager Cluster FQDN vef-wi-nsxcl01 sdde netapp com

NSX Manager [P Addresses 17221166144, 172.21166.145, 172 21166.46

CANCEL [ BACK |

3. Monitorare il processo e risolvere eventuali problemi di convalida che si presentano durante il
processo.

Installa il plug-in NetApp NFS per VMware VAAI

Il plug-in NetApp NFS per VMware VAAI integra le librerie VMware Virtual Disk installate sul’host ESXi e
fornisce operazioni di clonazione con prestazioni piu elevate e tempi di completamento piu rapidi. Questa
€ una procedura consigliata quando si utilizzano sistemi di archiviazione ONTAP con VMware vSphere.

Per istruzioni dettagliate sulla distribuzione del plug-in NetApp NFS per VMware VAAI, seguire le
istruzioni riportate in"Installa il plug-in NetApp NFS per VMware VAAI" .

Demo video per questa soluzione

Datastore NFS come storage principale per domini di carichi di lavoro VCF

Informazioni aggiuntive

Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP fare riferimento a"Documentazione
ONTAP 9" centro.

Per informazioni sulla configurazione di VCF fare riferimento a"Documentazione di VMware Cloud Foundation”
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Espandi VCF con spazio di archiviazione supplementare

Scopri come espandere lo storage per un ambiente VCF utilizzando storage
supplementare

VMware Cloud Foundation (VCF) supporta un’ampia gamma di opzioni di storage
supplementari per espandere lo storage sui domini di gestione VCF e sui domini di carico
di lavoro dell’infrastruttura virtuale (VI1).

Gli ONTAP tools for VMware vSphere forniscono una soluzione efficiente per questa espansione, integrando
perfettamente lo storage NetApp nellambiente VCF.

Gli strumenti ONTAP semplificano la configurazione e la gestione degli archivi dati, consentendo agli
amministratori di eseguire il provisioning e gestire lo storage direttamente da vSphere Client. Le funzionalita
avanzate di ONTAP, come snapshot, clonazione e protezione dei dati, migliorano le prestazioni di
archiviazione, I'efficienza e la scalabilita nell’ambiente VCF.

Protocolli supportati per I'’espansione dello storage

Gli ambienti VCF possono essere ampliati utilizzando diversi protocolli di archiviazione, ognuno dei quali offre
vantaggi e casi d’uso unici.

E possibile utilizzare i seguenti protocolli per espandere lo storage nei domini di gestione VCF e nei domini di
carico di lavoro VI. Scegli 'opzione migliore per il tuo ambiente per integrare senza problemi lo storage
supplementare nella tua distribuzione VCF.

iSCSI

Protocollo basato su blocchi che utilizza reti Ethernet standard. Ideale per ambienti che richiedono elevate
prestazioni, flessibilita e scalabilita a costi contenuti.

iISCSI & ampiamente utilizzato per i datastore VMFS e supporta funzionalita ONTAP avanzate, come snapshot
e clonazione.

* Prestazioni elevate: offre prestazioni elevate per garantire velocita di trasferimento dati rapide ed efficienti
e bassa latenza. Ideale per applicazioni aziendali esigenti e ambienti virtualizzati.

* Facilita di gestione: semplifica la gestione dell’archiviazione utilizzando strumenti e protocolli basati su IP
noti.

» Conveniente: utilizza 'infrastruttura Ethernet esistente, riducendo la necessita di hardware specializzato e
consentendo alle organizzazioni di ottenere soluzioni di archiviazione affidabili e scalabili.

Per ulteriori informazioni sull’utilizzo di iSCSI con i sistemi di storage NetApp , fare riferimento a "Provisioning
SAN con iSCSI" .

Canale in fibra (FC)

Protocollo ad alta velocita e bassa latenza che utilizza reti FC dedicate. FC ¢ preferibile per carichi di lavoro
critici che richiedono affidabilita, larghezza di banda dedicata e correzione degli errori affidabile. Viene
comunemente utilizzato per gli archivi dati VMFS in ambienti aziendali.

* Prestazioni elevate: FC garantisce velocita di trasferimento dati elevate, rendendolo ideale per
applicazioni che richiedono un accesso rapido e affidabile a grandi quantita di dati.

» Bassa latenza: Latenza molto bassa, fondamentale per le applicazioni che richiedono prestazioni elevate,
come database e ambienti virtualizzati.
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 Affidabilita: le reti FC sono note per la loro robustezza e affidabilita, con funzionalita quali ridondanza
integrata e correzione degli errori.

» Larghezza di banda dedicata: FC fornisce larghezza di banda dedicata per il traffico di archiviazione,
riducendo il rischio di congestione della rete.

Per ulteriori informazioni sull’utilizzo di Fibre Channel con i sistemi di storage NetApp , fare riferimento a
"Provisioning SAN con FC" .

NFS (sistema di file di rete)

Protocollo basato su file che consente una facile condivisione e gestione dei file tra host. NFS & semplice da
configurare e scalabile in modo efficiente, il che lo rende adatto a carichi di lavoro virtualizzati e ambienti che
richiedono un accesso flessibile ai file.

Gli archivi dati NFS sono supportati da ONTAP e vSphere sia per i domini di gestione che per quelli dei carichi
di lavoro.

» Semplicita e facilita d’uso: NFS € semplice da configurare e gestire, il che lo rende una scelta eccellente
per gli ambienti che richiedono una condivisione dei file rapida e semplice.

« Scalabilita: I'architettura di ONTAP consente a NFS di scalare in modo efficiente, supportando le crescenti
esigenze di dati senza modifiche significative all'infrastruttura.

* Flessibilita: NFS supporta un’ampia gamma di applicazioni e carichi di lavoro, rendendolo versatile per
vari casi d’'uso, inclusi gli ambienti virtualizzati.

Per ulteriori informazioni, fare riferimento al "Guida di riferimento NFS v3 per vSphere 8" .

NVMe/TCP

Protocollo moderno che garantisce elevate prestazioni e bassa latenza su reti Ethernet standard utilizzando
TCP/IP. NVMe/TCP ¢ ideale per applicazioni complesse e operazioni di dati su larga scala, poiché garantisce
scalabilita ed efficienza dei costi senza richiedere hardware specializzato.

* Prestazioni elevate: offre prestazioni eccezionali con bassa latenza e velocita di trasferimento dati
elevate. Cid € fondamentale per le applicazioni piu esigenti e le operazioni sui dati su larga scala.

+ Scalabilita: supporta configurazioni scalabili, consentendo agli amministratori IT di espandere la propria
infrastruttura senza problemi man mano che aumentano i requisiti dei dati.

» Conveniente: funziona tramite switch Ethernet standard ed € incapsulato allinterno di datagrammi TCP.
Non sono richieste attrezzature speciali per 'implementazione.

Per maggiori informazioni sui vantaggi di NVMe, fare riferimento a "Che cos’@ NVME?" .

Casi d’uso per I’aggiunta di spazio di archiviazione supplementare

| seguenti casi d’'uso dimostrano come aggiungere storage supplementare ai domini di gestione VCF e ai
domini di carico di lavoro dellinfrastruttura virtuale (V1) utilizzando protocolli e configurazioni diversi.

* "Dominio di gestione con iSCSI"

* "Dominio di gestione con FC"

* "Dominio del carico di lavoro dell’infrastruttura virtuale con vVols (iISCSI)"

* "Dominio del carico di lavoro dell’'infrastruttura virtuale con vVols (NFS)"

+ "Dominio del carico di lavoro dell'infrastruttura virtuale con NVMe/TCP"

» "Dominio del carico di lavoro dell'infrastruttura virtuale con FC"
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Espandi i domini di gestione con iSCSI

Flusso di lavoro di distribuzione per I’aggiunta di un datastore iSCSI come storage supplementare in
un dominio di gestione VCF

Inizia aggiungendo un datastore iISCSI come storage supplementare per un dominio di
gestione VMware Cloud Foundation (VCF). Imposterai una Storage Virtual Machine
(SVM) con interfacce logiche (LIF) per iSCSI, configurerai la rete iSCSI sugli host ESXi,
implementerai gli ONTAP tools for VMware vSphere e creerai un datastore VMFS.

o "Esaminare i requisiti di distribuzione"
Esaminare i requisiti per I'aggiunta di datastore iSCSI come storage supplementare al dominio di gestione

VCF.
e "Creare SVM e LIF"

Creare una SVM con piu LIF per il traffico iSCSI.

e "Configurare la rete"

Configurare la rete per iSCSI sugli host ESXi.

° "Configurare I’archiviazione™

Distribuire e utilizzare gli strumenti ONTAP per configurare I'archiviazione.

Requisiti di distribuzione per I’aggiunta di un datastore iSCSI a un dominio di gestione VCF

Esaminare i requisiti per 'aggiunta di datastore iSCSI come storage supplementare a un
dominio di gestione VMware Cloud Foundation (VCF).

Requisiti infrastrutturali

Assicurarsi che i seguenti componenti e configurazioni siano presenti.

* Un sistema di archiviazione ONTAP AFF o ASA con porte dati fisiche su switch Ethernet dedicate al traffico
di archiviazione.

+ La distribuzione del dominio di gestione VCF & completa e il client vSphere € accessibile.

Progettazione di rete iSCSI consigliata

E necessario configurare progetti di rete completamente ridondanti per iSCSI. Il diagramma seguente mostra
un esempio di configurazione ridondante, che garantisce tolleranza agli errori per sistemi di archiviazione,
switch, adattatori di rete e sistemi host. Fare riferimento a NetApp"Riferimento alla configurazione SAN" per
ulteriori informazioni.
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ESXi Host 1 ESXi Host 2 - ESXiHostN

nicl nic

aba +

alb

ela
alk

NetApp ASA controller-1 NetApp ASA controller-2

Per il multipathing e il failover su piu percorsi, creare almeno due LIF per nodo di archiviazione in reti Ethernet
separate per tutte le SVM nelle configurazioni iSCSI.

Nei casi in cui piu adattatori VMkernel sono configurati sulla stessa rete IP, si consiglia di

utilizzare il binding delle porte iISCSI software sugli host ESXi per garantire il bilanciamento del
carico tra gli adattatori. Fare riferimento all’articolo della Knowledge Base"Considerazioni
sull’utilizzo del binding delle porte iISCSI software in ESX/ESXi" .

Cosa succedera ora?

Dopo aver esaminato i requisiti di distribuzione,"creare SVM e LIF" .

Creare SVM e LIF per datastore iSCSI in un dominio di gestione VCF

Creare una macchina virtuale di archiviazione (SVM) con piu interfacce logiche (LIF) per
fornire connettivita iISCSI per i domini di gestione VMware Cloud Foundation.
Configurerai 'SVM con il supporto del protocollo iSCSI e imposterai piu LIF su reti
Ethernet separate per abilitare il multipathing e il failover per prestazioni e disponibilita
ottimali.

Per aggiungere nuovi LIF a un SVM esistente, fare riferimento alla documentazione ONTAP :"Creare ONTAP
LIF".
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Passi

1. Da ONTAP System Manager, vai su VM di archiviazione nel menu a sinistra e fai clic su + Aggiungi per
iniziare.

Mostra esempio

= | ONTAP System Manager

DASHBOARD

INSIGHTS

STORAGE

Overview
Volumes
LUNs

Consistency Groups

NVMe Namespaces

Shares
Buckets
Qtrees
Quotas

Storage VMs

Tiers

2. Nella procedura guidata Aggiungi VM di archiviazione, fornire un Nome per la SVM, selezionare lo
Spazio IP e quindi, in Protocollo di accesso, fare clic sulla scheda iSCSI e selezionare la casella per

Abilitare iSCSI.

Storage VMs

Name
EHC_iSC5sl

EHC

HMC_187
HMC_3510
HMC_iSC51_3510
infra_svm_a300
J5_EHC_iSCSI

OTViest

63



Mostra esempio

Add Storage VM X

STORAGE VM NAME

SVM_ISCSI

IPSPACE

Default v

Access Protocol

SMB/CIFS, NFS,53 = @& iSCSI | FC  NVMe

Enable iSCSI

3. Nella sezione Interfaccia di rete compilare Indirizzo IP, Maschera di sottorete e Dominio di broadcast
e porta per il primo LIF. Per i LIF successivi, & possibile utilizzare impostazioni individuali oppure abilitare
la casella di controllo per utilizzare impostazioni comuni per tutti i LIF rimanenti.

@ Per il multipathing e il failover su piu percorsi, creare almeno due LIF per nodo di
archiviazione in reti Ethernet separate per tutte le SVM nelle configurazioni iSCSI.
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Mostra esempio

NETWORK INTERFACE

ntaphci-a300-01
IP ADDRESS SUBNET MASK GATEWAY EROADCAST DOMAIN AND PORT s

172.21.118.179 24 Add optional gateway  npg jscs) v

Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

IP ADDRESS PORT

172.21.119.175 a0a-3375 v

ntaphci-a300-02

IP ADDRESS PORT
172.21.118.180 a0a-3374 A

IP ADDRESS PORT
172.21.119.180 ala-3375 A

4. Scegliere se abilitare 'account di amministrazione della VM di archiviazione (per ambienti multi-tenancy),
quindi fare clic su Salva per creare la SVM.

Mostra esempio

Storage VM Administration

Manage administrator account



Cosa succedera ora?

Dopo aver creato SVM e LIF,"configurare la rete per iSCSI sugli host ESXi" .

Configurare la rete per iSCSI su host ESXi in un dominio di gestione VCF

Configurare la rete iSCSI sugli host ESXi nei domini di gestione VMware Cloud
Foundation per abilitare la connettivita ai sistemi di storage ONTAP . Creerai gruppi di
porte distribuiti con separazione VLAN, configurerai il teaming uplink per la ridondanza e
imposterai gli adattatori VMkernel su ciascun host ESXi per stabilire percorsi iSCSI
dedicati per le funzionalita di failover.

Eseguire questi passaggi sul cluster del dominio di gestione VCF utilizzando il client vSphere.

Passaggio 1: creare gruppi di porte distribuiti per il traffico iSCSI
Completare i seguenti passaggi per creare un nuovo gruppo di porte distribuite per ciascuna rete iSCSI:

Passi

1. Dal client vSphere, accedere a Inventario > Rete per il dominio del carico di lavoro. Passare allo switch
distribuito esistente e scegliere I'azione per creare un nuovo gruppo di porte distribuite....

Mostra esempio

vSphere Client O,

<

@ vef-wkld-OT-IT-INF-WKLD-01-vds-01 | :acrions

[D] @ @ Summary Monitor Configure Permissions Ports Hosts
+ [ vef-m01-vcOl.sddec.netapp.com
> [ vcf-mO1-dcot Switch Details

~ [@ vef-wkld-veOlsdde.netapp.com
v R vef-wkld-01-DC

Manufacturer VMware, Inc.
¥ W_

2y vef-wkid-01-T-D\ (=) Actions - vef-wkid-O1-T-INF- Version 800
s WKLD-01-vds-01 E \
[8) vef-wkid-Ol-IT-INF-pueeee sy, | e e twonks E

Distributed Port Group

B vef-wkid-CH-IT-INF- = New Distributed Part Group... ¢
> @ vef-wkid-Ol-T-INF-w) (12 Add and Manage Hosts... {F !
s Import Di d Port Group...
Edit Notes... i 21
2 Manage DistMButed Port Groups...
Upgrade > B
Settings >

2. Nella procedura guidata Nuovo gruppo di porte distribuite, immettere un nome per il nuovo gruppo di
porte, quindi fare clic su Avanti per continuare.

3. Nella pagina Configura impostazioni, compila tutte le impostazioni. Se si utilizzano le VLAN, assicurarsi
di fornire I'ID VLAN corretto. Fare clic su Avanti per continuare.
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Mostra esempio

New Distributed Port Configure settings
GTOUD Set general properties of the new port group.
| Port binding

1 Name and location

) ) Port allocation
2 Configure settings

Number of ports
Metwork resource pool

VLAN

VLAN type
VLAN ID

Advanced

|:\ Customize default policies configuration

Static binding

Elastic @

8 s
(defauit)

VLAN

3374 5

CANCEL BACK

4. Nella pagina Pronto per il completamento, rivedere le modifiche e fare clic su Fine per creare il nuovo

gruppo di porte distribuite.

5. Ripetere questa procedura per creare un gruppo di porte distribuito per la seconda rete iSCSI utilizzata e

assicurarsi di aver immesso I'ID VLAN corretto.

6. Una volta creati entrambi i gruppi di porte, passare al primo gruppo di porte e selezionare I'azione

Modifica impostazioni....
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Mostra esempio

vSphere Client O,

m B B @

v [ vef-mOl-vcOl.sdde.netapp.com

] vef-m01-dcO1

[ vef-wkid-vcOl.sddc.netapp.com
v [ vef-wkid-01-DC
v = vef-wkld-O1-IT-INF-WKLD-01-vds-01

vef-wkld-01-igesi

i vef-wkld-01-i () Actions - vcf-wkid-01-iscsi-a

2 vef-wkld-01-1 “&}Eﬂit Settings...

Summary

) vef-wkid-01-1 @
B veh-wkid-01- Configuration..

& vef-wkld-01-iscsi-a

Monitor Configure

Distributed Port Group Details

Port binding
Port allocation
VLAN ID

)

Distributed switch

Metwork protocol
profile

! ACTIONS

Permissions Ports Ho

Static binding
Elastic
3374

= velf-wkld-01-IT-INF-
WEKLD-01-vds-01

Nella pagina Gruppo di porte distribuite - Modifica impostazioni, vai su Teaming e failover nel menu a
sinistra e fai clic su uplink2 per spostarlo in basso a Uplink non utilizzati.

Mostra esempio

Distributed Port Group - Edit Settings | vcf-wkid-Ot-iscsi-a

General Load balancing
Advanced

Network failure detection
VLAN
Security Neotify switches

Traffic shaping

Teaming and failover

Monitaring

Failback

Failover order @

Miscellaneous
MOVE UP

Active uplinks
T3 uplink1
Standby uplinks

Unused uplinks

3 uplink2

Uplink non utilizzati.

Route based on originating virtual por

Link status only

e

. Ripetere questo passaggio per il secondo gruppo di porte iSCSI. Questa volta, pero, sposta uplink1 in



Mostra esempio

Distributed Port Group - Edit Settings | vecf-wkid-Ot-iscsi-b

G Load balancing Route based on originating virtual por
Advanced
Network failure detection Link status only
VLAN
Security Notify switches Yes
Traffic shaping
Failback Yes

Teaming and failover

Monitoring <
Failover order @

Miscellaneous
MOVE UP

Active uplinks
1 uplink2
Standby uplinks

Unused uplinks

T uplink?

Passaggio 2: creare adattatori VMkernel su ciascun host ESXi
Creare adattatori VMkernel su ciascun host ESXi nel dominio di gestione.

Passi

1. Dal client vSphere, passare a uno degli host ESXi nell’inventario del dominio del carico di lavoro. Dalla
scheda Configura seleziona Schede VMkernel e fai clic su Aggiungi rete... per iniziare.

Mostra esempio

vSphere Client O,

‘m vcf-wkld-esxOl.sddc.netapp.com | :acrions

[Eﬂ E @ Summary Monitor Configure Permissions VMs Datastores Networks Updates

v [} vef-mOl-vcOl.sddc.netapp.com

A Storage v ~ VMkernel adapters
v B wvef-m01-decO1

B Storage Adapters
> [ vef-m0i-ciol ADD NETWRRKING. . REFRESH
bk Storage Devices
v [ vef-wkld-veOlsdde.netapp.com
B £ whid-01-DC Host Cache Configuration .
~ B vef-wkid-01-]
i Protocel Endpoints .
v [ IT-INF-WKLD-O1 E

Network Label T

#) vef-wkid-O1-IT-INF-WKLD-0l-ve

w1 wmkO el
- /O Filters i SOT-pg-manit
[l vef-wkid-esx01.sddc.netapp.com
= i : 21 yef-wkd-OIT-INF-WKLD-Ot
[{ vef-wkid-esx02.sddc.netapp.com Networking N : ? | & vmid %.vc Wk C!t\_ﬂ IT-INF-WKLD-01-vd
i : s-071-pg-vmotion
[ vef-wkld-esx03.sddc.netapp.com Virtual switches = - :
. e PP mivinie &) vet-wkid-O1-T-INF-WKLD-01-vd
5 wef-wkid-esx04.sddc.netapp.com <ernel adapters SOk pgenits
& vef-wOl-otvo Physical adapters . >

5 vmk10 -

TCP/IP configuration [}

2. Nella finestra Seleziona tipo di connessione seleziona Scheda di rete VMkernel e fai clic su Avanti per
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continuare.

Mostra esempio

Add Networking Select connection type %

1 Select connection type

Select a connection type to create.

© VMkernel Network Adapter

The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI, NFS, FCoE, Fault
Tolerance, vSAN, host management and etc.

E:- Wirtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

() Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network.

3. Nella pagina Seleziona dispositivo di destinazione, seleziona uno dei gruppi di porte distribuite per
iSCSI creati in precedenza.

Mostra esempio

Add Networking Select target device X
Select a target device for the new connection.
| 1 Select connection type @ Select an existing network
() Select an existing standard switch
2 Select target device () New standard switch
Quick Filter Enter value
Name NSX Port Group ID Distributed Switch

vef-wkid-OHT-INF-WEKLD-01-vds-01

@] {8 vef-wkid-Ol-iscsi-b - vef-wkld-01-T-INF-WKLD-01-vds-01
O (8} veF-wkld-01-IT-INF-WKLD-01-vds-01-pg-mgmt - vef-wkid-O1-T-INF-WKLD-01-vds-01
O iR Ve wkid-01-IT-INF-WKLD-01-vds-01-pg-nfs & vef-wkid-DTT-INF-WKLD-01-vds-02
O & vet-widd-01-IT-INF-WKLD-01-vds-01-pg-vmotion  — vet-wkid-O1-T-INF-WEKL D-01-vds-01

Manage Columns 5 items

CANCEL BACK

4. Nella pagina Proprieta porta, mantenere le impostazioni predefinite e fare clic su Avanti per continuare.
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Mostra esempio

Add Networking Port properties X
Specify VMkernel port settings.
1 Select connection type
Network label
2 Select target device MTU Get MTU from switch
3 Port properties _—
Available services
Enabled services vMotion [] vSphere Replication NFC [ ] NVMe over RDMA
[ provisioning [ vsan
[] Fault Tolerance logging [ vSAN Witness
[ Management [ vSphere Backup NFC
[] vSphere Replication [] NVMe over TCP
5. Nella pagina Impostazioni IPv4, compilare Indirizzo IP, Maschera di sottorete e fornire un nuovo
indirizzo IP del gateway (solo se richiesto). Fare clic su Avanti per continuare.
Mostra esempio
Add Networking IPv4 settings X

Specify VMkernel IPv4 settings.

1 Select connection type ~
() Obtain IPv4 settings automatically

Use static IPv4 settings
2 Select target device ° 9

3 Port properties IPv4 address 172:21.118.127

4 IPv4 settings Subnet mask 255.255.255.0
Default gateway |:| Owverride default gateway for this adapter
DNS server addresses 10.61.185.231

6. Rivedi le tue selezioni nella pagina Pronto per il completamento e fai clic su Fine per creare I'adattatore
VMkernel.



Mostra esempio

Add Networking Ready to complete 5%
Review your selections before finishing the wizard

1 Select connection type v Select target device

Distributed port ~f-wild-01-iscsi-a
2 Select target device group P MERRE eskA
Distributed switch vef-wkld-01-IT-INF-WKLD-01-vds-01

3 Port properties

v Port properties

4 IPv4 settings New port group vef-wild-01-iscsi-a (vef-wkid-01-I T-INF-WKLD-01-vds-01)
MTU 9000

5 Ready to complete .
vMotion Disabled
Provisioning Disabled
Fault Tolerance Disabled
logging
Management Disabled
vSphere Replication Disabled
vSphere Replication Disabled
NFC
VSAN Disabled
VSAN Witness Disabled
vSphere Backup NFC Disabled
NVMe over TCP Disabled
NVMe over RDMA Disabled

v IPv4 settings
IPv4 address 172211827 (static)
Subnet mask 255.255.255.0

CANCEL BACK

7. Ripetere questo processo per creare un adattatore VMkernel per la seconda rete iSCSI.

Cosa succedera ora?

Dopo aver configurato la rete per iSCSI su tutti gli host ESXi nel dominio del carico di lavoro,"configurare
I'archiviazione per iISCSI sugli host ESXi" .

Configurare I’archiviazione iSCSI in un dominio di gestione VCF utilizzando gli strumenti ONTAP

Configurare uno storage iSCSI supplementare per espandere i domini di gestione di
VMware Cloud Foundation. Distribuirai gli strumenti ONTAP , configurerai un datastore
iISCSI sul dominio di gestione e migrerai le VM di gestione al nuovo datastore.

Eseguire i seguenti passaggi sul cluster del dominio di gestione VCF utilizzando il client vSphere.

Passaggio 1: distribuire gli ONTAP tools for VMware vSphere

Gli ONTAP tools for VMware vSphere (OTV) vengono distribuiti come appliance VM e forniscono un’interfaccia
utente vCenter integrata per la gestione dello storage ONTAP .

Passi

1. Ottieni I'immagine OVA degli strumenti ONTAP da"Sito di supporto NetApp" e scaricarlo in una cartella
locale.
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vmw-vcf-mgmt-supplemental-iscsi-storage.html
vmw-vcf-mgmt-supplemental-iscsi-storage.html
https://mysupport.netapp.com/site/products/all/details/otv/downloads-tab

2. Accedere all’appliance vCenter per il dominio di gestione VCF.

3. Dall'interfaccia dell’appliance vCenter, fare clic con il pulsante destro del mouse sul cluster di gestione e
selezionare Distribuisci modello OVF...

Mostra esempio

vSphere Client O,

(1 vef-mO1-clO1
[Eﬂ @ @' Summary Monitor

v [[E vef-mO1-vcOl.sddc.netapp.com
v R vef-mO1-dcO1 Cluster Detalls

- [ R

[ vef-mO1-esx [[]] Actions - vef-mO1-clO1

= 4 Total
[[] vef-mOl-esx ET Add Hosts...

= Total"
| vef-mOt-esx gt New Virtual Machine... Migra'
[:] MO aon (% New Resource Fool... Fault |
on vef-mOl-nsx

e & ﬂf
e wvef-mOi-sdc & Deploy OME Template... 0w

ﬁﬁl’ vef-mOl-vel

o+
oy vef-wll-nsx 6 New wAp

4. Nella procedura guidata Distribuisci modello OVF, fai clic sul pulsante di opzione File locale e seleziona
il file OVA degli strumenti ONTAP scaricato nel passaggio precedente.

Mostra esempio

Deploy OVF Template Select an OVF template «

Select an OVF template from remote URL or local file system
1 Select an OVF template Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from
your computer, such as a local hard drive, a network share, or a CD/DWVD drive.

O URL

® Local file

UPLOAD FILES netapp-ontap-tools-for-vmware-vsphere-9.13-8554 . ova

5. Per i passaggi da 2 a 5 della procedura guidata, seleziona un nome e una cartella per la VM, seleziona la
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risorsa di elaborazione, rivedi i dettagli e accetta il contratto di licenza.

6. Per la posizione di archiviazione dei file di configurazione e del disco, selezionare il datastore vSAN del
cluster del dominio di gestione VCF.

Mostra esempio

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

3 Select 3 compute resource
4 Review details

5 License agreements

6 Select storage

Select storage

Select the storage for the configuration and disk files
[] Encrypt this virtual machine (1)

Select virtual disk format As defined in the VM storage policy

Datastore Defaultv |

[_] Disable Storage DRS for this virtual machine

VM Storage Policy

Storage N L
Name T Compatibility T Capacity T Provisioned v Free

B vef-mo1-clo1-ds-vsanol

O | B vef-mot-esxol-esx-install-datastore 2575 GB 456 0GB 2119 GB
O | B vef-mot-esx02-esx-install-datastore 2575 GR 456 GB 2119 GB
O | B vef-m0ot-esx03-esx-instal-datastore - 2575 GB 456 GB 2119 GB
l:) E} vef-ml-esx04-esx-install-datastors = 2575 GBE 456 GB 2119 GB
<

Items per page 10

7. Nella pagina Seleziona rete, seleziona la rete utilizzata per la gestione del traffico.

Mostra esempio

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

3 Select a compute resource
4 Review details

5 License agreements

6 Select storage

7 Select networks

Select networks

Select a destination network for each source network.

Source Network Destination Network

nat vei-m01-cl01-vdsOl-pg-vsan

| wef-m01-cl01-vds01-pg-vsan [

| SDDC-DPortGroup-VM-Mg; |
Browse ... &

Static - Manual

Manage Columns

IP Allocation Settings

IP allocation:

IP protocol Bya

8. Nella pagina Personalizza modello, inserisci tutte le informazioni richieste:

o Password da utilizzare per 'accesso amministrativo agli strumenti ONTAP .

o Indirizzo IP del server NTP.

o Password dell’account di manutenzione degli strumenti ONTAP .

o Password del database Derby degli strumenti ONTAP .

1item

> Non selezionare la casella per Abilitare VMware Cloud Foundation (VCF). La modalita VCF non &
richiesta per distribuire storage supplementare.
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o FQDN o indirizzo IP dell’appliance vCenter per il dominio del carico di lavoro VI
o Credenziali per I'appliance vCenter del VI Workload Domain
o Proprieta di rete richieste.

9. Fare clic su Avanti per continuare.
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Mostra esempio

Deploy OVF Template Customize template

Customize the deployment properties of this software solution.

1 Select an OVF template [@ 2 proparties have invaiid values x‘

v System Configuration 4 settings

2 Select a name and folder
Application User Password (%) Password to assign to the administrator account.For security
3 Select a compute resource reasons, Itis recommended to use a password that is of elght to
thirty characters and contains a minimum of one upper, one lower,
4 Review details

, and one special character

5 License agreements Pansword &
6 Select storage
Confirm Password sssssseEe @

7 Select networks

8 Customize template NTP Servers A comma-separated list of hostnames or [P addresses of NTP

Servers, If left blank, VMware

tools based time synchronization will be used.

172.21.166.1

Maintenance User Password (*) ord to assign to maint user account

Password @
Confirm Password f>)
Deploy OVF Template Customize template %

Enable VMware Cloud Foundation (VCF) vCenter server and user det.

(]

1 Select an OVF template s are ignored when VCF is enabled

2 Select a name and folder

vCenter Server Address (7) Specify the |P address/hostname of an existing vCenter to register
1o
3 Select a compute resource I cf-wiid-vecOl.sddc.netapp.com I
4 Review details Port (%) Specify the HTTPS port of an existing vCenter to regis
443 =
5 License agreements
Username (%} Specify the username of an existing vCenter to register to.

administrator@vsphere local

6 Select storage

Password (*) Specify er to.

the password of an existing vCenter to regist

7 Select networks

Password sssssssss )]
8 Customize template

Confirm Password ssssssese @

Netwol

roperties

Host Name

IP Address the IP address appliance. (Leave blank if DHCP is

CANCEL ‘ BACK ‘ NEXT

desired)



10. Esaminare tutte le informazioni nella pagina Pronto per il completamento, quindi fare clic su Fine per
iniziare a distribuire I'appliance degli strumenti ONTAP .

Passaggio 2: aggiungere un sistema di archiviazione
Per aggiungere un sistema di archiviazione utilizzando gli strumenti ONTAP , procedere come segue.

Passi
1. Nel client vSphere, accedere al menu principale e selezionare *Strumenti NetApp ONTAP *.

Mostra esempio

vSphere Client

(Al Home
&b Shortcuts

5= Inventory

i Content Libraries
&P Workload Management

=l ¥
% Global Inventory Lists

Lﬁ Policies and Profiles
A Auto Deploy
3 Hybrid Cloud Services

o Deyveloper Center

5&3 Administration

Iél Tasks

E5 Events

© Tags & Custom Attributes
"-G‘-‘ Lifecycle Manager

“ MNethpp TAP tools

2. Una volta in Strumenti ONTAP *, dalla pagina Introduzione (o da *Sistemi di archiviazione), fare clic
su Aggiungi per aggiungere un nuovo sistema di archiviazione.



Mostra esempio

vSphere Client

NetApp ONTAP tools [NSTANCE 172.21.166.139:8443 v

Overview

Storage Systems
Storage capability profile
Storage Mapping

Settings

Reports
Datastore Report
Virtual Machine Report
vVols Datastore Report

vVols Virtual Machine
Report

Log Integrity Report

ONTAP tools for VMware vSphere

Getting Started Traditional Dashboard vVols Dashboard

ONTAP tools for VMware vSphere is a vCenter Server plug-in that provides end-to-end lifecycle management for virtual machines in VMware environments using NetApp storage systems.

= =

Add Storage System Provision Datastore

Add storage systems to ONTAP tools for VMware vSphere. Create traditional or vVols datastores.

PROVISION

Next Steps

View Dashboard

View and monitor the datastores in
ONTAP tools for VMware vSphere.

Settings
Configure administrative settings such
as credentials, alarm thresholds.

What's new? Resources
September 4, 2023
« Qualified and supported with ONTAP 9.13.1 * ONTAP tools for VMware vSphere Documentation Resources
= Supports and interoperates with VMware vSphere B.x releases = RBAC User Creator for Data ONTAR
« Includes newer enhanced SCPs that efficiently map workloads to the newer All SAN Array platforms through policy = ONTAP tools for VMware vSphere REST API Documentation

based management

3. Fornire l'indirizzo IP e le credenziali del sistema di archiviazione ONTAP e fare clic su Aggiungi.
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Mostra esempio

Add Storage System

(:i:) Any communication between ONTAP tools piug-in and the storags
system should be mutually authenticated.

vCenter server

Name or [P address: 17216.9.25
Username: admin
Password: sssssssns
Port: 443

Advanced options >

CANCEL SAVE & ADD MORE

4. Fare clic su Si per autorizzare il certificato del cluster e aggiungere il sistema di archiviazione.
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Mostra esempio

Authorize Cluster Certificate

Host 172.16.9.25 has identified itself with a self-signed certificate.

Show certificate

Do you want to trust this certificate?

Facoltativo: migrare le VM di gestione al datastore iSCSI

Nei casi in cui si preferisce utilizzare I'archiviazione ONTAP per proteggere le VM di gestione VCF, utilizzare
vMotion per migrare le VM al datastore iSCSI appena creato.

Passi
1. Da vSphere Client, accedere al cluster del dominio di gestione e fare clic sulla scheda VM.

2. Selezionare le VM da migrare nel datastore iSCSI, fare clic con il pulsante destro del mouse e selezionare
Migra...
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Mostra esempio

vSphere Client

i) -

~ [ vef-mOl-vcOlsdde.netapp.com
v [ vef-moi-deot

vef-m01-esx01.sddc. netapp.com

vcf-m01-esx02.sddc.netapp.com
] wcf-mOl-esx03 sddc.netapp.com
[l vcf-mOt-esx04.sddc.netapp.com
i vef-m0l-nsxOla

&1 wcf-mOl-otvd

& vef-mOt-sddemot

& vef-mOt-veo!

& vef-wOlnsx01

& vef-wOl-nsx02

&9 vef-wOl-nsx03

i wef-wkid-veO1

> [@ vef-wkid-veOlsddc netapp.com

[ vef-mO1-¢lo1 1 ACTIONS

Summary Monitor Configure Permissions Hosts VMs Datastores Networks Updates

Virtual Mac

VADDS

State Status Provisioned Space Used Space Hest CPU Hest Mem

Powered O Normal 616.52 GB
n

Actions - 8 Objects Normal  106.33 GB

Power
Normal 179 1B

Guest OS5

Snapshots Normal 11678 143.81GB

Normal 600,35 GB 90.61GB

) Migr,

Normal 600,39 GB 946 GB

Normal  600.45GB 9514 GB
Template

Normal 1.82TB 126.69 GB 780 MHz 28.02GB
Compatibility

3. Nella procedura guidata Macchine virtuali - Migrazione, seleziona Modifica solo archiviazione come

tipo di migrazione e fai clic su Avanti per continuare.

Mostra esempio

8 Virtual Machines -
Migrate

Select a migration type x

Change the virtual machines' compute resource, storage, or both.

1 Select a migration type (7) Change compute resource only
Migrate the virtual machines to another host or cluster.

Change storage only

rate the virtual machines' storage to a compatible datastore or datastore cluster

I ange both compute resource and storage

Migrate the virtual machines to a specific host or cluster and their storage to a specific datastore or datastore cluster

-f:.\ Cross vCenter Server export

Migrate the virtual machines to a vCenter Server not linked to the current SSO domain.

4. Nella pagina Seleziona storage, seleziona il datastore iSCSi e seleziona Avanti per continuare.
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Mostra esempio

8 Virtual Machines - Select storage
Mlgrate Select the destination storage for the virtual machine migration.

BATCH CONFIGURE CONFIGURE PER DISK

Select virtual disk format Same format as source

VM Storage Policy Datastore Default ~

2 Select storage |_| Disable Storage: DRS for this virtual machine
Storage 2 .
T | Capacity T Provisioned v |Free T

Mome T Compatibility

| 1 Select a migration type

146 GB

| B mgmt_o_iscsi

'3:' [_3 vef-m01-clOl-ds-vsan01 999.97 GB 72878 52.38 GB v

<
10 2items

Manage Columns Items per page

Compatibility

" Compatibility checks succeeded.

CANCEL BACK

5. Rivedi le selezioni e fai clic su Fine per avviare la migrazione.

6. Lo stato del trasferimento puo essere visualizzato nel riquadro Attivita recenti.
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Mostra esempio

b Recent Tasks
Task Name

Relocate virtual machine
Relocate virtual machine
Relocate virtual machine
Relocate virtual machine
Relocate virtual machine
Relocate virtual machine
Relocate virtual machine

Relocate virtual machine

Informazioni aggiuntive

Alarms

&

B & B & &

En

Target

vef-wol-nsx03

vef-wikld-ve0l

vef-rOl-otvg

wef-rm01-nsx01a

wof-wil-nsx02

vef-mil-sddemO

vef-widl-nsx01

vef-ml-vedl

w
-
o
=
=
o

Details T
Migrating Virtual Machine acti
ve state

Migrating Virtual Machine acti

ve state

Migrating Virtual Machine acti

ve state

Migrating Virtual Machine acti

ve state

Migrating Virtual Machine acti

ve state

Migrating Virtual Machine acti

ve state

Migrating Virtual Machine acti

ve state

Migrating Virtual Machine acti

ve state

* Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP , fare riferimento

a"Documentazione ONTAP 9" .

 Per informazioni sulla configurazione di VCF, fare riferimento a"Documentazione di VMware Cloud

Foundation" .

 Per informazioni sull’utilizzo di datastore iSCSI VMFS con VMware, fare riferimento a"vSphere VMFS
datastore - backend di archiviazione iSCSI| con ONTAP" .

» Per demo video di questa soluzione, fare riferimento a"Provisioning del datastore VMware" .

Aggiungere un datastore VMFS basato su FC come storage supplementare per un

dominio di gestione utilizzando gli ONTAP tools for VMware vSphere

In questo caso d’'uso descriviamo in dettaglio come configurare un datastore VMFS su
Fibre Channel (FC) come storage supplementare per il dominio di gestione VMware
Cloud Foundation (VCF). Questa procedura riassume i passaggi per distribuire gli
strumenti ONTAP sul dominio di gestione, aggiungere un backend di archiviazione e

predisporre il datastore.

Prima di iniziare

Assicurarsi che i seguenti componenti e configurazioni siano presenti.

* Un sistema di archiviazione ONTAP con porte FC collegate a switch FC.

* SVM creato con FC LIF.

» vSphere con HBA FC collegati agli switch FC.

» Sugli switch FC & configurata la suddivisione in zone con singolo iniziatore-destinazione.
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https://docs.netapp.com/us-en/ontap
https://techdocs.broadcom.com/us/en/vmware-cis/vcf.html
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vmw-vmfs-iscsi.html
vmw-vmfs-iscsi.html
../videos/vmware-videos.html#vmware-datastore-provisioning-with-ontap

o Utilizzare l'interfaccia logica FC SVM nella configurazione della zona anziché le porte
@ FC fisiche sui sistemi ONTAP .

o Utilizzare multipath per FC LUN.

Passi

1. Distribuire gli strumenti ONTAP sul dominio di gestione seguendo le istruzioni nella documentazione degli
ONTARP tools for VMware vSphere :"Distribuire gli strumenti ONTAP sul dominio di gestione" .

Gli ONTAP tools for VMware vSphere vengono distribuiti come un singolo nodo di piccole dimensioni con
servizi principali per supportare i datastore NFS e VMFS.

2. Aggiungere un backend di storage utilizzando l'interfaccia client vSphere seguendo le istruzioni nella
documentazione degli ONTAP tools for VMware vSphere :"Definisci il backend di archiviazione utilizzando
l'interfaccia client vSphere" .

L’aggiunta di un backend di archiviazione consente di integrare un cluster ONTAP .

3. Eseguire il provisioning di VMFS su FC seguendo le istruzioni nella documentazione degli ONTAP tools for
VMware vSphere :"Provisioning VMFS su FC" .

Informazioni aggiuntive

* Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP , fare riferimento
a"Documentazione ONTAP 9" .

 Per informazioni sulla configurazione di VCF, fare riferimento a"Documentazione di VMware Cloud
Foundation" .

 Per informazioni sulla configurazione di Fibre Channel sui sistemi di archiviazione ONTAP , fare riferimento
alla documentazione di ONTAP 9 "Gestione dello storage SAN" .

» Per ulteriori informazioni sull’utilizzo di VMFS con sistemi di archiviazione ONTAP , fare riferimento
a"Guida alla distribuzione per VMFS" .

» Per demo video di questa soluzione, fare riferimento a"Provisioning del datastore VMware" .

Espandi i domini del carico di lavoro VI con vVols iSCSI

Flusso di lavoro di distribuzione per I’aggiunta di un datastore iSCSI vVols come storage
supplementare in un dominio di carico di lavoro VI

Inizia a configurare un datastore iSCI vVols come storage supplementare in un dominio di
carico di lavoro VMware Cloud Foundation (VCF) Virtual Infrastructure (VI). Creerai SVM
e LIF, configurerai la rete iSCSI, implementerai gli ONTAP tools for VMware vSphere e
configurerai lo storage.

o "Esaminare i requisiti di distribuzione™
Esaminare i requisiti per distribuire iSCSI vVols in un dominio di carico di lavoro VMware Cloud Foundation VI.

e "Creare SVM e LIF"
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Creare una SVM con piu LIF per il traffico iSCSI.

e "Configurare la rete"

Configurare la rete per iSCSI sugli host ESXi.

e "Configurare I’archiviazione"

Distribuire e utilizzare gli strumenti ONTAP per configurare I'archiviazione.

Requisiti di distribuzione per iSCSI vVols in un dominio di carico di lavoro VI

Esaminare i requisiti di progettazione e infrastruttura di rete consigliati per distribuire
iSCSI vVols in un dominio di carico di lavoro VMware Cloud Foundation VI. E necessario
un sistema di archiviazione ONTAP AFF o ASA completamente configurato, un dominio
di gestione VCF completato e un dominio di carico di lavoro VI esistente.

Requisiti infrastrutturali

Assicurarsi che i seguenti componenti e configurazioni siano presenti.
» Un sistema di archiviazione ONTAP AFF o ASA con porte dati fisiche su switch Ethernet dedicate al traffico
di archiviazione.
* La distribuzione del dominio di gestione VCF & completa e il client vSphere & accessibile.

* In precedenza é stato distribuito un dominio di carico di lavoro VI.

Progettazione di rete iSCSI consigliata

E necessario configurare progetti di rete completamente ridondanti per iSCSI. Il diagramma seguente illustra
un esempio di configurazione ridondante. Fornisce tolleranza agli errori per sistemi di archiviazione, switch,
adattatori di rete e sistemi host. Per ulteriori informazioni, fare riferimento a NetApp"Riferimento alla
configurazione SAN" .
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ESXi Host 1 ESXi Host 2 - ESXiHostN

nicl nic

aba +

alb

ela
alk

NetApp ASA controller-1 NetApp ASA controller-2

Per il multipathing e il failover su piu percorsi, creare almeno due LIF per nodo di archiviazione in reti Ethernet
separate per tutte le SVM nelle configurazioni iSCSI.

Nei casi in cui piu adattatori VMkernel sono configurati sulla stessa rete IP, utilizzare il binding

@ delle porte iSCSI software sugli host ESXi per garantire il bilanciamento del carico tra gli
adattatori. Fare riferimento all’articolo della Knowledge Base"Considerazioni sull’utilizzo del
binding delle porte iISCSI software in ESX/ESXi" .

Cosa succedera ora?

Dopo aver esaminato i requisiti di distribuzione,"creare SVM e LIF" .

Creare SVM e LIF per datastore iSCSI vVols in un dominio di carico di lavoro VCF VI

Creare una Storage Virtual Machine (SVM) e piu interfacce logiche (LIF) su un sistema
ONTAP per supportare il traffico iSCSI per i datastore vVols in un dominio di carico di
lavoro VMware Cloud Foundation VI. Aggiungerai una nuova SVM, abiliterai iSCSI,
configurerai i LIF e, facoltativamente, abiliterai 'account di amministrazione della VM di
archiviazione.

Per aggiungere nuovi LIF a un SVM esistente, fare riferimento alla documentazione ONTAP :"Creare ONTAP
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LIF".

Passi

1. Da ONTAP System Manager, vai su VM di archiviazione nel menu a sinistra e fai clic su + Aggiungi per
iniziare.

Mostra esempio

2. Nella procedura guidata Aggiungi VM di archiviazione, fornire un Nome per la SVM, selezionare lo
Spazio IP e quindi, in Protocollo di accesso, fare clic sulla scheda iSCSI e selezionare la casella per

DASHBOARD

INSIGHTS

STORAGE

Overview
Volumes
LUNs

Consistency Groups

NVMe Namespaces

Shares
Buckets
Qtrees

Quotas

Storage VMs

Tiers

Abilitare iSCSI.

Il ONTAP System Manager

Storage VMs

MName

EHC_isC5sl

EHC

HMC_187

HMC_3510

HMC_iSCSI_3510

infra_swvm_a300

J5_EHC_iSCsl

OTViest
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Mostra esempio

Add Storage VM X

STORAGE VM NAME

SVM_ISCSI

IPSPACE

Default v

Access Protocol

SMB/CIFS, NFS,53 = @& iSCSI | FC  NVMe

Enable iSCSI

3. Nella sezione Interfaccia di rete compilare Indirizzo IP, Maschera di sottorete e Dominio di broadcast
e porta per il primo LIF. Per i LIF successivi, & possibile utilizzare impostazioni individuali oppure abilitare
la casella di controllo per utilizzare impostazioni comuni per tutti i LIF rimanenti.

@ Per il multipathing e il failover su piu percorsi, creare almeno due LIF per nodo di
archiviazione in reti Ethernet separate per tutte le SVM nelle configurazioni iSCSI.
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Mostra esempio

NETWORK INTERFACE

ntaphci-a300-01
IP ADDRESS SUBNET MASK GATEWAY EROADCAST DOMAIN AND PORT s

172.21.118.179 24 Add optional gateway  npg jscs) v

Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

IP ADDRESS PORT

172.21.119.175 a0a-3375 v

ntaphci-a300-02

IP ADDRESS PORT
172.21.118.180 a0a-3374 A

IP ADDRESS PORT
172.21.119.180 ala-3375 A

4. Scegliere se abilitare 'account di amministrazione della VM di archiviazione (per ambienti multi-tenancy),
quindi fare clic su Salva per creare la SVM.

Mostra esempio

Storage VM Administration

Manage administrator account



Cosa succedera ora?

Dopo aver creato SVM e LIF,"configurare la rete per iSCSI sugli host ESXi" .

Configurare la rete per iSCSI su host ESXi in un dominio di carico di lavoro VCF VI

Configurare la rete per I'archiviazione iSCSI sugli host ESXi in un dominio di carico di
lavoro VI. Creerai gruppi di porte distribuiti per il traffico iISCSI e configurerai gli adattatori
VMkernel utilizzando il client vSphere per abilitare connettivita affidabile e multipathing.

Utilizzare il client vSphere con vCenter Single Sign-On per eseguire questi passaggi sul cluster VI Workload
Domain. Lo stesso client vSphere gestisce sia il dominio di gestione che quello del carico di lavoro.

Passaggio 1: creare gruppi di porte distribuiti per il traffico iSCSI
Completare i seguenti passaggi per creare un nuovo gruppo di porte distribuite per ciascuna rete iSCSI.

Passi

1. Dal client vSphere, accedere a Inventario > Rete per il dominio del carico di lavoro. Passare allo switch
distribuito esistente e scegliere I'azione per creare un nuovo gruppo di porte distribuite....

Mostra esempio

vSphere Client O,

&= vcf-wkid-01-IT-INF-WKLD-01-vds-01 | i acrions

[El] @ @ Summary Monitor Configure Permissions Ports Hosts
v [ vef-m01-vcOl.sdde.netapp.com
> Ff vef-m01-dcOl Switch Details

v [[@ vef-wkld-veOlsdde.netapp.com
v [l vef-wkid-01-DC

Manufacturer VMware, Inc.
v Wm_

2y yef-wkid-01-1T-1-D\ &) Actions - vef-wkid-01-IT-INF- Version 8.0.0
5 WKLD-01-vds-01 E \ N twrork i
B vef-wkid-01- T-INF- oy fosiaiiianns etworks

i Distributed Port Group

[ vefwkld-01-IT-INF- =5 New Distribll_.llted Port Group... °
o p T [z Add and Manage Hosts... 1
> = vef-whkid-O1-T-INF-Wi Import Di d Port Group...
Edit Notes... . 2
% Manage DistfButed Port Groups...
Upgrade ) B
Settings 7

2. Nella procedura guidata Nuovo gruppo di porte distribuite, immettere un nome per il nuovo gruppo di
porte, quindi fare clic su Avanti per continuare.

3. Nella pagina Configura impostazioni, compila tutte le impostazioni. Se si utilizzano le VLAN, assicurarsi
di fornire I'ID VLAN corretto. Fare clic su Avanti per continuare.

90


vmw-vcf-viwld-supp-iscsi-vvols-network.html

Mostra esempio

New Distributed Port Configure settings
GTOUD Set general properties of the new port group.
| Port binding

1 Name and location

) ) Port allocation
2 Configure settings

Number of ports
Metwork resource pool

VLAN

VLAN type
VLAN ID

Advanced

|:\ Customize default policies configuration

Static binding

Elastic @

8 s
(defauit)

VLAN

3374 5

CANCEL BACK

4. Nella pagina Pronto per il completamento, rivedere le modifiche e fare clic su Fine per creare il nuovo

gruppo di porte distribuite.

5. Ripetere questa procedura per creare un gruppo di porte distribuito per la seconda rete iSCSI utilizzata e

assicurarsi di aver immesso I'ID VLAN corretto.

6. Una volta creati entrambi i gruppi di porte, passare al primo gruppo di porte e selezionare I'azione

Modifica impostazioni....
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Mostra esempio

vSphere Client O,

m B B @

v [ vef-mOl-vcOl.sdde.netapp.com

] vef-m01-dcO1

[ vef-wkid-vcOl.sddc.netapp.com
v [ vef-wkid-01-DC
v = vef-wkld-O1-IT-INF-WKLD-01-vds-01

vef-wkld-01-igesi

i vef-wkld-01-i () Actions - vcf-wkid-01-iscsi-a

2 vef-wkld-01-1 “&}Eﬂit Settings...

Summary

) vef-wkid-01-1 @
B veh-wkid-01- Configuration..

& vef-wkld-01-iscsi-a

Monitor Configure

Distributed Port Group Details

Port binding
Port allocation
VLAN ID

)

Distributed switch

Metwork protocol
profile

! ACTIONS

Permissions Ports Ho

Static binding
Elastic
3374

= velf-wkld-01-IT-INF-
WEKLD-01-vds-01

Nella pagina Gruppo di porte distribuite - Modifica impostazioni, vai su Teaming e failover nel menu a
sinistra e fai clic su uplink2 per spostarlo in basso a Uplink non utilizzati.

Mostra esempio

Distributed Port Group - Edit Settings | vcf-wkid-Ot-iscsi-a

General Load balancing
Advanced

Network failure detection
VLAN
Security Neotify switches

Traffic shaping

Teaming and failover

Monitaring

Failback

Failover order @

Miscellaneous
MOVE UP

Active uplinks
T3 uplink1
Standby uplinks

Unused uplinks

3 uplink2

Uplink non utilizzati.

Route based on originating virtual por

Link status only

e

. Ripetere questo passaggio per il secondo gruppo di porte iSCSI. Questa volta, pero, sposta uplink1 in



Mostra esempio

Distributed Port Group - Edit Settings | vecf-wkid-Ot-iscsi-b

G Load balancing Route based on originating virtual por
Advanced
Network failure detection Link status only
VLAN
Security Notify switches Yes
Traffic shaping
Failback Yes

Teaming and failover

Monitoring <
Failover order @

Miscellaneous
MOVE UP

Active uplinks
1 uplink2
Standby uplinks

Unused uplinks

T uplink?

Passaggio 2: creare adattatori VMkernel su ciascun host ESXi
Eseguire i seguenti passaggi su ciascun host ESXi nel dominio del carico di lavoro utilizzando il client vSphere.

Passi

1. Dal client vSphere, passare a uno degli host ESXi nell’inventario del dominio del carico di lavoro. Dalla
scheda Configura seleziona Schede VMkernel e fai clic su Aggiungi rete... per iniziare.

Mostra esempio

vSphere Client O,

‘m vcf-wkld-esxOl.sddc.netapp.com | :acrions

[Eﬂ E @ Summary Monitor Configure Permissions VMs Datastores Networks Updates

v [} vef-mOl-vcOl.sddc.netapp.com

A Storage v ~ VMkernel adapters
v B wvef-m01-decO1

B Storage Adapters
> [ vef-m0i-ciol ADD NETWRRKING. . REFRESH
bk Storage Devices
v [ vef-wkld-veOlsdde.netapp.com
B £ whid-01-DC Host Cache Configuration .
~ B vef-wkid-01-]
i Protocel Endpoints .
v [ IT-INF-WKLD-O1 E

Network Label T

#) vef-wkid-O1-IT-INF-WKLD-0l-ve

w1 wmkO el
- /O Filters i SOT-pg-manit
[l vef-wkid-esx01.sddc.netapp.com
= i : 21 yef-wkd-OIT-INF-WKLD-Ot
[{ vef-wkid-esx02.sddc.netapp.com Networking N : ? | & vmid %.vc Wk C!t\_ﬂ IT-INF-WKLD-01-vd
i : s-071-pg-vmotion
[ vef-wkld-esx03.sddc.netapp.com Virtual switches = - :
. e PP mivinie &) vet-wkid-O1-T-INF-WKLD-01-vd
5 wef-wkid-esx04.sddc.netapp.com <ernel adapters SOk pgenits
& vef-wOl-otvo Physical adapters . >

5 vmk10 -

TCP/IP configuration [}

2. Nella finestra Seleziona tipo di connessione seleziona Scheda di rete VMkernel e fai clic su Avanti per
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continuare.

Mostra esempio

Add Networking Select connection type %

1 Select connection type

Select a connection type to create.

© VMkernel Network Adapter

The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI, NFS, FCoE, Fault
Tolerance, vSAN, host management and etc.

E:- Wirtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

() Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network.

3. Nella pagina Seleziona dispositivo di destinazione, seleziona uno dei gruppi di porte distribuite per
iSCSI creati in precedenza.

Mostra esempio

Add Networking Select target device X
Select a target device for the new connection.
| 1 Select connection type @ Select an existing network
() Select an existing standard switch
2 Select target device () New standard switch
Quick Filter Enter value
Name NSX Port Group ID Distributed Switch

vef-wkid-OHT-INF-WEKLD-01-vds-01

@] {8 vef-wkid-Ol-iscsi-b - vef-wkld-01-T-INF-WKLD-01-vds-01
O (8} veF-wkld-01-IT-INF-WKLD-01-vds-01-pg-mgmt - vef-wkid-O1-T-INF-WKLD-01-vds-01
O iR Ve wkid-01-IT-INF-WKLD-01-vds-01-pg-nfs & vef-wkid-DTT-INF-WKLD-01-vds-02
O & vet-widd-01-IT-INF-WKLD-01-vds-01-pg-vmotion  — vet-wkid-O1-T-INF-WEKL D-01-vds-01

Manage Columns 5 items

CANCEL BACK

4. Nella pagina Proprieta porta, mantenere le impostazioni predefinite e fare clic su Avanti per continuare.
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Mostra esempio

Add Networking Port properties X
Specify VMkernel port settings.
1 Select connection type
Network label
2 Select target device MTU Get MTU from switch
3 Port properties _—
Available services
Enabled services vMotion [] vSphere Replication NFC [ ] NVMe over RDMA
[ provisioning [ vsan
[] Fault Tolerance logging [ vSAN Witness
[ Management [ vSphere Backup NFC
[] vSphere Replication [] NVMe over TCP
5. Nella pagina Impostazioni IPv4, compilare Indirizzo IP, Maschera di sottorete e fornire un nuovo
indirizzo IP del gateway (solo se richiesto). Fare clic su Avanti per continuare.
Mostra esempio
Add Networking IPv4 settings X

Specify VMkernel IPv4 settings.

1 Select connection type ~
() Obtain IPv4 settings automatically

Use static IPv4 settings
2 Select target device ° 9

3 Port properties IPv4 address 172:21.118.127

4 IPv4 settings Subnet mask 255.255.255.0
Default gateway |:| Owverride default gateway for this adapter
DNS server addresses 10.61.185.231

6. Rivedi le tue selezioni nella pagina Pronto per il completamento e fai clic su Fine per creare I'adattatore
VMkernel.



Mostra esempio

Add Networking Ready to complete 5%
Review your selections before finishing the wizard

1 Select connection type v Select target device

Distributed port ~f-wild-01-iscsi-a
2 Select target device group P MERRE eskA
Distributed switch vef-wkld-01-IT-INF-WKLD-01-vds-01

3 Port properties

v Port properties

4 IPv4 settings New port group vef-wild-01-iscsi-a (vef-wkid-01-I T-INF-WKLD-01-vds-01)
MTU 9000

5 Ready to complete .
vMotion Disabled
Provisioning Disabled
Fault Tolerance Disabled
logging
Management Disabled
vSphere Replication Disabled
vSphere Replication Disabled
NFC
VSAN Disabled
VSAN Witness Disabled
vSphere Backup NFC Disabled
NVMe over TCP Disabled
NVMe over RDMA Disabled

v IPv4 settings
IPv4 address 172211827 (static)
Subnet mask 255.255.255.0

CANCEL BACK

7. Ripetere questo processo per creare un adattatore VMkernel per la seconda rete iSCSI.

Cosa succedera ora?

Dopo aver configurato la rete per iSCSI su tutti gli host ESXi nel dominio del carico di lavoro,"configurare
I'archiviazione per iSCSI vVols" .

Configurare I’archiviazione iSCSI vVols in un dominio di carico di lavoro VCF VI utilizzando gli
strumenti ONTAP

Configurare I'archiviazione iSCSI vVols in un dominio di carico di lavoro VI utilizzando gli
strumenti ONTAP . Distribuirai gli ONTAP tools for VMware vSphere, registrerai un
sistema di storage, creerai un profilo di capacita di storage e fornirai un datastore vVols
nel client vSphere.

Passaggio 1: distribuire gli ONTAP tools for VMware vSphere

Per i domini del carico di lavoro VI, gli strumenti ONTAP vengono installati nel cluster di gestione VCF ma
registrati con il vCenter associato al dominio del carico di lavoro VI.

Gli ONTAP tools for VMware vSphere vengono distribuiti come appliance VM e forniscono un’interfaccia utente
vCenter integrata per la gestione dello storage ONTAP .
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Passi

1. Ottieni I'immagine OVA degli strumenti ONTAP da"Sito di supporto NetApp" e scaricarlo in una cartella

locale.

2. Accedere all’appliance vCenter per il dominio di gestione VCF.

3. Dall’interfaccia dell’appliance vCenter, fare clic con il pulsante destro del mouse sul cluster di gestione e

selezionare Distribuisci modello OVF...

Mostra esempio

vSphere Client

£

(1 vef-mO1-clO1
@ @ @' Summary Monitor

v [ vef-mO1-vcOl.sddc.netapp.com
v B vcf-mO1-dcO1 Cluster Detalls

- [P

[[| vef-mO1-esx [[]] Actions - vef-mO1-clO1

= = Total
[Z] vef-mOl-esx T Add Hosts..

= Total"
1 vef-mOi-esx Gt New Virtual Machine... Migra
[ vef-mOt-esx (% New Resource Fool... Fault |
Euﬁ vef-mOl-nsx

P + & I
ol vef-mOl-sde &7 Deploy OVE Template.. = %

@5’ vef-mOl=vcC

[mk
oy vef-wil-nsx B New wAp

4. Nella procedura guidata Distribuisci modello OVF, fai clic sul pulsante di opzione File locale e seleziona

il file OVA degli strumenti ONTAP scaricato nel passaggio precedente.
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Mostra esempio

Deploy OVF Template

1 Select an OVF template

Select an OVF template %

Select an OVF template from remote URL or local file system
Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from
your computer, such as a local hard drive, a network share, or a CD/DWVD drive.

O URL

® Local file

UPLOAD FILES netapp-ontap-icols-for-vmware-vsphere-9.13-9554..ova

5. Per i passaggi da 2 a 5 della procedura guidata, seleziona un nome e una cartella per la VM, seleziona la
risorsa di elaborazione, rivedi i dettagli e accetta il contratto di licenza.

6. Per la posizione di archiviazione dei file di configurazione e del disco, selezionare il datastore vSAN del
cluster del dominio di gestione VCF.

Mostra esempio

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

3 Select a compute resource
4 Review details

5 License agreements

6 Select storage

Select storage %

Select the storage for the configuration and disk files
[] Encrypt this virtual machine (3)

Select virtual disk format As defined in the VM storage policy

VM Storage Policy Datasiore Default v |

D Disable Storage DRS for this virtual machine

Storage N . o
Name T Compatibility T | Capacity T Provisioned v | Free T T
999.97 GB 22572 GB
O | B vef-mot-esx0l-esx-install-datastore - 25.75 GB 456 GB 2119 GB v
O | B vef-mot-esxoz-esx-nstall-datastore. - 2575 GB 456 0GB 2119 GB v
O | B vet-mOt-esxD3-esc-install-datastore. - 25.75 GB 456 GB 2119 GB v
O | B vef-motesxD4-esx-install-datastore - 2575 GB 456GB 2119 GB v
v
< >

Manage Columns Items per page 10 5 items

7. Nella pagina Seleziona rete, seleziona la rete utilizzata per la gestione del traffico.
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Mostra esempio

Deploy OVF Template

6

Select an OVF template

Select a name and folder

Select a compute resource

Review details

License agreements

Select storage

7 Select networks

Select networks

Select a destination network for each source network.

Source Network Destination Metwork
nat vef-mOo1-cl0T-vds0T-pg-vsan
vcf-m01-cl01-vds01-pg-vsan |
[ SDDC-DPortGroup-VIM-Mg |
. . Browse ... ‘
IP Allocation Settings
IP allocation: Static - Manual
|P protocol Py

8. Nella pagina Personalizza modello, inserisci tutte le informazioni richieste:

o

o

Password da utilizzare per 'accesso amministrativo agli strumenti ONTAP .

Indirizzo IP del server NTP.

Password dell’account di manutenzione degli strumenti ONTAP .

Password del database Derby degli strumenti ONTAP .

Titem

Non selezionare la casella per Abilitare VMware Cloud Foundation (VCF). La modalita VCF non &
richiesta per distribuire storage supplementare.

FQDN o indirizzo IP dell’appliance vCenter per il dominio del carico di lavoro VI

Credenziali per I'appliance vCenter del VI Workload Domain

Proprieta di rete richieste.

9. Fare clic su Avanti per continuare.
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Mostra esempio

Deploy OVF Template Customize template

Customize the deployment properties of this software solution.

1 Select an OVF template [@ 2 proparties have invaiid values x‘

v System Configuration 4 settings

2 Select a name and folder
Application User Password (%) Password to assign to the administrator account.For security
3 Select a compute resource reasons, Itis recommended to use a password that is of elght to
thirty characters and contains a minimum of one upper, one lower,
4 Review details

, and one special character

5 License agreements Pansword &
6 Select storage
Confirm Password sssssseEe @

7 Select networks

8 Customize template NTP Servers A comma-separated list of hostnames or [P addresses of NTP

Servers, If left blank, VMware

tools based time synchronization will be used.

172.21.166.1

Maintenance User Password (*) ord to assign to maint user account

Password @
Confirm Password f>)
Deploy OVF Template Customize template %

Enable VMware Cloud Foundation (VCF) vCenter server and user det.

(]

1 Select an OVF template s are ignored when VCF is enabled

2 Select a name and folder

vCenter Server Address (7) Specify the |P address/hostname of an existing vCenter to register
1o
3 Select a compute resource I cf-wiid-vecOl.sddc.netapp.com I
4 Review details Port (%) Specify the HTTPS port of an existing vCenter to regis
443 =
5 License agreements
Username (%} Specify the username of an existing vCenter to register to.

administrator@vsphere local

6 Select storage

Password (*) Specify er to.

the password of an existing vCenter to regist

7 Select networks

Password sssssssss )]
8 Customize template

Confirm Password ssssssese @

Netwol

roperties

Host Name

IP Address the IP address appliance. (Leave blank if DHCP is

CANCEL ‘ BACK ‘ NEXT

desired)
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10. Esaminare tutte le informazioni nella pagina Pronto per il completamento, quindi fare clic su Fine per
iniziare a distribuire I'appliance degli strumenti ONTAP .

Passaggio 2: aggiungere un sistema di archiviazione

Per aggiungere un sistema di archiviazione utilizzando gli strumenti ONTAP , procedere come segue.

vVol richiede le credenziali del cluster ONTAP anziché le credenziali SVM. Per ulteriori
informazioni, fare riferimento alla documentazione degli ONTAP tools for VMware vSphere :
"Aggiungere sistemi di archiviazione" .

Passi
1. Nel client vSphere, accedere al menu principale e selezionare *Strumenti NetApp ONTAP *.
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Mostra esempio

vSphere Client

(n] Home
&b Shortcuts

5= Inventory

[—1 Content Libraries
&b Workload Management

=l &
[% Global Inventory Lists

L’rl Policies and Profiles
& Auto Deploy
) Hybrid Cloud Services

«* Deyveloper Center

FE} Administration

[£] Tasks

ki Events

r Tags & Custom Attributes

R’}' Lifecycle Manager

“ Nethpp TAP tools

2. Una volta in Strumenti ONTAP *, dalla pagina Introduzione (o da *Sistemi di archiviazione), fare clic
su Aggiungi per aggiungere un nuovo sistema di archiviazione.
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Mostra esempio

vSphere Client

NetApp ONTAP tools [NSTANCE 172.21.166.139:8443 v
5 ONTAP tools for VMware vSphere
Overview

Storage Systems Getting Started Traditional Dashboard vVols Dashboard

Storsge capabibny profie ONTAP tools for VMware vSphere is a vCenter Server plug-in that provides end-to-end lifecycle management for virtual machines in VMware environments using NetApp storage systems.

Storage Mapping Next Steps

o = ==
ettings =1

Reports a

Datastore Report Add Storage System Provision Datastore View Dashboard

Virtual Machine Report View and monitor the datastores in
vVols Datastore Report Add storage systems to ONTAP tools for VMware vSphere. Create traditional or vVols datastores. ONTAP tools for VMware vSphere.
vVols Virtual Machine

Report

Log Integrity Report

&
Settings

Configure administrative settings such

as credentials, alarm thresholds.

What's new? Resources
September 4, 2023
« Qualified and supported with ONTAP 9.13.1 * ONTAP tools for VMware vSphere Documentation Resources
= Supports and interoperates with VMware vSphere B.x releases = RBAC User Creator for Data ONTAR
« Includes newer enhanced SCPs that efficiently map workloads to the newer All SAN Array platforms through policy = ONTAP tools for VMware vSphere REST API Documentation

based management

3. Fornire l'indirizzo IP e le credenziali del sistema di archiviazione ONTAP e fare clic su Aggiungi.
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Mostra esempio

Add Storage System

(:i:) Any communication between ONTAP tools piug-in and the storags
system should be mutually authenticated.

vCenter server

Name or [P address: 17216.9.25
Username: admin
Password: sssssssns
Port: 443

Advanced options >

CANCEL SAVE & ADD MORE

4. Fare clic su Si per autorizzare il certificato del cluster e aggiungere il sistema di archiviazione.
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Mostra esempio

Authorize Cluster Certificate

Host 172.16.9.25 has identified itself with a self-signed certificate.

Show certificate

Do you want to trust this certificate?

Passaggio 3: creare un profilo di capacita di archiviazione negli strumenti ONTAP

| profili di capacita di archiviazione descrivono le funzionalita fornite da un array di archiviazione o da un
sistema di archiviazione. Includono definizioni di qualita del servizio e vengono utilizzate per selezionare i
sistemi di archiviazione che soddisfano i parametri definiti nel profilo. E possibile utilizzare uno dei profili forniti
oppure crearne di nuovi.

Passi

1. Negli strumenti ONTAP , seleziona Profilo capacita di archiviazione dal menu a sinistra e poi premi
Crea.
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Mostra esempio

vSphere Client

NetApp ONTAP tools INSTANCE 172.21.166.149:8443 ~

Storage Capability Profiles

Cverview

Storage Systems

Storage capability profile

Mame

2. Nella procedura guidata Crea profilo di capacita di archiviazione, immettere un nome e una descrizione
del profilo e fare clic su Avanti.

Mostra esempio

Create Storage General
Capability Profile
Specify a name and description for the storage capability profile @

1 General
Mame: Gold_ASA_SCS)|

Description;

CANCEL NEXT

3. Selezionare il tipo di piattaforma e specificare che il sistema di archiviazione deve essere un array SAN All-
Flash, impostare Asymmetric su false.
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Mostra esempio

Create Storage Platform
Capability Profile
Platform: Performance
16 |
o Asymmetric: C)
2 Platfarm
3 Protocol

CANCEL BACK ‘ NEXT

4. Seleziona il protocollo che preferisci oppure seleziona Qualsiasi per consentire tutti i protocolli possibili.

5. Fare clic su Avanti per continuare.

Mostra esempio

Create Storage Protocol
Capability Profile
Protocol: Any
1 General Any
FCP
2 Platform iSCSI
NVIMe/FC

3 Protocol

CANCEL BACK NEXT

6. La pagina prestazioni consente di impostare la qualita del servizio sotto forma di IOP minimi e massimi
consentiti.
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7.

Mostra esempio

Create Storage Performance
Capability Profile
) None (@
1 General i
© Qos policy group @
2 Platform Min 10PS:
3 Protocol Max IOPS: 6000
4 Performance [ Unlimited

5 Storage attributes

6 Summary
CANCEL BACK NEXT

Completare la pagina attributi di archiviazione selezionando I'efficienza di archiviazione, la prenotazione
dello spazio, la crittografia e qualsiasi criterio di suddivisione in livelli, secondo necessita.

Mostra esempio

Create Storage Storage attributes
Capability Profile
1 General Deduplication: Vi
2 Platform Compression: Yes
3 Protocol Space reserve: Thin
4 Performance EncrypHion: No
5 Storage attributes Tiering policy (FabricPool): None
6 Summary
CANCEL BACK

8. Rivedi il riepilogo e clicca su Fine per creare il profilo.
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Mostra esempio

Create Storage Summary
Capability Profile A
Mame: ASA_Gold_iSCsl
Description: N/A
1 General
Platform: Performance
Asymmetric: No
2 Platform ’
Protocol: Any
Max IOPS: 6000 IOPS
3 Protocol ax
Space reserve: Thin
4 Paftormance Deduplication: Yes
Compression: Yes
5 Storage attributes Encryption: Yes
Tiering policy (FabricPool): MNone ¥
6 Summary
CANCEL BACK

Passaggio 4: creare un datastore vVols negli strumenti ONTAP

Per creare un datastore vVols negli strumenti ONTAP , completare i seguenti passaggi.

Passi

1. Negli strumenti ONTAP , selezionare Panoramica e dalla scheda Introduzione fare clic su Provisioning
per avviare la procedura guidata.

Mostra esempio

vSphere Client

NetApp ONTAP tools |NSTANCE 172.21.166.149:8443 ~

ONTAP tools for VMware vSphere

Overview

Getting Started Traditional Dashboard vVols Dashboard

Storage Systems

Storage capabiiity profile ONTAP tools for VMware vSphere is a vCenter Server plug-in that provides end-to-end lifecycle management for virtual machines in VMware envi

E =

Add Storage System

Storage Mapping

Settings

Reports

Datastore Report Provision Datastore

Virtual Machine Report
vVols Datastore Report

vVols Virtual Machine
Report

Add storage systems to ONTAP tools for VMware vSphere. Create traditional or vVols datastores.

Log Integrity Report

m PROVISION
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2. Nella pagina Generale della procedura guidata Nuovo datastore, selezionare la destinazione del data
center o del cluster vSphere.

3. Selezionare * vVols* come tipo di datastore, immettere un nome per il datastore e selezionare iISCSI come
protocollo.

4. Fare clic su Avanti per continuare.

Mostra esempio

New Datastore General
Specify the details of the datastore to provision @
1 General

Provisioning destination: BROWSE

Type: (INFS () WMFS @ wwols

Name: WCF_WHKLD_02_VVOLS

Description: |
V|

Protocol: (onFs @ iscsl () FC/FCoE () NVMefFC

CANCEL NEXT

5. Nella pagina Sistema di archiviazione, seleziona un profilo di capacita di archiviazione, il sistema di
archiviazione e la VM.

6. Fare clic su Avanti per continuare.

Mostra esempio

New Datastore Storage system
Specify the storage capability profiles and the storage system you want to use.

1 General

AFF_Encrypted_Min50_ASA_A
FAS_Default
FAS_Max20
‘Custom profiles
A iSCS

Storage capability profiles:
2 Storage system

Storage system: ntaphci-a300e9u25 (172.16.9.25)

Storage VM: WCF_ISCSI

CANCEL BACK NEXT
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7. Nella pagina Attributi di archiviazione, seleziona I'opzione per creare un nuovo volume per il datastore e
immetti gli attributi di archiviazione del volume che desideri creare.

8. Fare clic su Aggiungi per creare il volume e quindi su Avanti per continuare.

Mostra esempio

New Datastore

1 General
2 Storage system

3 Storage attributes

Storage attributes

Specify the storage details for provisioning the datastore.

Volumes: ) Create new volumes

Create new volumes

Name T Size

Name Size(GB) @

f_wkid_02_wvols  3000|

[ Select volumes

Storage Capability Profile

Storage capability profile

ASA_Gold_isCsl

Aggregates

EHCAggroz2

Aggregate

Space reserve

- (270533 GE ~ Thin

CANCEL BACK

9. Rivedere il riepilogo e fare clic su Fine per avviare il processo di creazione del datastore vVol.

Mostra esempio

New Datastore

1 General
2 Storage system
3 Storage attributes

4 Summary

Informazioni aggiuntive

Summary

Datastore type:
Protocol:

Storage capability profile:

Storage system details

Storage system:

SVM:

Storage attributes

New FlexVol Name

vef_wkid_02_vvols

vVaols
iscsl
ASA_Gold_iSCS!

ntaphci-a300e9u25

WCF_iSCsl

New FlexVol Size Aggregate

3000 GB EHCAggro2

Click 'Finish’ to provision this datastore.

Storage Capability Profile

ASA_Gold_isCSI

CANCEL BACK FINISH

* Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP , fare riferimento
a"Documentazione ONTAP 9" .
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https://docs.netapp.com/us-en/ontap

* Per informazioni sulla configurazione di VCF, fare riferimento a"Documentazione di VMware Cloud
Foundation" .

 Per informazioni sull’utilizzo di datastore iSCSI VMFS con VMware, fare riferimento a"vSphere VMFS
datastore - backend di archiviazione iSCSI con ONTAP" .

* Per demo video di questa soluzione, fare riferimento a"Provisioning del datastore VMware" .

Espandi i domini del carico di lavoro VI con vVols NFS

Flusso di lavoro di distribuzione per I’aggiunta di datastore NFS vVols come storage supplementare in
un dominio di carico di lavoro VI

Inizia ad aggiungere datastore NFS vVols come storage supplementare in domini di
carichi di lavoro VI utilizzando gli ONTAP tools for VMware vSphere. Esaminerai i requisiti
di distribuzione, distribuirai gli ONTAP tools for VMware vSphere, configurerai 'SVM con
interfacce logiche e configurerai I'archiviazione.

o "Esaminare i requisiti di distribuzione"
Esaminare i requisiti per distribuire NFS vVols in un dominio di gestione VMware Cloud Foundation.

9 "Creare SVM e LIF"

Creare una SVM con piu LIF per il traffico NFS.

e "Configurare la rete"

Configurare la rete per NFS sugli host ESXi.

e "Configurare I’archiviazione"

Distribuire e utilizzare gli strumenti ONTAP per configurare I'archiviazione.

Requisiti di distribuzione per I’aggiunta vVols NFS in un dominio di carico di lavoro VI

Esaminare i requisiti di progettazione e infrastruttura di rete consigliati per distribuire NFS
vVols in un dominio di carico di lavoro VMware Cloud Foundation VI. E necessario un
sistema di archiviazione ONTAP AFF o ASA completamente configurato, un dominio di
gestione VCF completato e un dominio di carico di lavoro VI esistente.

Requisiti infrastrutturali

Assicurarsi che i seguenti componenti e configurazioni siano presenti.

» Un sistema di archiviazione ONTAP AFF o FAS con porte dati fisiche su switch Ethernet dedicate al traffico
di archiviazione.
« La distribuzione del dominio di gestione VCF & completa e il client vSphere & accessibile.

* In precedenza ¢é stato distribuito un dominio di carico di lavoro VI.

112


https://techdocs.broadcom.com/us/en/vmware-cis/vcf.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf.html
vmw-vmfs-iscsi.html
vmw-vmfs-iscsi.html
../videos/vmware-videos.html#vmware-datastore-provisioning-with-ontap
vmw-vcf-viwld-supp-nfs-vvols-requirements.html
vmw-vcf-viwld-supp-nfs-vvols-svm-lifs.html
vmw-vcf-viwld-supp-nfs-vvols-network.html
vmw-vcf-viwld-supp-nfs-vvols-storage.html

Progettazione di rete NFS consigliata

Configurare progetti di rete ridondanti per NFS per garantire tolleranza agli errori per sistemi di archiviazione,
switch, adattatori di rete e sistemi host. E comune distribuire NFS con una singola subnet o piu subnet, a

seconda dei requisiti architettonici.

vSphere environment

vm || vm n |
v vm vm ‘ | wm | vm i

4

NFS
Datastore

NetApp® ONTAP®
[ 3

(>

ONTAP

vSphere environment

NFS NFS
Datastore Datastore

NetApp® ONTAP®
[ = %

=

i vm vm || vm vm || vm v vm
v vm

vSphere environment

vSphere environment

NFS
Datastore

4
..

4
v

NetApp® ONTAP®
;

=
=

Informazioni aggiuntive

» Per informazioni dettagliate specifiche su VMware vSphere, fare riferimento a "Procedure consigliate per
'esecuzione di NFS con VMware vSphere" .

* Per indicazioni di rete sull’utilizzo di ONTAP con VMware vSphere, fare riferimento a "Configurazione di
rete - NFS" sezione della documentazione delle applicazioni aziendali NetApp .

Questa documentazione illustra il processo di creazione di un nuovo SVM e di specifica delle informazioni
sull'indirizzo IP per creare piu LIF per il traffico NFS. Per aggiungere nuovi LIF a un SVM esistente, fare
riferimento a"Creare un LIF (interfaccia di rete)" .

 Per informazioni complete sull’utilizzo di NFS con cluster vSphere, fare riferimento a"Guida di riferimento

NFS v3 per vSphere 8" .

Cosa succedera ora?

Dopo aver esaminato i requisiti,"creare SVM e LIF" .

Creare SVM e LIF per datastore NFS vVols in un dominio di carico di lavoro VCF VI

Creare una Storage Virtual Machine (SVM) e piu interfacce logiche (LIF) su un sistema
ONTAP per supportare il traffico NFS per i datastore vVols in un dominio di carico di
lavoro VMware Cloud Foundation VI.

Per aggiungere nuovi LIF a un SVM esistente, fare riferimento alla documentazione ONTAP :"Creare ONTAP

LIF".
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https://www.vmware.com/docs/vmw-best-practices-running-nfs-vmware-vsphere
https://www.vmware.com/docs/vmw-best-practices-running-nfs-vmware-vsphere
https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-vsphere-network.html#nfs
https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-vsphere-network.html#nfs
https://docs.netapp.com/us-en/ontap/networking/create_a_lif.html
vmw-vvf-overview.html
vmw-vvf-overview.html
vmw-vcf-viwld-supp-nfs-vvols-svm-lifs.html
https://docs.netapp.com/us-en/ontap/networking/create_a_lif.html
https://docs.netapp.com/us-en/ontap/networking/create_a_lif.html

Passi

1. In ONTAP System Manager, vai su VM di archiviazione nel menu a sinistra e fai clic su + Aggiungi per
iniziare.

Mostra esempio

= | ONTAP System Manager

Storage VMs

DASHBOARD
INSIGHTS =+ Add
STORAGE Name
DB EHC_iSCS|
Volumes

EHC
LUNs
Consistency Groups HMC_187
NVMe Namespaces HMC_3510

Shares
HMC_iSCS51_3510

Buckets
infra_svm_a300

Qtrees

Quotas J5_EHC_iSCSl

Storage VMs

Tiers

2. Nella procedura guidata Aggiungi VM di archiviazione, fornire un Nome per la SVM, selezionare lo
Spazio IP e quindi, in Protocollo di accesso, fare clic sulla scheda SMBJ/CIFS, NFS, S3 e selezionare la
casella per Abilitare NFS.

OTViest
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Mostra esempio

Add Storage VM

STORAGE VM NAME

VCF_NFS

IPSPACE

Default

Access Protocol

& SMB/CIFS, NF5, 83  iSCSI FC NVMe

Enable SMB/CIFS

Enable NFS

Allow MFS client access
A\ Add at least one rule to allow NFS clients to access volumes in this storage VM. ()

EXPORT POLICY

Default

Enable 53

DEFAULT LANGUAGE @

c.utf_8

Non & necessario selezionare la casella di controllo Consenti accesso client NFS. Gli
’ ONTAP tools for VMware vSphere verranno utilizzati per automatizzare il processo di

distribuzione del datastore, che include la fornitura dell’accesso client per gli host ESXi.

3. Nella sezione Interfaccia di rete, compilare Indirizzo IP, Maschera di sottorete e Dominio di broadcast

e porta per il primo LIF. Per i LIF successivi, & possibile utilizzare impostazioni individuali oppure abilitare
la casella di controllo per utilizzare impostazioni comuni per tutti i LIF rimanenti.
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Mostra esempio

NETWORK INTERFACE

Use multiple network interfaces when client traffic is high.

ntaphci-a300-01

SUBMET
Without a subnet v

IPADDRESS SUBNET MASK GATEWAY BROADCAST DOMAIN AND PORT Vd
172.21.118.119 24 Add optional gateway NFS_iSCS v

Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

ntaphci-a300-02

SUBNET

Without a subnet A
IP ADDRESS PORT
172.21.118.120 a0a-3374 v

4. Scegliere se abilitare 'account di amministrazione della VM di archiviazione (per ambienti multi-tenancy) e
fare clic su Salva per creare la SVM.

Mostra esempio

Storage VM Administration

Manage administrator account

Cosa succedera ora?

Dopo aver creato SVM e LIF,"configurare la rete per NFS sugli host ESXi" .

Configurare la rete per NFS su host ESXi in un dominio di carico di lavoro VCF VI

Configurare la rete NFS sugli host ESXi nei domini di gestione VMware Cloud Foundation
per abilitare la connettivita ai sistemi di archiviazione ONTAP . Creerai gruppi di porte
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distribuiti con separazione VLAN, configurerai il teaming uplink per la ridondanza e
imposterai gli adattatori VMkernel su ciascun host ESXi per stabilire percorsi NFS
dedicati per le funzionalita di failover.

Eseguire i seguenti passaggi sul cluster VI Workload Domain utilizzando il client vSphere. In questo caso viene
utilizzato vCenter Single Sign-On in modo che il client vSphere sia comune tra i domini di gestione e di carico
di lavoro.

Passaggio 1: creare un gruppo di porte distribuito per il traffico NFS

Completare i seguenti passaggi per creare un nuovo gruppo di porte distribuito affinché la rete trasporti il
traffico NFS.

Passi

1. Dal client vSphere, accedere a Inventario > Rete per il dominio del carico di lavoro. Passare allo switch
distribuito esistente e scegliere I'azione per creare Nuovo gruppo di porte distribuite....

Mostra esempio

vSphere Client O,

@ vef-wkld-OT-IT-INF-WKLD-01-vds-01 | :acrions

[]:l] @ @ Summary Monitor Configure Permissions Ports Hosts
+ [ vef-m01-vcOl.sddec.netapp.com
> [f vef-mO1-dcOl Switch Details

< [ vef-wkid-veOl.sddc.netapp.com
v B vef-wkid-01-DC

VW_

(2 yvef-wkid-01-IT-1-D\ /=) Actions - vef-wikid-O1-IT-INF- { \ Version 8.00
= WEKLD-01-vds-01 Networks B
SR Lo 2T 1L 0] [ || R b it E—— PR

Manufacturer VMware, Inc.

< Distributed Port Group 4
5 vef-wkid-01-1T-INF- =5 New Distributed Port Group... )
> B vef-wkid-Ol-T-INF-w) (2 Add and Manage Hosts... {F !
T Import Di d Port Group...
Edit Notes... i 21
&2 Manage DistMButed Port Groups...
Upgrade ) B
Settings b

2. Nella procedura guidata Nuovo gruppo di porte distribuite, inserisci un nome per il nuovo gruppo di
porte e fai clic su Avanti per continuare.

3. Nella pagina Configura impostazioni, compila tutte le impostazioni. Se si utilizzano le VLAN, assicurarsi
di fornire I'ID VLAN corretto. Fare clic su Avanti per continuare.
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Mostra esempio

New Distributed Port Configure settings X
GTOU D Set general properties of the new port group.
_ Port binding Static binding
1 Name and location
Port allocation i
Number of ports 8 3]
MNetwork resource pool {default)
VLAN
VLAN type WLAN
VLAN ID 3374 =
Advanced

D Customize default policies configuration

CANCEL BACK

4. Nella pagina Pronto per il completamento, rivedere le modifiche e fare clic su Fine per creare il nuovo
gruppo di porte distribuite.

5. Una volta creato il gruppo di porte, accedi al gruppo di porte e seleziona I'azione Modifica impostazioni...
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Mostra esempio

vSphere Client

& vcf-wkld-01-nfs : ACTIONS

[D] g @ Summary Maonitor Configure Pen

> [G vef-mO1-vcOl.sddc.netapp.com
v [ wvcf-wkid-veOl.sddc.netapp.com Distributed Port Group Details

= wcf-wkld-01-DC

v = vef-wkld-01-IT-INF-WKLD-01-vds-01
Port binding

if1 vef-wkld-0-iscsi-a

- ) ) Port allocation
i vef-wkld-01-iscsi-b

= yef-wkid-01-1T--DVUplinks-10 Ty YLARLE

2 vef-wkid-01-IT-INF-WKLD-01-vds-01-_. Distributed switch

i vef-wkld-01-IT-INF-WKLD-01-vds-01-._
Network protocol

#1 vcf-wkid-01-nfs -ofile

%) vef-wkid-Ol-nvir  (gmbblisscelaidd-0t I
(#] Edit Settings... S0l

osts

i vef-wkld-01-nvir

> = vef-wkld-01-IT-INF-

Export Configuration... | )
irtual machines

. Nella pagina Gruppo di porte distribuite - Modifica impostazioni, vai a Teaming e failover nel menu a
sinistra. Abilitare il teaming per gli uplink da utilizzare per il traffico NFS assicurandosi che siano tutti
insieme nell’area Uplink attivi. Sposta tutti gli uplink non utilizzati in Uplink non utilizzati.

119



Mostra esempio

Distributed Port Group - Edit Settings | vcf-wkid-01-nfs

e Load balancing Route based on originating virtual por
Advanced
Network failure detection Link status only
VLAN
Security Notify switches Yoc
Traffic shaping
Failback Yes

Teaming and failover

Monitoring .
Failover order @

Miscellaneous

Active uplinks
T uplink2
1 uplink1

Standby uplinks

Unused uplinks

7. Ripetere questo processo per ogni host ESXi nel cluster.

Passaggio 2: creare un adattatore VMkernel su ciascun host ESXi
Creare un adattatore VMkernel su ciascun host ESXi nel dominio del carico di lavoro.

Passi

1. Dal client vSphere, passare a uno degli host ESXi nell'inventario del dominio del carico di lavoro. Dalla
scheda Configura seleziona Schede VMkernel e fai clic su Aggiungi rete... per iniziare.

Mostra esempio

vSphere Client O,

< ;
[ vcf-wkld-esxOl.sddc.netapp.com | :acrions
[D] g @ Summary Monitor Configure Permissions VMs Datastores Networks Updates
v [} vef-mOl-vcOl.sddc.netapp.com A
G PP Storage v ° VMkernel adapters
v B vef-m01-deO
i Storage Adapiers
> [ vef-m0i-clol ADD NETWRRKING. . REFRESH
b Storage Devices
v [ vef-wkld-veOlsdde.netapp.com :
- Fﬂ vef-wkid-01-DC Host Cache Configuration & Network Label 5
) Protocol Endpoi =
v [ IT-INF-WKLD-01 ForpeRlERoganta B e s () ver-wKId-OT-T-INF-WKLD-Ot-vd
I/O Filters . _O1-pg-mgmt
7 vef-wkid-esx01.sddc,netapp.com i A
[[ vef-wkld-esx02.sddc.netapp.com Networking W : ? | & vmid ﬂ:?‘:;.VCf-\'VK(d;\DTJT-\NF-\NKLD-CL‘JCI
7 ’ s-01-pg-vmotion
[Z wcf-wkld-esx03.sddc.netapp.com Virtual switches = =
= H » £ [ vef-wkid-01-IT-INF-WKLD-01-vd
& vef-wOl-otvg Physical adapters 2 $
[ vmk10 R -

TCP/IP configuration e}
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2. Nella finestra Seleziona tipo di connessione, seleziona Scheda di rete VMkernel e fai clic su Avanti per
continuare.

Mostra esempio

Add Networking Select connection type %

Select a connection type to create.
1 Select connection type

© VMkernel Network Adapter

The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI, NFS, FCoE, Fault
Tolerance, vSAN, host management and etc.

r::l Virtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

f_) Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network

3. Nella pagina Seleziona dispositivo di destinazione, seleziona uno dei gruppi di porte distribuiti per NFS
creati in precedenza.

Mostra esempio

Add Networking Select target device %
Select a target device for the new connection.
| 1 Select connection type o Select an existing network
C:l Select an existing standard switch
-::' New standard switch
Quick Filter Enter value
Name NSX Port Group ID Distributed Switch
@] [ vef-wkid-0-iscsi-a -- wef-whkld-01-T-INF-WKLD-01-vds-01
O | & veh-wkid-Ot-iscsi-b - wei-whkid-0T-T-INF-WKLD-01-vds-01
@) (R vef-wkid-01- T-INF-WKLD-01-vds-01-pa-mgmt - vef-wkid-01-IT-INF-WKLD-01-vds-01
O (8 vef-wiid-01-IT-INF-WKLD-01-vds-01-pg-nfs - vet-wikld-01-T-INF-WKLD-01-vds-02
®) vef-wikid-071-IT-INF-WHKLD-01-vds-0%-pg-vmotion  -- wef-wkid-D1-I T-ANF-WKLD-01-vds-01

vef-wkid-01-nfs = vlf-wkid-01-IT-INF-WKLD-01-vds-01

@] (2 vet-wikid-0-nvme-a = wet-wikld-01-T-INF-WKLD-01-vds-01

vef-wkid-01-nvme-b 3] vef-wkid-01-IT-INF-WKLD-01-vds-01

Manage Columns Bitems

CANCEL ‘ BACK NEXT

4. Nella pagina Proprieta porta, mantenere le impostazioni predefinite (nessun servizio abilitato) e fare clic
su Avanti per continuare.

5. Nella pagina Impostazioni IPv4, compilare Indirizzo IP, Maschera di sottorete e fornire un nuovo
indirizzo IP del gateway (solo se richiesto). Fare clic su Avanti per continuare.
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Mostra esempio

Add Networking

1

Select connection type

2 Select target device

3 Port properties

4 |Pv4 settings

IPv4 settings

Specify VMkernel IPv4 settings.

L:,J Obtain IPv4 settings automatically

© Use static IPv4 settings

IPv4 address

Subnet mask

Default gateway

DNS server addresses

17221118145

255 255.255.0

El Override default gateway for this adapter

10.61.185.231

ACK NEXT

6. Rivedi le tue selezioni nella pagina Pronto per il completamento e fai clic su Fine per creare I'adattatore
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Mostra esempio

Add Networking

1

2

4

Select connection type

Select target device

Port properties

IPv4 settings

5 Ready to complete

Ready to complete

Review your selections before finishing the wizard

v Select target device

Distributed port
group

Distributed switch

v Port properties
New poert group
MTU
vMotion
Provisioning

Fault Tolerance
logging

Management
vSphere Replication

vSphere Replication
NFC

vSAN
YSAN Witness
vSphere Backup NFC

NWMe nver TCP

vef-wkid-01-nfs

vef-wkld-O-IT-INF-WKLD-01-vds-01

vif-wkld-01-nfs (vcF-wkld-01-IT-INF-WKLD-01-vds-01)

9000
Disabled
Disabled

Disabled

Disabled
Disabled

Disabled

Disabled
Disabled
Disabled

Micahlad

CANCEL BACK FINISH



Cosa succedera ora?

Dopo aver configurato la rete per NFS su tutti gli host ESXi nel dominio del carico di lavoro,"configurare
I'archiviazione per NFS vVols" .

Configurare I’archiviazione NFS vVols in un dominio di carico di lavoro VCF VI utilizzando gli strumenti
ONTAP

Configurare I'archiviazione NFS vVols in un dominio di carico di lavoro VI. Dopo aver
distribuito gli ONTAP tools for VMware vSphere, utilizzerai 'interfaccia client vSphere per
aggiungere il sistema di storage, creare un profilo di capacita di storage e predisporre un
datastore vVols .

Passaggio 1: distribuire gli ONTAP tools for VMware vSphere

Per i domini del carico di lavoro VI, gli strumenti ONTAP vengono installati nel cluster di gestione VCF ma
registrati con il vCenter associato al dominio del carico di lavoro VI.

Gli ONTAP tools for VMware vSphere vengono distribuiti come appliance VM e forniscono un’interfaccia utente
vCenter integrata per la gestione dello storage ONTAP .

Passi

1. Ottieni I'immagine OVA degli strumenti ONTAP da"Sito di supporto NetApp" e scaricarlo in una cartella
locale.

2. Accedere all’appliance vCenter per il dominio di gestione VCF.

3. Dall’interfaccia dell’appliance vCenter, fare clic con il pulsante destro del mouse sul cluster di gestione e
selezionare Distribuisci modello OVF...
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Mostra esempio

vSphere Client O,

<

1 vef-mO1-clO1
[m] @ @' Summary Monitor

v [iZ vef-mO1-vcOl.sddc.netapp.com
v vef-mO1-dcO1 Cluster Detalls

- [ R ——

[[| vecf-mO1-esx [[]] Actions - vef-mO1-clt1

- -+ Total
[[] wvcf-mOi-esx [T Add Hosts..

= Total "
| vef-mOl-esx  =F New Virtual Machine... Migra
[ vef-mOt-esx (% New Resource Pool... Fault |
ELE vef-mOl-nsx

= + @ DJ
o wef-mOl-sdc i Deploy OWE Template... aEOL
& vef-mOt-veC

[mb
oy wvef-wil-nsx ET Mew vAp

4. Nella procedura guidata Distribuisci modello OVF, fai clic sul pulsante di opzione File locale e seleziona
il file OVA degli strumenti ONTAP scaricato nel passaggio precedente.

Mostra esempio

Deploy OVF Template Select an OVF template «

Select an OVF template from remote URL or local file system
1 Select an OVF template Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from
your computer, such as a local hard drive, a network share, or a CD/DWVD drive.

QURL

@ Local file

UPLOAD FILES | netapp-ontap-tools-for-vmware-vsphere-9.13-9554.ova

5. Peri passaggi da 2 a 5 della procedura guidata, seleziona un nome e una cartella per la VM, seleziona la
risorsa di elaborazione, rivedi i dettagli e accetta il contratto di licenza.

6. Per la posizione di archiviazione dei file di configurazione e del disco, selezionare il datastore vSAN del
cluster del dominio di gestione VCF.

124



Mostra esempio

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

3 Select a compute resource
4 Review details

5 License agreements

Select storage %
Select the storage for the configuration and disk files
[] Encrypt this virtual machine (3)

Select virtual disk format As defined in the VM storage policy

VM Storage Policy Datasiore Default v |

D Disable Storage DRS for this virtual machine

Storage

Name v Compatibility

T | Capacity T Provisioned v | Free T &

B vef-mO1-clol-ds-vsan01

O | B vef-m0i-esx0l-esx-install-datastore - 2575 GB 456 GB 2119 GB W

l:) B vef-m0t-esx02-esx-install-datastore o 2575 GB 456 GB 2119 GB R
6 Select storage
O

7. Nella pagina Seleziona rete,

Mostra esempio

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

3 Select a compute resource
4 Review details

5 License agreements

6 Select storage

7 Select networks

- Eg vcf-mO1-esx03-esx-install-catastore e 2575 GB 456 GB 2119 GB W

O | B vef-mot-esxo4-esx-install-datastore - 2575 GB 456 0GB 2119 GB v
b

< >

Manage Columns Items per page 10 5 items

seleziona la rete utilizzata per la gestione del traffico.

Select networks %

Select a destination network for each source network.

~
Source Metwork Destination Network
nat vef-m01-cl0T-vds0T-pg-vsan
{ v
1 I
vef-mi1-cl01-vds01-pg-vsan Tntn
| SDDC-DPortGroup-VM-Mgj |
. i Browse ...
IP Allocation Settings L J
IP allocation: Static - Manual
|P protacol Pvd

8. Nella pagina Personalizza modello, inserisci tutte le informazioni richieste:

o Password da utilizzare per I'accesso amministrativo agli strumenti ONTAP .

o Indirizzo IP del server NTP.

o Password dell’account di manutenzione degli strumenti ONTAP .

o Password del database Derby degli strumenti ONTAP .

> Non selezionare la casella per Abilitare VMware Cloud Foundation (VCF). La modalita VCF non &
richiesta per distribuire storage supplementare.

> FQDN o indirizzo IP dell’appliance vCenter per il dominio del carico di lavoro VI

o Credenziali per 'appliance vCenter del VI Workload Domain

o Proprieta di rete richieste.
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9. Fare clic su Avanti per continuare.
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Mostra esempio

Deploy OVF Template Customize template

Customize the deployment properties of this software solution.

1 Select an OVF template [@ 2 proparties have invaiid values x‘

v System Configuration 4 settings

2 Select a name and folder
Application User Password (%) Password to assign to the administrator account.For security
3 Select a compute resource reasons, Itis recommended to use a password that is of elght to
thirty characters and contains a minimum of one upper, one lower,
4 Review details

, and one special character

5 License agreements Pansword &
6 Select storage
Confirm Password sssssseEe @

7 Select networks

8 Customize template NTP Servers A comma-separated list of hostnames or [P addresses of NTP

Servers, If left blank, VMware

tools based time synchronization will be used.

172.21.166.1

Maintenance User Password (*) ord to assign to maint user account

Password @
Confirm Password f>)
Deploy OVF Template Customize template %

Enable VMware Cloud Foundation (VCF) vCenter server and user det.

(]

1 Select an OVF template s are ignored when VCF is enabled

2 Select a name and folder

vCenter Server Address (7) Specify the |P address/hostname of an existing vCenter to register
1o
3 Select a compute resource I cf-wiid-vecOl.sddc.netapp.com I
4 Review details Port (%) Specify the HTTPS port of an existing vCenter to regis
443 =
5 License agreements
Username (%} Specify the username of an existing vCenter to register to.

administrator@vsphere local

6 Select storage

Password (*) Specify er to.

the password of an existing vCenter to regist

7 Select networks

Password sssssssss )]
8 Customize template

Confirm Password ssssssese @

Netwol

roperties

Host Name

IP Address the IP address appliance. (Leave blank if DHCP is

CANCEL ‘ BACK ‘ NEXT

desired)
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10. Esaminare tutte le informazioni nella pagina Pronto per il completamento, quindi fare clic su Fine per
iniziare a distribuire I'appliance degli strumenti ONTAP .

Passaggio 2: aggiungere un sistema di archiviazione

Per aggiungere un sistema di archiviazione utilizzando gli strumenti ONTAP , procedere come segue.

vVol richiede le credenziali del cluster ONTAP anziché le credenziali SVM. Per ulteriori
informazioni, fare riferimento alla documentazione degli ONTAP tools for VMware vSphere :
"Aggiungere sistemi di archiviazione" .

Passi
1. Nel client vSphere, accedere al menu principale e selezionare *Strumenti NetApp ONTAP *.
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Mostra esempio

vSphere Client

(n] Home
&b Shortcuts

5= Inventory

[—1 Content Libraries
&b Workload Management

=l &
[% Global Inventory Lists

L’rl Policies and Profiles
& Auto Deploy
) Hybrid Cloud Services

«* Deyveloper Center

FE} Administration

[£] Tasks

ki Events

r Tags & Custom Attributes

R’}' Lifecycle Manager

“ Nethpp TAP tools

2. Una volta in Strumenti ONTAP *, dalla pagina Introduzione (o da *Sistemi di archiviazione), fare clic
su Aggiungi per aggiungere un nuovo sistema di archiviazione.
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Mostra esempio

vSphere Client

NetApp ONTAP tools [NSTANCE 172.21.166.139:8443 v
5 ONTAP tools for VMware vSphere
Overview

Storage Systems Getting Started Traditional Dashboard vVols Dashboard

Storsge capabibny profie ONTAP tools for VMware vSphere is a vCenter Server plug-in that provides end-to-end lifecycle management for virtual machines in VMware environments using NetApp storage systems.

Storage Mapping Next Steps

o = ==
ettings =1

Reports a

Datastore Report Add Storage System Provision Datastore View Dashboard

Virtual Machine Report View and monitor the datastores in
vVols Datastore Report Add storage systems to ONTAP tools for VMware vSphere. Create traditional or vVols datastores. ONTAP tools for VMware vSphere.
vVols Virtual Machine

Report

Log Integrity Report

&
Settings

Configure administrative settings such

as credentials, alarm thresholds.

What's new? Resources
September 4, 2023
« Qualified and supported with ONTAP 9.13.1 * ONTAP tools for VMware vSphere Documentation Resources
= Supports and interoperates with VMware vSphere B.x releases = RBAC User Creator for Data ONTAR
« Includes newer enhanced SCPs that efficiently map workloads to the newer All SAN Array platforms through policy = ONTAP tools for VMware vSphere REST API Documentation

based management

3. Fornire l'indirizzo IP e le credenziali del sistema di archiviazione ONTAP e fare clic su Aggiungi.
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Mostra esempio

Add Storage System

(:i:) Any communication between ONTAP tools piug-in and the storags
system should be mutually authenticated.

vCenter server

Name or [P address: 17216.9.25
Username: admin
Password: sssssssns
Port: 443

Advanced options >

CANCEL SAVE & ADD MORE

4. Fare clic su Si per autorizzare il certificato del cluster e aggiungere il sistema di archiviazione.
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Mostra esempio

Authorize Cluster Certificate

Host 172.16.9.25 has identified itself with a self-signed certificate.

Show certificate

Do you want to trust this certificate?

Passaggio 3: creare un datastore NFS negli strumenti ONTAP

Completare i seguenti passaggi per distribuire un datastore ONTAP in esecuzione su NFS. Utilizzare gl
strumenti ONTAP .

Passi

1. Negli strumenti ONTAP selezionare Panoramica e dalla scheda Introduzione fare clic su Provisioning
per avviare la procedura guidata.
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Mostra esempio

vSphere Client Q)

NetApp ONTAP tools INSTANCE 172 21166 149:8443 «

ONTAP tools for VMware vSphere

Overview

Storage Systems Getting Started Traditional Dashboard vVols Dashboard

Storacie cApatificy proflie ONTAP tools for VMware vSphere is a vCenter Server plug-in that provides end-to-end lifecycle management for virtual machines in VMware envi

Storage Mapping

Settings ? =
+ =T
Reports
Datastore Report Add Storage System Provision Datastore
Virtual Machine Report
vVols Datastore Report Add storage systems to ONTAP tools for VMware vSphere. Create traditional or vVols datastores.

vVols Virtual Machine
Report

Log Integrity Report

m PROVISION

. Nella pagina Generale della procedura guidata Nuovo datastore, selezionare la destinazione del data
center o del cluster vSphere.

3. Selezionare NFS come tipo di datastore, immettere un nome per il datastore e selezionare il protocollo.

. Scegliere se utilizzare volumi FlexGroup e se utilizzare un file di capacita di archiviazione per il
provisioning.

. Fare clic su Avanti per continuare.
Selezionando Distribuisci i dati del datastore nel cluster, il volume sottostante verra
@ creato come volume FlexGroup , il che impedisce I'utilizzo dei profili di capacita di

archiviazione. Fare riferimento a "Configurazioni supportate e non supportate per i volumi
FlexGroup" per ulteriori informazioni sull’utilizzo di FlexGroup Volumes.
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Mostra esempio

New Datastore General

Specify the details of the datastore to provision.e
1 General

Provisioning destination: BROWSE

Type: O NFS () VMFS () woels

Name: VCF_WKLD_05_NFS

Size: 2 B

Protocol: @ NFS2 () NFS 4
| | Distribute datastore data across the ONTAP cluster.

Use storage capability profile for provisioning

Advanced options >

CANCEL NEXT

6. Nella pagina Sistema di archiviazione, selezionare un profilo di capacita di archiviazione, il sistema di
archiviazione e 'SVM. Fare clic su Avanti per continuare.

Mostra esempio

New Datastore Storage system

Specify the storage capability profiles and the storage system you want to use.
1 General
Storage capability profile: Platinum_AFF_A

2 Storage system

Storage system: ntaphci-a300e9u25 (172.16.9.25)

Storage VM: WCF_NFS

7. Nella pagina Attributi di archiviazione, seleziona 'aggregato da utilizzare, quindi fai clic su Avanti per
continuare.
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Mostra esempio

New Datastore

1 General
2 Storage system

3 Storage attributes

Storage attributes

Specify the storage details for provisioning the datastore.

Aggregate: EHCAggrO2 - (25350.17 GB Free)

Volumes: Automatically creates a new volume.

Advanced options »

8. Rivedere il Riepilogo e fare clic su Fine per iniziare a creare il datastore NFS.

Mostra esempio

New Datastore

1 General
2 Storage system
3 Storage attributes

4 Summary

Summary
General

vCenter server: vef-wkld-veD1.sddc netapp.com
Provisioning destination: vef-wkld-01-DC
Datastore name: VCF_WKLD_D5_NFS
Datastore size: 278
Datastore type: NFS
Protocol: NFS 3
Datastore cluster: None
Storage capability profile: Platinum_AFF_A

Storage system details

Storage system: ntaphci-a300e%u2s
SVM: WCF_NFS

Storage attributes
e FHCAqarl?

CANCEL

Passaggio 4: creare un datastore vVols negli strumenti ONTAP

Per creare un datastore vVols negli strumenti ONTAP , completare i seguenti passaggi.

Passi

‘ BACK

‘ FINISH

1. Negli strumenti ONTAP , selezionare Panoramica e dalla scheda Introduzione fare clic su Provisioning
per avviare la procedura guidata.
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Mostra esempio

vSphere Client Q)

NetApp ONTAP tools INSTANCE 172 21166 149:8443 «

ONTAP tools for VMware vSphere

Overview

Storage Systems Getting Started Traditional Dashboard vVols Dashboard

Storacie cApatificy proflie ONTAP tools for VMware vSphere is a vCenter Server plug-in that provides end-to-end lifecycle management for virtual machines in VMware envi

Storage Mapping

e = =
ettings + = +
Reports

Datastore Report Add Storage System Provision Datastore
Virtual Machine Report
vVols Datastore Report Add storage systems to ONTAP tools for VMware vSphere. Create traditional or vVols datastores.
vVols Virtual Machine
Report

Log Integrity Report

m PROVISION

2. Nella pagina Generale della procedura guidata Nuovo datastore, selezionare la destinazione del data
center o del cluster vSphere.

3. Selezionare * vVols* come tipo di datastore, immettere un nome per il datastore e selezionare NFS come
protocollo.

4. Fare clic su Avanti per continuare.

Mostra esempio

New Datastore General
Specify the detalls of the datastore to provision.@
1 General

Provisioning destination: BROWSE

Type: (onFs () wMrs @ wels

Name: VCF_WKLD 06 WVOLS NFS

Description:
4

Protocol: ©nFs  (iscsl () FC/FCoE (L) NVMe/FC

CANCEL NEXT

5. Nella pagina Sistema di archiviazione, selezionare un profilo di capacita di archiviazione, il sistema di
archiviazione e I'SVM.

6. Fare clic su Avanti per continuare.
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Mostra esempio

New Datastore Storage system
Specify the storage capability profiles and the storage system you want to use.
1 General
Storage capability profile: Platinum_AFF_A
2 Storage system
Storage system: ntaphci-a300e9u25 (172.16.9.25)
Storage VM: WCF_NFS

7. Nella pagina Attributi di archiviazione, seleziona Crea nuovi volumi e immetti gli attributi di
archiviazione del volume da creare.

Mostra esempio

Name Size(GB) (D) Storage capability profile Aggregates Space reserve

wCf_whkid_06_wwve 2000 Platinum_AFF_A EHCAgorOZ - (25404 GB | Thin

8. Fare clic su Aggiungi per creare il volume e quindi su Avanti per continuare.

Mostra esempio

New Datastore Storage attributes

Specify the storage details for provisioning the datastore.
1 General
volumes: ) Create new volumes (| Select volumes
2 Storage system
Create new volumes
3 Storage attributes

Name T Size Storage Capability Profile Aggregate
wcf_wkid_06_wvols 2000 GB Platinum_AFF_A EHCAggro2
1-10f1ltem
Mame Size(GB) @ Storage capability profile Aggregates Space reserve
Platinum_AFF_A 3 EHCAggr0Z - (2540715 G ~ Thin
Default storage canabilitv profile: Platinum AFF A

CANCEL BACK NEXT

9. Rivedere la pagina Riepilogo e fare clic su Fine per avviare il processo di creazione del datastore vVol.
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Mostra esempio

New Datastore Summary
General

1 General vCenter server: vef-wkld-ve0l. sddcnetapp.com
Provisioning destination: vef-wkld-01-DC

2 Slela I Datastore name: WCF_WEKLD_06_WVOLS_NFS

- Datastore type: vWaols

3 Storage attributes e
Protocol: NFS

4 Summary Storage capability profile: Platinum_AFF_A

Storage system details

Storage system: ntaphci-a300e9u25
SVM: EHC_NFS
Storage attributes
New FlexVel Name New FlexVol Size Aggregate Storage Capability Profile

CANCEL BACK FINISH

Informazioni aggiuntive

 Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP , fare riferimento
a"Documentazione ONTAP 9" .

* Per informazioni sulla configurazione di VCF, fare riferimento a"Documentazione di VMware Cloud
Foundation" .

* Per informazioni sulla distribuzione e I'utilizzo degli strumenti ONTAP in piu ambienti vCenter, fare
riferimento a"Requisiti per la registrazione degli strumenti ONTAP in piu ambienti server vCenter" .

» Per demo video di questa soluzione, fare riferimento a"Provisioning del datastore VMware" .

Espandi i domini del carico di lavoro VI con NVMe/TCP

Flusso di lavoro di distribuzione per I’aggiunta di datastore vVols NVMe come storage supplementare
in un dominio di carico di lavoro VI

Inizia aggiungendo datastore NVMe/TCP vVols come storage supplementare per un
dominio di carico di lavoro VMware Cloud Foundation (VCF) Virtual Infrastructure (VI).
Esaminerai i requisiti di distribuzione, configurerai SVM e LIF abilitati per NVMe/TCP,
configurerai la rete host ESXi e distribuirai il datastore NVMe/TCP.

o "Esaminare i requisiti di distribuzione™"

Esaminare i requisiti per distribuire un datastore NVMe/TCP in un dominio di carico di lavoro VMware Cloud
Foundation VI.

9 "Creare SVM e LIF e lo spazio dei nomi NVMe"
Creare una macchina virtuale di archiviazione con interfacce logiche e lo spazio dei nomi NVMe per il traffico
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NVMe/TCP.

e "Configurare la rete"

Creare gruppi di porte distribuiti e adattatori vmkernel sugli host ESXi per il dominio del carico di lavoro VI.

e "Configurare I’archiviazione"

Distribuire il datastore NVMe/TCP.

Requisiti di distribuzione per NVMe vVols in un dominio di carico di lavoro VI

Esaminare i requisiti di progettazione e infrastruttura di rete consigliati per distribuire
NVMe vVols in un dominio di carico di lavoro VMware Cloud Foundation VI. E necessario
un sistema di archiviazione ONTAP AFF o ASA completamente configurato, un dominio
di gestione VCF distribuito e un dominio di carico di lavoro VI esistente.

Requisiti infrastrutturali

» Un sistema di archiviazione ONTAP AFF o ASA con porte dati fisiche su switch Ethernet dedicate al traffico
di archiviazione.

* La distribuzione del dominio di gestione VCF € completa e il client vSphere € accessibile.

* In precedenza & stato distribuito un dominio di carico di lavoro VI.

Progettazione di rete NVMe/TCP consigliata

NetApp consiglia progettazioni di rete completamente ridondanti per NVMe/TCP. Il diagramma seguente
illustra un esempio di configurazione ridondante, che garantisce tolleranza agli errori per sistemi di
archiviazione, switch, adattatori di rete e sistemi host.
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ESXi Host 1 ESXi Host 2 - ESXiHostN

nicl nic

e e e e o e 1 5 e

eda edh edc gad | : g4a edh gdo add
4'. ela alla +
atADD ellb alb at A D
NetApp ASA controller-1 NetApp ASA controller-2

Per il multipathing e il failover su piu percorsi, configurare almeno due LIF per nodo di archiviazione in reti
Ethernet separate per tutte le SVM nelle configurazioni NVMe/TCP.

Cosa succedera ora?

Dopo aver esaminato i requisiti di distribuzione,"creare SVM e LIF" .

Creare SVM e LIF e lo spazio dei nomi NVMe per i datastore NVMe/TCP vVols in un dominio di carico di
lavoro VCF VI

Crea una macchina virtuale di archiviazione (SVM) con piu interfacce logiche (LIF) per
fornire connettivita NVMe ai domini di carico di lavoro VMware Cloud Foundation. Questa
procedura riassume la configurazione di una SVM e di LIF abilitati per NVMe/TCP e la
creazione degli spazi dei nomi NVMe.

Passaggio 1: creare gli SVM e i LIF
Completare i seguenti passaggi per creare una SVM con piu LIF per il traffico NVMe/TCP.

Per aggiungere nuovi LIF a un SVM esistente, fare riferimento alla documentazione ONTAP :"Creare ONTAP
LIF".

Passi
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1. Da ONTAP System Manager, vai su VM di archiviazione nel menu a sinistra e fai clic su + Aggiungi.

Mostra esempio

= | ONTAP System Manager

Storage VMs

DASHBOARD
INSIGHTS
STORAGE Name
SETET EHC_isSCS|
Volumes

EHC
LUNs
Consistency Groups HMC_187
NVMe Namespaces HMC_3510

Shares
HMC_i5C5_3510

Buckets

infra_swvm_a300

Qtrees

Quotas J5_EHC_IsSCsI

Storage VMs

Tiers

2. Nella procedura guidata Aggiungi VM di archiviazione, immettere un Nome per la SVM, selezionare lo
Spazio IP e quindi, in Protocollo di accesso, fare clic sulla scheda NVMe e selezionare |la casella per
Abilitare NVMe/TCP.

OTViest
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Mostra esempio

Add Storage VM

STORAGE VM NAME

VCF_NVMe

IPSPACE

Default

Access Protocol

SMB/CIFS, NFS,S3  iSCSl

Enable NVMe/FC

Enable NVMe/TCP

FC @ NVMe

3. Nella sezione Interfaccia di rete, immettere Indirizzo IP, Maschera di sottorete e Dominio di broadcast
e porta per il primo LIF. Per i LIF successivi, & possibile utilizzare impostazioni individuali oppure abilitare
la casella di controllo per utilizzare impostazioni comuni per tutti i LIF rimanenti.

@ Per il multipathing e il failover su piu percorsi, creare almeno due LIF per nodo di
archiviazione in reti Ethernet separate per tutte le SVM nelle configurazioni NVMe/TCP.

4. Scegliere se abilitare I'account di amministrazione della VM di archiviazione (per ambienti multi-tenancy) e
fare clic su Salva per creare la SVM.

Mostra esempio

Storage VM Administration

Manage administrator account

Passaggio 2: creare lo spazio dei nomi NVMe

Gli spazi dei nomi NVMe sono analoghi ai LUN per iSCSi o FC. E necessario creare lo spazio dei nomi NVMe
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prima di poter distribuire un datastore VMFS da vSphere Client.

Per creare lo spazio dei nomi NVMe, ottenere il nome qualificato NVMe (NQN) da ciascun host ESXi nel
cluster. ONTAP utilizza I'NQN per fornire il controllo di accesso allo spazio dei nomi.

Passi

1. Aprire una sessione SSH con un host ESXi nel cluster per ottenere il suo NQN. Utilizzare il seguente
comando dalla CLI:

esxcli nvme info get

Dovrebbe essere visualizzato un output simile al seguente esempio:

Host NQN: ngn.2014-08.com.netapp.sddc:nvme:vcf-wkld-esx01

2. Registrare I'NQN per ciascun host ESXi nel cluster.

3. Da ONTAP System Manager, vai su NVMe Namespaces nel menu a sinistra e fai clic su + Aggiungi per
iniziare.

Mostra esempio

= [ ONTAP System Manager

NVMe Namespaces
DASHBOARD

INSIGHTS

STORAGE

Namespace Path
Overview

Volumes

LUNs

Consistency Groups

NVMe Namespaces

4. Nella pagina Aggiungi spazio dei nomi NVMe, inserisci un prefisso del nome, il numero di spazi dei nomi
da creare, la dimensione dello spazio dei nomi e il sistema operativo host che accedera allo spazio dei
nomi.

5. Nella sezione Host NQN, creare un elenco separato da virgole degli NQN precedentemente raccolti dagli
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host ESXi che accederanno agli spazi dei nomi.

6. Fare clic su Altre opzioni per configurare elementi aggiuntivi, come ad esempio il criterio di protezione
degli snapshot.

7. Infine, fare clic su Salva per creare lo spazio dei nomi NVMe.

Mostra esempio

= [ ONTAP System Manager

NVMe Namespaces
DASHBOARD

INSIGHTS

STORAGE Namespace Path

Overview

Volumes

LUMNs

Consistency Groups

NVMe Namespaces

Cosa succedera ora?

Dopo aver creato SVM e LIF,"configurare la rete per NVMe/TCP (NVMe/TCP) vVols" .

Configurare la rete per NVMe/TCP su host ESXi in un dominio di carico di lavoro VCF VI

Configurare la rete per I'archiviazione NVMe su TCP (NVMe/TCP) sugli host ESXi in un
dominio di carico di lavoro VI. Creerai gruppi di porte distribuiti per il traffico NVMe,
configurerai adattatori VMkernel su ciascun host ESXi e aggiungerai un adattatore
NVMe/TCP per abilitare connettivita affidabile e multipathing.

Eseguire i seguenti passaggi sul cluster del dominio del carico di lavoro VI utilizzando il client vSphere. In

questo caso viene utilizzato vCenter Single Sign-On, quindi il client vSphere & comune sia al dominio di
gestione che a quello del carico di lavoro.

Passaggio 1: creare gruppi di porte distribuiti per il traffico NVME/TCP

Completare i seguenti passaggi per creare un nuovo gruppo di porte distribuito per ciascuna rete NVMe/TCP.

Passi

144


vmw-vcf-viwld-supp-nvme-network.html

1. Dal client vSphere, accedere a Inventario > Rete per il dominio del carico di lavoro. Passare allo switch
distribuito esistente e scegliere I'azione per creare Nuovo gruppo di porte distribuite....

Mostra esempio

vSphere Client

&= vcf-wkid-01-IT-INF-WKLD-01-vds-01 | i acrions

[1:[] @ @ Summary Monitor Configure Permissions Ports Hosts
v [ vef-m01-vcOl.sdde.netapp.com
> FR vef-m01-dcOl Switch Details

~ [ vecf-wkid-veOl.sddc.netapp.com
v rﬂ vef-wkid-01-DC
~ I fa O
2 vef-wkld-01-IT-1-D\ =) Actions - vef-wkld-01-IT-INF- Version 8.00
) VeF-whid-O1-T-INF-mm— 01 V3 0 — ol Networks 3

Distributed Port Group

Manufacturer VMware, Inc.

[ vefwkld-01-IT-INF- =5 New Distribll_.llted Port Group... °
o p T 2 Add and Manage Hosts... 1
> = vef-whkid-O1-T-INF-Wi Import Di d Port Group...
Edit Notes... . A
(= Manage Distffiuted Port Groups...
Upgrade >
€ & &
Settings 7

2. Nella procedura guidata Nuovo gruppo di porte distribuite, inserisci un nome per il nuovo gruppo di
porte e fai clic su Avanti per continuare.

3. Nella pagina Configura impostazioni, compila tutte le impostazioni. Se si utilizzano le VLAN, assicurarsi
di fornire I'ID VLAN corretto. Fare clic su Avanti per continuare.
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Mostra esempio

New Distributed Port Configure settings X
GTOU D Set general properties of the new port group.
_ Port binding Static binding
1 Name and location
Port allocation i
Number of ports 8 3]
MNetwork resource pool {default)
VLAN
VLAN type WLAN
VLAN ID 3374 =
Advanced

|:\ Customize default policies configuration

CANCEL BACK

4. Nella pagina Pronto per il completamento, rivedere le modifiche e fare clic su Fine per creare il nuovo
gruppo di porte distribuite.

5. Ripetere questa procedura per creare un gruppo di porte distribuito per la seconda rete NVMe/TCP
utilizzata e assicurarsi di aver immesso I'ID VLAN corretto.

6. Dopo aver creato entrambi i gruppi di porte, passare al primo gruppo di porte e selezionare 'azione
Modifica impostazioni....
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Mostra esempio

vSphere Client

&2 vef-wkld-01-nvme-a

[]j] E @ Summary Maonitor Configure

» [ll";;' vef-mOl-vcOl.sddc.netapp.com

: ACTIONS

Permissions

v [ vef-wkid-veOlsdde netapp.com Distributed Port Group Details

“H wcf-wkld-01-DC
v (= vef-wkld-01-IT-INF-WKLD-01-vds-01
(% vef-wkld-Ol-iscsi-a
& vef-wkld-0l-iscsi-b
= vef-wkid-01-IT-1-DVUplinks-10 @
(& vef-wkld-01-IT-INF-WKLD-01-vds-01-pg-mgmt
vef-wkld-01-IT-INF-WHKLD-01-vds-01-pg-vmaotion

vcf-wkld-01-nvme-a

ey vef-wkld-01-ny 21 Actions - vef-wkid-01-nvme-a

v = vef-wkld-01-T-IN - (2) EdfySettings...
2y vef-wkid-01-IT SLJ
121 vef-wkld-O1IT E Configuration...

Restore Configuration...

Port binding
Port allocation
VLAN ID

Distributed switch

Network protocol
profile

MNetwork resource
pool

Hosts

Virtual machines

7. Nella pagina Gruppo di porte distribuite - Modifica impostazioni, vai su Teaming e failover nel menu a

sinistra e fai clic su uplink2 per spostarlo in basso a Uplink non utilizzati.
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Mostra esempio

Distributed Port Group - Edit Settings | vcf-wkid-01-nvme-a

General Load balancing Route based on originating virtual por
Advanced
Network failure detection Link status only
VLAN
Security Notify switches Yes
Traffic shaping
Failback Yes

Teaming and failover

Monitoring i
Failover order @

Miscellaneous
MOVE UP

Active uplinks
3 uplinki
Standby uplinks
Unused uplinks

1 uplink2

8. Ripetere questo passaggio per il secondo gruppo di porte NVMe/TCP. Questa volta, sposta uplink1 in
basso a Uplink non utilizzati.
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Mostra esempio

Distributed Port Group - Edit Settings | vcf-wkid-O1-nvme-b

el Load balancing Route based on originating virtual por
Advanced
Network failure detection Link status only
VLAN -
Security Notify switches Yag

Traffic shaping
Failback

Teaming and failover

Monitoring

Failover order @

Miscellaneous
MOVE UP

Active uplinks
] uplink2
Standby uplinks

Unused uplinks

3 uplink?

Passaggio 2: creare gli adattatori VMkernel su ciascun host ESXi
Creare gli adattatori VMkernel su ciascun host ESXi nel dominio del carico di lavoro.

Passi

1. Dal client vSphere, passare a uno degli host ESXi nell’inventario del dominio del carico di lavoro. Dalla
scheda Configura seleziona Schede VMkernel e fai clic su Aggiungi rete... per iniziare.

Mostra esempio

vSphere Client O,

< .
[ vcf-wkid-esx0l.sddc.netapp.com : ACTIONS
[Eﬂ E @ Summary Monitor Configure Permissions VMs Datastores Networks Updates
v [} vef-mOl-vcOl.sddc.netapp.com ~
® i Storage ~v ~ VMkernel adapters
v [ vef-m01-deO
. Storage Adapters
> [ vef-mOl-ciO ADD NETWRRKING.  REFRESH
— Storage Devices
v [ vef-wkld-veOlsdde.netapp.com .
. ’_ﬂ veb-wkid-01-DC Host Cache Configuration . Network Label ¥
v [ ITNE-WKLE-01 iz 2 RIS P B s 1) Ver-WKId-OT-T-INF-WKLD-01-vd
18 = vl e
/O Filters 5-O1-pg-mamt
[l vef-wkid-esx01.sddc.netapp.com LRganam
[ vef-wkid-esx02.sddc.netapp.com Networking v - » & venkcl %.\(Cf-\'\li((d;\:ﬂ-|T-‘NF-\.‘VKLD-C1-‘JDI
i : s-071-pg-vmotion
[Z vef-wkld-esx03.sddc.netapp.com Virtual switches = .
= H » 1 i A vC d-01-IT-INF-WKLD-01-vd
|5 wvef-wkld-esx04.sddc.netapp.com VMkernel adapters e s-01-pg-nfs
& vef-w0l-otvg Physical adapters .

% | .
% vmk10 [® -
TCR/IP configuration Liis0.2 o)

2. Nella finestra Seleziona tipo di connessione, seleziona Scheda di rete VMkernel e fai clic su Avanti per
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continuare.

Mostra esempio

Add Networking Select connection type

Select a connection type to create.
1 Select connection type

© VMkernel Network Adapter

The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI, NFS, FCoE, Fault
Tolerance, vSAN, host management and etc.

E:- Wirtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

() Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network.

3. Nella pagina Seleziona dispositivo di destinazione, seleziona uno dei gruppi di porte distribuite per
iSCSI creati in precedenza.

Mostra esempio

Add Networking Select target device
Select a target device for the new connection.
| 1 Select connection type © Select an existing network
() Select an existing standard switch
r.j:) New standard switch
Quick Filter Enter value
Name NSX Port Group ID Distributed Switch
O ) vef-whkid-Oliscsi-a it vef-wkid-O-T-INF-WKLD-01-vds-01
O B vef-wkid-Ot-iscsi-b = vef-wkid=01-IT-INF-WKLD-01-vds-01
':_) £ vef-wikid-01-T-INF-WKLD-01-vds-01-pg-mamt = vef-wkid-01-IT-INF-WKLD-01-vds-01
O @ vef-wkld-01-IT-INF-WKLD-01-vds-01-pg-nfs - vef-wkld-01-IT-INF-WEKLD-01-vds-02

vef-wikid-01-T-INF-WKLD-01-vds-01-pg-vmotion = vef-wkld-01-IT

F-WKLD-01-vds-01

vef-wkid-0l-nvme-a

@ &

vef-wkid-01-nvme-b - vef-wkld-01-IT-INF-WKLD-01-vds-01

Manage Columns 7 items

CANCEL

4. Nella pagina Proprieta porta, fare clic sulla casella NVMe/TCP e fare clic su Avanti per continuare.
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Mostra esempio

Add Networking

1 Select connection type

2 Select target device

3 Port properties

5. Nella pagina Impostazioni IPv4, compilare Indirizzo IP e Maschera di sottorete e fornire un nuovo

Port properties

Specify VMkernel port settings.

Network label
MTU

TCP/IP stack

Available services

Enabled services

Get MTU from switch

Default

vMotian
[ Provisioning
[ Fault Tolerance logaing
[] Management
[] vSphere Replication

["] vSphere Replication NFC [] NVMe over RDMA
[ vsan

[ vsaM witness

[T} vSphere Backup NFC

NWMe over TCP

CANCEL BACK

indirizzo IP del gateway (solo se necessario). Fare clic su Avanti per continuare.

Mostra esempio

Add Networking

1 Select connection type
2 Select target device

3 Port properties

4 IPv4 settings

IPv4 settings

Specify VMkernel IPv4 settings.

(") Obtain IPv4 settings automatically

@ Use static IPv4 settings

IPv4 address

Subnet mask

Default gateway

DNS server addresses

17221.118.191

255.2556.265.0

|:\ Override default gateway for this adapter

10.61.185.231

6. Rivedi le tue selezioni nella pagina Pronto per il completamento e fai clic su Fine per creare I'adattatore

VMkernel.
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Mostra esempio

Add Networking Ready to complete «
Review your selections before finishing the wizard

1 Select connection type 3
il v Select target device

) ) Distributed port vef-wkld-01-nvme-a
2 Select target device group
Distributed switch vef-wkld-01-IT-INF-WKLD-01-vds-01

3 Port properties
w Port properties
4 |Pv4 settings

New port group vecf-wkld-01-nvme-a (vef-wkld-01-IT-INF-WKLD-01-vds-01)
MTU 9000

5 Ready to complete .
vMotion Disabled
Provisioning Disabled
Fault Tolerance Disabled
logging
Management Disabled
vSphere Replication Disabled
vSphere Replication Disabled
NFC
VSAN Disabled
vSAN Witness Disabled

vSphere Backup NFC Disabled
NVMe over TCP Enabled
NVMe over RDMA Disabled

v IPv4 settings
IPv4 address 172.21.118.191 (static)
Subnet mask 255.255.255.0

CANCEL BACK

7. Ripetere questo processo per creare un adattatore VMkernel per la seconda rete iSCSI.

Passaggio 3: aggiungere I’adattatore NVMe/TCP

Ogni host ESXi nel cluster del dominio del carico di lavoro deve disporre di un adattatore software NVMe/TCP
installato per ogni rete NVMe/TCP stabilita dedicata al traffico di archiviazione.

Per installare gli adattatori NVMe/TCP e rilevare i controller NVMe, completare i seguenti passaggi.

1. Nel client vSphere, passare a uno degli host ESXi nel cluster del dominio del carico di lavoro. Dalla scheda
Configura, fare clic su Schede di archiviazione nel menu.

2. Dal menu a discesa Aggiungi adattatore software, seleziona Aggiungi adattatore NVMe su TCP.
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Mostra esempio

vSphere Client O,

) [ vcf-wkld-esxOl.sddc.netapp.com | : actions

m B B e

Summary Maonitor Configure Permissions VMs Datastores

> [ vef-m01-vc0lsddc.netapp.com
v [[# vef-wkid-veOlsdde.netapp.com
v R vcf-wkid-01-DC
v ([ IT-INF-WKLD-01

vcf-wkld-esx01.sddc.netapp.com

[[] vcf-wkld-esx02.sddc.netapp.com
[[] vcf-wkld-esx03.sddc.netapp.com
[ wvcf-wkid-esx04.sddc.netapp.com
G OracleSrv_01
&l OracleSrv_02
& OracleSrv_03
G OracleSrv_04

£

Storage

Storage Adapters

Storage Adapters

ADD SOFTWARE ADAPTER ~ REFRESH
Storage Devices

Host Cache Configuration

ware

Protocol Endpoints

UL EEs Add NVMe over TGP adapter
' 130T

O & umhbamU PIIX4 for 430T,

k:-' & vmhbao PVSCSI SCSIC

Networking ~

Virtual switches
VMkernel adapters
Physical adapters
TCPR/IP configuration

3. Nella finestra Aggiungi adattatore software NVMe su TCP, accedi al menu a discesa Scheda di rete
fisica e seleziona la scheda di rete fisica corretta su cui abilitare 'adattatore NVMe.

Mostra esempio

vcf-wkld-esx0O X
| 1.sddc.netapp.c
om

Add Software NVMe over
TCP adapter

Enable software NVMe adapter on the selected physical network adapter.

Physical Network Adapter vmnict/nvmxnet3

vmnic1/nvmxnet3

ymnic2/nvmxnet3

ymnic3/nvmxnet3

e | I
|

4. Ripetere questa procedura per la seconda rete assegnata al traffico NVMe/TCP, assegnando I'adattatore
fisico corretto.

5. Selezionare uno degli adattatori NVMe/TCP appena installati. Nella scheda Controller, seleziona
Aggiungi controller.
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7. Fare clic su OK per aggiungere i controller selezionati.
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Mostra esempio

vSphere Client

(I

B @

> [ vef-mO1-veOl.sdde netapp.com

-E? vif-whid-vcOl.sddc.netapp.com
[ vef-wkid-01-DC
v [ IT-INF-WKLD-01

A vel-whid-esx0.sddc.n etapp.com

&

BB S S

%
]

G
=)

@

vef-wkid-esx02.sddc netapp.com
wif-whid-esx03.sddc netapp.com
vif-whkld-esx04.sddc.netapp.com
OracleSrv_01

CracleSrv_02

CracleSrv_03

OracleSrv_04

SQLSRV-01

SQLSRV-02

SQLSRV-03

SQLSRV-04

Win2022-B

<

Summary Maonitor Configure

Storage

Host Cache Configuration
Protocol Endpoints
/O Fllters
Networking
Virtual switches
VMEkernel adapters
Physical adapters
TCPAP configuration
Virtual Machines
VM Startup/Shutdown
Agent VM Settings
Default WM Compatibility
Swap File Location
System
Licensing
Host Profile

Time Configuration

Albhantieatlan Camisne

~
W

[ vef-wkld-esx0l.sddc.netapp.com L ACTIONS

Permissions VMs Datastores Metworks Updates

Storage Adapters

ADD SOFTWARE ADAFTER v REFRESH  RESCAN STORAGE  RESCAN ADAPTER  REMOVE
Adagter v | Modsl T Type T
O & wmnhbaes i5CSI Software Adapte i5CS

NVME over TCP

Manage Columns | | Export -

Properties Devices Paths Mamespaces Cantrollers

ADD CONTROLLER
]| mame v SUbSYSEEM NGN

Nella finestra Aggiungi controller, seleziona la scheda Automaticamente e completa i seguenti

passaggi.

a. Immettere un indirizzo IP per una delle interfacce logiche SVM sulla stessa rete dell’adattatore fisico
assegnato a questo adattatore NVMe/TCP.

b. Fare clic sul pulsante Scopri controller.

c. Dall’elenco dei controller rilevati, fare clic sulla casella di controllo per i due controller con indirizzi di
rete allineati con questo adattatore NVMe/TCP.



Mostra esempio

Add controller | vmhba68 %
Automatically Manually
Host NGN ngn.2014-08.com.netapp.sddcnvme:vef-whkid- 0O copy
[1=] 172.21.118.189 |:| Central discovery controller
Enter IPv4 / IPvE-address
Port Number
Range more from 0
Digest parameter [ ] Header digest [ ] Data digest

DISCOVER CONTROLLERS |

@

Select which controller to connect

|j Iel T Subsystem NGN T Transport Type T P T Port Number T i

ngn. 1992-08.com.netapp:sn. nvm 172.21.118.189
64df3069fb6411eeas5100a

098b46aZl:subsystem . VCF

_WEKLD_ 04 NVMe VCF_W

KLD_04_NvVMe

ngn.1992-08.com.netapp:sn. nvm 172.21118.190
64df3069fb6411eea55100a

Yy CT Oy b

*| Manage Columns items

. Dopo alcuni secondi dovresti vedere lo spazio dei nomi NVMe apparire nella scheda Dispositivi.
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Mostra esempio

Storage Adapters
ADD SOFTWARE ADAPTER v REFRESH RESCAN STORAGE RESCAN ADAPTER REMOCVE

Adapter L3 Model T Type T Status T Identifier T Targets T Devices T Paths T

> vmhbab5s ISCSI Software Adapter isSCsI Cnline iscsi_vmk(ign.1998-01.com.vm 4 2 8
ware:vef-wkid-esx01 sdde net
app.com:794177624:65)

(:‘ & vmhbal PiiX4 for 430TX/440BX/MX IDE Controller Block SCSI Unknown = 1 1 1
(:‘ & vmhbas4 PilX4 for 430TX/440BX/MX |DE Controller Block SCSI Unknown = 0 o o]
(:‘ & vmhba0 PVSCSI SCSI Controller Scsl Unknown - 3 a 3
vmhbat8 VMware NVMe over TCP Storage Adapter NVME over TCP Online 1 1 1

'::‘) & vmhbasgg VMware NVMe over TCP Storage Adapter NWVME over TCP Online - o [e] [¢]

Manage Columns J [Expor( v J &items

Properties Depjices Paths MNamespaces Controllers
REFRESH @-
=5 0 tional Hard i
[ | Name v | LN v | Type v  Capacity v | Datastore r | e T | st v  DriveType y | Transport
[ | NvMe TCP Disk (uuid 929a6a3045764784 [} disk 3.007TB Not Consumed Attached Supported Flash TCPTRAN
9146209d6e55h07E) RT

9. Ripetere questa procedura per creare un adattatore NVMe/TCP per la seconda rete stabilita per il traffico
NVMe/TCP.

Cosa succedera ora?

Dopo aver configurato la rete,"configurare I'archiviazione per NVMe vVols" .

Configurare I'archiviazione NVMe/TCP vVols in un dominio di carico di lavoro VCF VI

Configurare I'archiviazione NVMe/TCP vVols in un dominio di carico di lavoro VMware
Cloud Foundation VI. Distribuirai gli strumenti ONTAP , registrerai un sistema di storage,
creerai un profilo di capacita di storage e fornirai un datastore vVols nel client vSphere.

Passi

1. Nel client vSphere, passare a uno degli host ESXi nel cluster del dominio del carico di lavoro. Dal menu
Azioni selezionare Archiviazione > Nuovo datastore....
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Mostra esempio

vSphere Client

m B 8 @

> [ vef-m01-vcOlsddc netapp.com
v [ vcf-wkid-vcOl.sddc.netapp.com
v [l vef-wkid-01-DC
v [ IT-INF-WKLD-01

3| vecf-wkld-esx0l.sddc.netapp.com

il vef-wkid-esx02 sddc.netapp.com
[l vcf-wklid-esx03.sddc.netapp.com
[{ vef-wkid-esx04 sddc.netapp.com
i OracleSrv_o1
&l OracleSrv_02
(i OracleSrv_03
i OracleSrv_04
&l SQLSRV-01
@ SQLSRV-02
i SQLSRV-03
&% SQLSRV-04

<
Summary Monitor Configure
Host Details
Hypervisor:
Model:

L -

Processor Type:

Logical Processors:

NICs:
Virtual Machines:
State:

Uptime:

E vcf-wkid-esx0l.sddc.netapp.com

Permissions v [7] Actions - vef-wkid- )dates
esx0l.sddc.netapp.com

&% New Virtual Machine..

id Usage
& Deploy OVF Template. g
2:04 PM
VMware ES:
9
VMware7 1 o
M @@ Import VMs
Intel(R) Xeot
U@ ch
482306 Maintenance Mode
- Connection
4
Power b
Connected Certificates ?
19 days
Ef New Datastore...
& Add Networking... [ Rescan Storage

e

2. Nella procedura guidata Nuovo datastore, selezionare VMFS come tipo. Fare clic su Avanti per

continuare.

3. Nella pagina Selezione nome e dispositivo, specificare un nome per il datastore e selezionare lo spazio
dei nomi NVMe dall’elenco dei dispositivi disponibili.
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Mostra esempio

New Datastore Name and device selection

Specify datastore name and a disk/LUN for provisioning the datastore.
| 1 Type

Name VCF_WEKLD_04._NVMe

2 Name and device selection

Hardware Drive Sector <
Mae; T LUN v Capacily. -y Acceleration T Type T Format \5"‘
NVMe TCP Disk .929a6 3.00TE Supported
a90457647849146e09d6e5
5bO76)
'~:} Local VYMware Disk {naa.60 o 4.00 GB Mot supported Flash 512n N
00c29f83dciled2d230340d
eb66036)
f::_i Local VMware Disk (naa.60 (6] 75.00 GB MNot supported Flash 512n N
00c291464644a835bc23d3
84813ac0)
< >
Manage Columns | [ Export v Jitems

CANCEL BACK

4. Nella pagina Versione VMFS, selezionare la versione di VMFS per il datastore.

5. Nella pagina Configurazione partizione, apportare le modifiche desiderate allo schema di partizione
predefinito. Fare clic su Avanti per continuare.

158

~



Mostra esempio

New Datastore

1 Type
2 Name and device selection

3 WMFS version

4 Partition configuration

Partition configuration

Review the disk layout and specify partition configuration details.

Partition Configuration

Datastore Size

Block size

Space Reclamation Granularity

Space Reclamation Priority

Use all available partitions

3072

GB

Free Space:

CANCEL BACK

3TBE

Usage on selected partition: 3TB

6. Nella pagina Pronto per il completamento, rivedere il riepilogo e fare clic su Fine per creare il datastore.

7. Passare al nuovo datastore nell'inventario e fare clic sulla scheda Host. Se configurati correttamente, tutti
gli host ESXi nel cluster dovrebbero essere elencati e avere accesso al nuovo datastore.

Mostra esempio

— vSphere Client

< .
E VCF_WKLD_04_NVMe | :acrions
ith B @ Summary  Monitor  Configure  Permissions  Files Mo VMs
v [@ vcf-mOl-veO1sddc.netapp.com
> [l vcf-mOl-dcol Quick Filter Enter value
v [ vcf-wkid-vcOl.sddc.netapp.com O Neite & | sai S
v Fawkid-01-DC
B3 vetw O # [ vefwkid-esxOlsddcnetappco — Connected +/ Normal
B vcf-wkid-esxOl-esx-install-datastore m
B vcf-wkid-esx02-esx-install-datastore (m} [ vctwikid-esx02.sddcnetappco  Connected + Normal
m
B vcf-wkid-esx03-esx-install-datastore *[ ‘
[0 ¢ [ veiwkid-esx03sddcnetappco  Connected ' Normal
B vcf-wkid-esx04-esx-install-datastore P
B VCF_WKLD_01 O [ vefwkid-esx04.sddcnetappco  Connected /' Normal

12

E VCF_WKLD_02_VVOLS
B VCF_WKLD_03_isCs|
B VCF_WKLD_04 NVMe

Informazioni aggiuntive

Cluster

([ IT-INF-WKLD-0
1
([} IT-INF-WKLD-0
1
[E] IT-INF-WKLD-0
¥

(0] IT-INF-WKLD-O
1

Consumed CPU %

15%

9%

%

%

Consumed Memory %

13%

15%

2%

a%

HA State

/ Connected (Se
condary)

v Running (Prima
ry)

/ Connected (Se
condary)

+/ Connected (Se
condary)

Uptime

19 days

19 days

19 days

19 days

* Per ulteriori informazioni sulla configurazione SAN per la ridondanza, fare riferimento a"Riferimento alla

configurazione SAN NetApp" .
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* Per ulteriori informazioni sulle considerazioni di progettazione NVMe per i sistemi di archiviazione ONTAP ,
fare riferimento a"Configurazione, supporto e limitazioni NVMe" .

* Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP , fare riferimento
a"Documentazione ONTAP 9" .

 Per informazioni sulla configurazione di VCF, fare riferimento a"Documentazione di VMware Cloud
Foundation" .

Aggiungere un datastore VMFS basato su FC come storage supplementare ai
domini di carico di lavoro VI

In questo caso d’'uso descriviamo la procedura per configurare un datastore VMFS
utilizzando Fibre Channel (FC) come storage supplementare per un dominio di carico di
lavoro VMware Cloud Foundation (VCF) Virtual Infrastructure (VI). Questa procedura
riassume la distribuzione di ONTAP Tools per VMware vSphere, la registrazione del
server vCenter del carico di lavoro VI, la definizione del backend di storage e il
provisioning del datastore FC.

Prima di iniziare

Assicurarsi che i seguenti componenti e configurazioni siano presenti.
» Un sistema di archiviazione ONTAP AFF o ASA con porte FC collegate a switch FC.
* SVM creato con FC LIF.
» vSphere con HBA FC collegati agli switch FC.

» Sugli switch FC & configurata la suddivisione in zone con singolo iniziatore-destinazione.

» Utilizzare I'interfaccia logica FC SVM nella configurazione della zona anziché le porte FC
@ fisiche sui sistemi ONTAP .

* Utilizzare multipath per FC LUN.

Passi

1. Registrare il carico di lavoro VI vCenter seguendo le istruzioni nella documentazione degli ONTAP tools for
VMware vSphere :"Registra il carico di lavoro VI vCenter" .

La registrazione del carico di lavoro VI vCenter abilita il plugin vCenter.

2. Aggiungere un backend di storage utilizzando I'interfaccia client vSphere seguendo le istruzioni nella
documentazione degli ONTAP tools for VMware vSphere :"Definisci il backend di archiviazione utilizzando
l'interfaccia client vSphere" .

L'aggiunta di un backend di archiviazione consente di integrare un cluster ONTAP .

3. Eseguire il provisioning di VMFS su Fibre Channel (FC) seguendo le istruzioni nella documentazione degli
ONTARP tools for VMware vSphere :"Provisioning VMFS su FC" .

Informazioni aggiuntive

* Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP , fare riferimento
a"Documentazione ONTAP 9" .
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* Per informazioni sulla configurazione di VCF, fare riferimento a"Documentazione di VMware Cloud
Foundation" .

 Per informazioni sulla configurazione di Fibre Channel sui sistemi di archiviazione ONTAP , fare riferimento
a "Gestione dello storage SAN" nella documentazione ONTAP 9.

* Per informazioni sull’'utilizzo di VMFS con sistemi di archiviazione ONTAP , fare riferimento a"Guida alla
distribuzione per VMFS" .

» Per demo video di questa soluzione, fare riferimento a"Provisioning del datastore VMware" .

Proteggi VCF con SnapCenter

Scopri come proteggere i domini dei carichi di lavoro VCF con il plug-in
SnapCenter per VMware vSphere

Scopri le soluzioni NetApp che puoi utilizzare per proteggere i carichi di lavoro VMware
Cloud Foundation (VCF) con SnapCenter Plug-in for VMware vSphere. Questo plug-in
semplifica il backup e il ripristino, garantendo backup coerenti con le applicazioni e
ottimizzando lo storage con le tecnologie di efficienza di NetApp.

Supporta flussi di lavoro automatizzati e operazioni scalabili, garantendo al contempo un’integrazione perfetta
con il client vSphere. Grazie alla replica SnapMirror che fornisce un backup secondario in sede o sul cloud,
garantisce una solida protezione dei dati ed efficienza operativa negli ambienti virtualizzati.

Per maggiori dettagli fare riferimento alle seguenti soluzioni.

* "Proteggi il dominio del carico di lavoro VCF"
+ "Proteggere piu domini di carico di lavoro VCF"

* "Proteggi il dominio del carico di lavoro VCF con NVMe"

Proteggi un dominio di carico di lavoro VCF con il plug-in SnapCenter per VMware
vSphere

In questo caso d'uso descriviamo la procedura per utilizzare il plug-in SnapCenter per
VMware vSphere per eseguire il backup e il ripristino di VM e datastore in un dominio di
carico di lavoro VMware Cloud Foundation (VCF). Questa procedura riassume
'implementazione del plug-in SnapCenter per VMware vSphere, I'aggiunta di sistemi di
storage, la creazione di policy di backup e I'esecuzione di ripristini di VM e file.

In questa soluzione, come protocollo di archiviazione per il datastore VMFS viene utilizzato iSCSI.

Panoramica dello scenario

Questo scenario comprende i seguenti passaggi di alto livello:
* Distribuire il SnapCenter Plug-in for VMware vSphere (SCV) sul dominio del carico di lavoro VI.
 Aggiungere sistemi di archiviazione a SCV.

* Creare policy di backup in SCV.

 Creare gruppi di risorse in SCV.
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« Utilizzare SCV per eseguire il backup di datastore o VM specifiche.
« Utilizzare SCV per ripristinare le VM in una posizione alternativa nel cluster.

* Utilizzare SCV per ripristinare i file in un file system Windows.

Prerequisiti
Questo scenario richiede i seguenti componenti e configurazioni:
» Un sistema di archiviazione ONTAP ASA con datastore iISCSI VMFS assegnati al cluster del dominio del

carico di lavoro.

» Un sistema di archiviazione ONTAP secondario configurato per ricevere backup secondari tramite
SnapMiirror.

* La distribuzione del dominio di gestione VCF & completa e il client vSphere &€ accessibile.

* In precedenza é stato distribuito un dominio di carico di lavoro VI.

» Le macchine virtuali sono presenti sul cluster che SCV & designato a proteggere.
Per informazioni sulla configurazione dei datastore iSCSI VMFS come storage supplementare, fare riferimento
a"iSCSI come storage supplementare per i domini di gestione che utilizzano ONTAP Tools per VMware"

in questa documentazione. Il processo per utilizzare OTV per distribuire gli archivi dati &€ identico per i domini di
gestione e di carico di lavoro.

Oltre a replicare i backup eseguiti con SCV su un archivio secondario, € possibile effettuare

copie offsite dei dati su un archivio di oggetti su uno dei tre (3) principali provider cloud
utilizzando NetApp Backup and Recovery per VM. Per maggiori informazioni fare riferimento a
questa offerta"Documentazione NetApp Backup and Recovery" .

= u:;:u'l

o Primary data %
léData' "
e Secondary copy |l ~ Copies

.1_ Cnp:f'.
e Cloud copy Q Offsite

Fasi di distribuzione

2 Media
- Types

Per distribuire il plug-in SnapCenter e utilizzarlo per creare backup e ripristinare VM e datastore, completare i
seguenti passaggi:

Distribuire e utilizzare SCV per proteggere i dati in un dominio di carico di lavoro VI

Completare i seguenti passaggi per distribuire, configurare e utilizzare SCV per proteggere i dati in un dominio
di carico di lavoro VI:
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Distribuisci il SnapCenter Plug-in for VMware vSphere

Il plug-in SnapCenter & ospitato sul dominio di gestione VCF ma registrato su vCenter per il dominio del

carico di lavoro VI. Per ogni istanza vCenter & necessaria un’istanza SCV e, tieni presente che un
dominio di carico di lavoro puo includere piu cluster gestiti da una singola istanza vCenter.

Completare i seguenti passaggi dal client vCenter per distribuire SCV nel dominio del carico di lavoro VI:

1. Scarica il file OVA per la distribuzione SCV dall’'area download del sito di supporto NetApp"QUI" .

2. Dal dominio di gestione vCenter Client, selezionare Distribuisci modello OVF....

vSphere Client

F
O

[

=

<

v [ vef-mOl-veDl.sddc.netapp.com

v R vecf-mO1-dcO1

Uw

{
[
"
|
-

]

vef-mC
vef-m(
vef-mC
vcf-ml
vef-mC
vef-m(
vef-mC
vcf-m(
vef-wi

vef-wi

([ Actions - vef-m01-cl01
[ Add Hosts...

Gt New Virtual Machine...

(f New Resource Pool...

& Deploy ONMF Template...

[ vef-m0O1-clO1

Summary Maonitor

Services .

vaphere DRS

juration .
kstart

eral

Provider

varse EVC

ot New vA

& Import VMs

Host Groups
Host Rules
Dverrides

-ilters

3. Nella procedura guidata Distribuisci modello OVF, fai clic sul pulsante di opzione File locale e
seleziona quindi di caricare il modello OVF scaricato in precedenza. Fare clic su Avanti per

continuare.
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Deploy OVF Template Select an OVF template x

Select an OVF template from remote URL or local file system
1 Select an OVF template Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from
your computer, such as a local hard drive, a network share, or a CD/DVD drive.

QO URL

@ Local file

UPLOAD FILES scv-5.0P2-240310_1514.ova

4. Nella pagina Seleziona nome e cartella, specificare un nome per la VM del broker dati SCV e una
cartella nel dominio di gestione. Fare clic su Avanti per continuare.

5. Nella pagina Seleziona una risorsa di elaborazione, seleziona il cluster del dominio di gestione o
I'host ESXi specifico all'interno del cluster su cui installare la VM.

6. Esaminare le informazioni relative al modello OVF nella pagina Esamina dettagli e accettare i termini
di licenza nella pagina Accordi di licenza.

7. Nella pagina Seleziona storage, seleziona il datastore in cui verra installata la VM e seleziona il
formato del disco virtuale e i criteri di storage della VM. In questa soluzione, la VM verra installata
su un datastore iISCSI VMFS situato su un sistema di archiviazione ONTAP , come precedentemente
distribuito in una sezione separata di questa documentazione. Fare clic su Avanti per continuare.

Deploy OVF Template Select storage %

Select the storage for the configuration and disk files
1 Select an OVF template [ Encrypt this virtual machine (3)
Select virtual disk format Thin Provision

2 Select a name and folder VM Storage Policy | Datastore Default

] misable Sterage DRS for this virtual machine

3 Select a compute resource
Storage

Mg Compatibility v

Capacity T Provisioned v | Free T T

4 Review details

B mgmt_o1_iscsi

) O | B vermot-clol-ds-vsanat = 999.97 GB 4916 GB 957.54 GB v
5 License agreements =
9] L_ﬂ wef-m01-esx01-esx-install-datastore = 2575 GB 4.56 GB 2119 GB v
o —clies ioiagE l(.:] L_a wef-m0l-esx02-esx-install-datastore = 2575 GB 4.56 GB 2119 GB V
(O | B vef-mol-esx03-esx-install-datastore  — 2575 GB 456 GB 2119 GB v
QO | B ver-mot-esx04-esxinstall-datastore — 2575 GB 456 GB 2119 GB v
v
< >

Manage Columns Items per page 10 6 items

Compatibility

.~ Compatibility checks succeeded.

CANCEL BACK
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8. Nella pagina Seleziona rete, seleziona la rete di gestione in grado di comunicare con I'appliance
vCenter del dominio del carico di lavoro e con i sistemi di storage ONTAP primario e secondario.

Select Network

Quick Filter Enter value

NSX Port Group
1D

sDDC-DPortGroup-vM-Mgm
QO ® vcf-mO-cl0l-vdsOl-pg-iscsi-a
O | & vcr-m0ol-cotvds0l-pg-iscsi-

b

O Ry vef-moi-cl0l-vdsOt-pg-mamt
<

Manage Columns

~
Distributed Swit

vcf-rn01-clO1-v
1

vef-mOi-clOl-v
1

vef-mO1-cloT-v
1

w:fcf—mO‘I—cID1—\.f 3
>

CANCEL

9. Nella pagina Personalizza modello compila tutte le informazioni richieste per la distribuzione:

o

o

o

o

FQDN o IP e credenziali per I'appliance vCenter del dominio del carico di lavoro.

Credenziali per 'account amministrativo SCV.
Credenziali per I'account di manutenzione SCV.
Dettagli sulle proprieta di rete IPv4 (& possibile utilizzare anche IPv6).

Impostazioni di data e ora.

Fare clic su Avanti per continuare.
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Deploy OVF Template Customize template %

Customize the deployment properties of this software solution.

1 Select an OVF template

2 Select a name and folder v 1. Register to existing vCenter 4 settings

1.1 vCenter Name(FQDN) or IP Address cf-wikid-vcO1.sddc.netapp.com

3 Select a compute resource

1.2 vCenter username cf loca

4 Review details
1.3 vCenter password

5 License agreements Password @
6 Select storage
Confirm Password @
7 Select networks
7 1.4 vCenter port 443 ;
8 Customize template P S ]
v 2. Create SCV Credentials 2 settings
2.1 Usermame admin
2.2 Password
Password ssssessen @
Confirm Password | - | @

~ 3. System Configuration 1 settings

Deploy OVF Template Customize template

“ 4.2 Setup IPv4 Network Properties 6 settings
1 Select an OVF template

4.211Pv4 Address IP address for the appliance, (Leave blank if O
2 Select a name and folder 172.21.166.148
4.2.2 IPv4 Netmask Subnet to use on the deployed network. (Leave blank if DHCP is
3 Select a compute resource
desired)

4 Review det

42 3 IPv4 Gateway Gateway on the depioye oric (Leave blank if DHCP is desired)
5 ense agreements _ .
5 License agreement 172 21166 1
6 Select storage 4.2 4 IPv4 Primary DNS Primary DNS se ve blank if DHCP is desired)

1061185231

7 Select networks

4.2.5 IPv4 Secondary DNS Secondary DNS server's IP address. (optional - Leave blank if DHCP
8 Customize template i desined)
10.61.186.23
4.2.6 IPv4 Search Domains (optional) Comma separated list of search domain names to use when

resclving host names. (Leave blank if DHCP is desired)

netapp.com,sddc.netapp.com

“ 3.3 Setup IPv6 Network Properties settings

4.311Pv6 Address IP address for the appliance. (Leave blank if DHCP is desired)
4.3.2 IPv6 PrefixLen Prefix length to use on the deployed network. (Leave blank if DHCP
is desired)
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“ 5. Setup Date and Time 2 settings

5.1 NTP servers (optional) A comma-separated list of hostnames or IP addre:

Servers. If left blank, VMware toals based time synchronization will
be used.

172.21166.1

5.2 Time Zone setting Sets the selected timezone setting for the VM

America/New_York v

CANCEL BACK NEXT

10. Infine, nella pagina Pronto per il completamento, rivedi tutte le impostazioni e fai clic su Fine per
avviare la distribuzione.
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Aggiungere sistemi di archiviazione a SCV

Una volta installato il plug-in SnapCenter , completare i seguenti passaggi per aggiungere sistemi di
archiviazione a SCV:

1. E possibile accedere a SCV dal menu principale di vSphere Client.

vSphere Client O,

|'|'-ﬁ Home
&b Shortcuts

=
&g Inventory

[—'I Content Libraries
db Workload Management

EE': Global Inventory Lists

Lﬁ Policies and Profiles

A Auto Deploy

& Hybrid Cloud Services

<» Developer Center

&2 Administration

IEI Tasks

L> Tags & Custom Attributes

F‘f}ﬂ Lifecycle Manager

MNsoa enter Plug-in for VYMware vSphere
“ M NTAP tools

2. Nella parte superiore dell'interfaccia utente SCV, seleziona I'istanza SCV corretta che corrisponde al
cluster vSphere da proteggere.
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vSphere Client

SnapCenter Plug-in for VMware vSpherel] INSTANCE 172.21.166.148:8080 ~

#; Dashboard Dashboard

Ei Settings

3. Vai su Sistemi di archiviazione nel menu a sinistra e clicca su Aggiungi per iniziare.

vSphere Client

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 ~

% Dashboard Storage Systems
Ei Settings

A pEin RDeer [
Resource Groups Nam Display Name
) Policies

Storage Systems

E, Guest File Restore

4. Nel modulo Aggiungi sistema di archiviazione, compilare l'indirizzo IP e le credenziali del sistema
di archiviazione ONTAP da aggiungere e fare clic su Aggiungi per completare I'operazione.

169



Add Storage System X

Storage System ['1 72.16.9.25 I
Authentication Method @ Credentials (O Certificate
Username [a dmin I
Password |IIIIII|II

Protocol HTTPS |

Port 443 |

Timeout [EU Seconds
] Preferred IP [F'referred [=

Event Management System{EMS) & AutoSupport Setting

D Log Snapcenter senver events to syslog
|:| Send AutoSupport Motification for failed operation to storage system

CAMCEL

5. Ripetere questa procedura per tutti gli altri sistemi di archiviazione da gestire, compresi quelli da
utilizzare come destinazioni di backup secondarie.
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Configurare i criteri di backup in SCV

Per ulteriori informazioni sulla creazione di policy di backup SCV, fare riferimento a"Creare policy di
backup per VM e datastore” .

Per creare un nuovo criterio di backup, completare i seguenti passaggi:

1. Dal menu a sinistra seleziona Criteri e clicca su Crea per iniziare.

vSphere Client

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 ~

% Dashboard Policies

E& Settings

(% Resource Groups a N VWM Conslstency
i, Policies

Storage Systems

E, Guest File Restore

2. Nel modulo Nuova politica di backup, specificare un Nome e una Descrizione per la politica, la
Frequenza con cui verranno eseguiti i backup e il Periodo di conservazione che specifica per
quanto tempo verra conservato il backup.

Periodo di blocco consente alla funzione ONTAP SnaplLock di creare snapshot a prova di
manomissione e consente la configurazione del periodo di blocco.

Per Replica selezionare per aggiornare le relazioni SnapMirror o SnapVault sottostanti per il volume
di archiviazione ONTAP .

Le repliche SnapMirror e SnapVault sono simili in quanto entrambe utilizzano la
tecnologia ONTAP SnapMirror per replicare in modo asincrono i volumi di archiviazione
su un sistema di archiviazione secondario per una maggiore protezione e sicurezza.
Per le relazioni SnapMirror , la pianificazione della conservazione specificata nella
policy di backup SCV regolera la conservazione sia per il volume primario che per

quello secondario. Grazie alle relazioni SnapVault , € possibile stabilire un programma
di conservazione separato sul sistema di archiviazione secondario per programmi di
conservazione a lungo termine o diversi. In questo caso I'etichetta dello snapshot viene
specificata nella policy di backup SCV e nella policy associata al volume secondario,
per identificare a quali volumi applicare la pianificazione di conservazione
indipendente.

Seleziona eventuali opzioni avanzate aggiuntive e clicca su Aggiungi per creare la policy.
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New Backup Policy

Hame

Description

Frequency

Locking Period

Retention

Replication

Advanced -

[Daily_Snapmirrnr

[descriptinn

Daily

Enable Snapshot Locking €

ﬁays o keep

- [15

B Update SnapMirror after backup @

Update SnapVault after backup &

Snapshotlabel |

VI consistency @

Include datastores with independent disks

Scripts &

Enter script path

CANCEL



Creare gruppi di risorse in SCV

Per ulteriori informazioni sulla creazione di gruppi di risorse SCV, fare riferimento a"Creare gruppi di
risorse" .

Per creare un nuovo gruppo di risorse, completa i seguenti passaggi:

1. Dal menu a sinistra seleziona Gruppi di risorse e clicca su Crea per iniziare.

vSphere Client O,

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 ~

% Dashboard Resource Groups

& Setti
Eﬁ ettings 4 Crogte Y ¢ Dalete @ Run N @

1 Resource Groups
Ma Drescriptic

i Policies
Storage Systems

E; iGuest File Restore

2. Nella pagina Informazioni generali e notifiche, specificare un nome per il gruppo di risorse, le
impostazioni di notifica e qualsiasi altra opzione per la denominazione degli snapshot.

3. Nella pagina Risorsa selezionare i datastore e le VM da proteggere nel gruppo di risorse. Fare clic su
Avanti per continuare.

Anche quando vengono selezionate solo VM specifiche, viene sempre eseguito il

backup dell’'intero datastore. Cio avviene perché ONTAP esegue snapshot del volume
che ospita il datastore. Tuttavia, tieni presente che selezionando solo VM specifiche
per il backup si limita la possibilita di ripristinare solo quelle VM.
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Create Resource Group

+ 1, General info & notification

Scope: [Virtual Machines v |
Parent entity: VCF_WKLD_03_isCs!
3. Spanning disks
y Palicias Q,  Enter available entity name
4. FOUCIES
5. Schedules Available entities
6. Summary 5 OracleSn_01

5 OracleSnv_02
5 OracleSnv_03

B OracleSn_04

B

Selected entities
51 80LSRY-01
(51 SOLSRV-02
(51 SOLSRW02

1 80LSRY-04

BACK

oo

4. Nella pagina Dischi distribuiti selezionare I'opzione per la gestione delle VM con VMDK che si

estendono su piu datastore. Fare clic su Avanti per continuare.



Create Resource Group

TR It & anBiCa ol Always exclude all spanning datastores

- 2. Resource This means that only the datastores directly added to the resource group and the primary datastore of Vs

directly added to the resource group will be backed up
3. Spanning disks

4. Policies © Always include all spanning datastores

All datastores spanned by all included WMs are included in this backup

6. Summary

Manually select the spanning datastores to be included &

You will need to modify the list every time new VMs are added

There are no spanned entities in the selected virtual entities list.

BACK FINISH CANCEL

5. Nella pagina Criteri seleziona un criterio creato in precedenza o piu criteri che verranno utilizzati con
questo gruppo di risorse. Fare clic su Avanti per continuare.
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Create Resource Group

< 1. General info & notification

* Create
& RezouTee: [ Name + VM Consistent include independentdi_.  Schedule
-+ 3. Spanning disks I T
i Daily_Snapmirror No No Daily

dules

6. Summary

CFIMISH | cancEL

6. Nella pagina Pianificazioni stabilire quando verra eseguito il backup configurando la ricorrenza e
I'ora del giorno. Fare clic su Avanti per continuare.
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Create Resource Group

1. General info & notification
2. Resource
3. Spanning disks

4, Policies

5. Schedules

6. Summary

Daily_Snapmi... «

Type

Every

Starting

At

Daily
1 | Day(s)
|04104/2024 |

04E 45E F‘MB

BACK

7. Infine, rivedere il Riepilogo e fare clic su Fine per creare il gruppo di risorse.
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Create Resource Group

- 1.General info & notification

Hame S0L_Servers
- 2.Resource
Description
- 3. Spanning disks b
. Send email Mever
< 4, Policies
. 5. Schedules Latest Snapshot name MNone @
Entities SOLSRV-01, SALSRV-02, SALSRY-02, SQLSRV-04
Spanning False
Paolicies Name Frequency Snapshot Locking Period

Daily_Snapmir...  Daily -

CANCEL

8. Dopo aver creato il gruppo di risorse, fare clic sul pulsante Esegui ora per eseguire il primo backup.
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vSphere Client

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 ~

& Dashboard Resource Groups
Eo Settings
o Create  # Edit 3 Delete (O Runigw ) Suspend | Resum E’ Export
Resource Groups
Name ription Polit
8 Policies _
. Datly

&= Storage Systems

E&. Guest File Restore

»

9. Vai alla Dashboard e, in Attivita recenti del lavoro, clicca sul numero accanto a ID lavoro per aprire

il monitor del lavoro e visualizzare 'avanzamento del lavoro in esecuzione.



= vsphereclient O i

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 ~

£ Dashboard

Ei Settings

Resource Groups
o Policies

&8 Storage Systems

[F& Guest File Restore

»

Dashboard
Status Job Manitor Reports Getting Started
RECENT JOB ACTIVITIES @ Hobgats -5 RY
) Backup Running Lob |D; 1 min ago
e 3 Backup of Resource Group ‘SOL_Servers witn Palicy ‘Daily_Snapmiror
3 (Job T)Primary Backup of Resource Group 'SQL_Servers’ with Policy ‘Daily_Snapmirror
& Retrieving Resource Group and Palicy information
& Discovering Resources
Walidate Retention Settings
@ Quiescing Applications
& Retrieving Metadata :
See All Hup: 1
& Creating Snapshot copy
CONFIGURATION © & Unqguiescing Applications
7 Registering Backup
@ e
Virtual Machines Datastores 5] Running, Start Time: 04/04/2024 04:33.01 PM.

14 SVMs

Utilizzare SCV per ripristinare VM, VMDK e file

CLOSE

DOWNLOAD JOB LOGS

No data to dispiay.

Il plug-in SnapCenter consente il ripristino di VM, VMDK, file e cartelle da backup primari o secondari.

Le VM possono essere ripristinate sull’host originale, su un host alternativo nello stesso vCenter Server o su
un host ESXi alternativo gestito dallo stesso vCenter o da qualsiasi vCenter in modalita collegata.

Le VM vVol possono essere ripristinate sull’host originale.

I VMDK nelle VM tradizionali possono essere ripristinati nel datastore originale o in un datastore alternativo.

I VMDK nelle VM vVol possono essere ripristinati nel datastore originale.

E possibile ripristinare singoli file e cartelle in una sessione di ripristino file guest, che allega una copia di

backup di un disco virtuale e quindi ripristina i file o le cartelle selezionati.

Completare i seguenti passaggi per ripristinare VM, VMDK o singole cartelle.
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Ripristina le VM utilizzando il plug-in SnapCenter

Per ripristinare una VM con SCV, completare i seguenti passaggi:

1. Passare alla VM da ripristinare nel client vSphere, fare clic con il pulsante destro del mouse e andare
su * SnapCenter Plug-in for VMware vSphere*. Selezionare Ripristina dal sottomenu.
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— vSphere Client O

( = o [l
& OracleSrv_04 - I 5

[ ] @ @ Summary Monitor Configure Permissions |

v |]_J—_;:\:I vef-mO1-vcOl.sddc netapp.com

vef-mO1-deo1 Guest OS i Virtual Mac

v [ vef-wkld-veOl se
v [ vef-wkld-01-L

> B

5 Actions - OracleSrv_04

Power
v (G IT-INF-WK B
_ ues
[} vef-wki I
|=-| Gekinidd Snapshots I—I—
[ wef-wki ¥ Open Remote Console
Bl vefwkl
T Migrate...
G Oraclet A :
Clone

G5 Oraclet
- 'EconsoLe | @
o Oraclef e

Fault Tolerance

&7 SQLSR' VM Policies
G5 SQLSR
@nj SQLSR' Template
&7 SQLSR! Compatibility 0
i Win20;
Export System Logs... 4 CPU(s), 22 MHz used
@ Edit Settings... 32 GB, 0 GB memory active

100 GB | Thin Provision (3)
VCF_WHEKLD _03_isSCSl

Move to folder...

Rename... i
[01 2) vef-whkid-01-T-INF-WELD-01-v
Edit Nates {connected) | 00:50:56:83:02:f
: Q. .
Tags & Custom Attributes ? Disconnected <

ESXi 7.0 UZ and later (VM vers
Add Permission...

Alarms

v At Taclke &
Recent Tasks [l Create Resource Group

Task Name T Ef Add to Resource Group

=8 Attach Virtual Disk(s)

vSAN J =+ Detach Virtual Disk(s)

Il NetApp ONTAP toals G Rlﬁffe

Mt Soltrnns e SnapCenter Plug-in for VMware vSphere ° ey File Restore
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Un’alternativa & quella di accedere al datastore nell'inventario e quindi nella scheda
@ Configura andare su * SnapCenter Plug-in for VMware vSphere > Backup*. Dal
backup scelto, seleziona le VM da ripristinare.

vSphere Client

5 ¢ B VCF_WKLD_ 03NS | acrons
h B8 @ Summary  Monitor  Configure  Permissions  Files  Hosts  VMs
v [@ vef-mOt-veOt.sdde.netapp.com S —
> [ vef-motdcot Schedled Tasks Backups
© [ vefwkid-vcOt sddcnetapp.com ] fenane X Delete mount [B Export F
v FR vef-wkld-01-DC Device Backing Name Status Locations. Snapshot Loc..|  Created Time Mounted Policy VMware Sn.
D e ek Conriectivity arid Mulipatting VCF_WKED_ISC_Datastore_04-12-2024_125001.0083  Completed Primary & Secondary - 41212024 125006 P No Hourly_Snapmimor  No A
Svhuiid esy0dioaxinstal datactore Hardware Acceleration VCF_WKLD_ISCL_Datastore_04-12.2024_1150010083  Completed Primary & Secondary - 4121202405006 A No Hourly_Snapmimor  No
£ vef-wkid-esx03-esx-install-datastore Capabity sets \/CF_WKLD_ISC_Datestore_04-12-2024_1050010014  Completed Primary & Secondary - 41272024 105007AM  No Houry_Snapmirror  No
e SnapCenter Plug-in for VMwa...v- | VOF_WKLD_ISCL Datasiore_04-12-2024_0950010087  Completed  Primary & Secondory - 4121202495006 AM  No Hourly_Snapmimor  No
& ver_wip o1 e e D W5 o D ATAORSIO o0 oo iy ey - e iy ety
(= VCF_WKLD_02_WVOLS — VCF_WKLD_ISCL_Datastore_04-12.2024_0750010237  Completed Primary & Secondary - 4121202475007AM  No Hourly_Snapmimor  No
D_03_iscsi VCF_WKLD_ISC|_Datastore_04-12-2024_06.50.010068 ~ Completed Primary & Secondary - 4/12/2024 65006 AM  No Hourly_Snapmirror  No.
VCF_WKLD_ISCL_Datastore_04-12-2024_0550010025  Completed ~ Primary & Secondary - 4121202455006 AM  No Hourly_Snapmimor  No
6 6 VCF_WKED_ISCL_Datestore_04-12-2024_0450.010062 ~ Completed ~Primary & Secondary - 4121202445008 M No Hourly_Snapmimor  No
VCF_WKLD_ISC_Datastore_04-12.2024_0250010035  Completed Primary & Secondary - 412202435006 AM  No Hourly_Snapmimor  No
VCF_WKLD_ISC_Datastors_04-12-2024_0250010122  Completed  Primary & Sacondary - 4121202425008 AM  No Hourly_Snapmiror  No
VCF_WKLD_1SC_Datostore_04-12-2024_0150010136  Completed Primary & Secondary - 4121202415007 A No Hourly_Snapmimor  No
VCF_WKED_ISC_Datastore_04-12-2024_0050010067 ~ Completed ~Primary & Secondary - 4121202405006 AM  No Hourly_Snapmimor  No
VCF_WKLD_ISCI_Datastore_04-112024_235001.0062  Completed Primary & Secondary - 412024 15006PM  No Hourly_Snapmimor  No
VCF_WKLD_ISCI_Datastore_04-112024_225001.0000  Completed ~Primary & Secondary - 412024105006 PM  No Hourly_Snapmiror  No -
< >

2. Nella procedura guidata Ripristina selezionare il backup da utilizzare. Fare clic su Avanti per
continuare.

Restore ¥

Search a backup

Search for Backups h 4

Available backups

(This list shows primary backups. You can modify the fiter to display primary and secondary backups.)

Name Backup Time Mounted Policy VMware Snapshot

VCF_WKLD_iSCI 4)412024 4:50:0

VCF_WKLD_iSCI_...  4/4/2024 4451... No Hourly_Snapmirror | Mo

No Hourly_Snapmirror  No A

CANCEL

3. Nella pagina Seleziona ambito compila tutti i campi obbligatori:
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o Ripristina ambito: seleziona per ripristinare I'intera macchina virtuale.
o Riavvia VM: scegli se avviare la VM dopo il ripristino.
o Ripristina posizione: scegli se ripristinare la posizione originale o una posizione alternativa.
Quando si sceglie una posizione alternativa, selezionare le opzioni da ciascuno dei campi:
= Server vCenter di destinazione: vCenter locale o vCenter alternativo in modalita collegata
Host ESXi di destinazione

= Rete

Nome della VM dopo il ripristino

Seleziona datastore:

Restore p 0

« 1. Select backup

Restore scope Entire virtual machine i
Restart v 0
Select location Restore Location Original Location

(This will restore the entire VM to the original Hypernvisor with the original

settings, Existing VM will be unregistered and replaced with this Vi)

© Alternate Location

(This will create a new VM on selected vCenter and Hypenisor with the

customized settings.)

Destination vCenter Server 172.21.166.143 -
Destination ESXi host vef-wkld-esx04.sddonetapp.com -
Hetwork vefwkld-01-IT-INF-WKLD-01-vds-01-pa- -
VI name after restore OracleSrv_04_restored

Select Datastore: VCF_WKLD_03_isCsl -

BACK FINISH CANCEL

Fare clic su Avanti per continuare.

4. Nella pagina Seleziona posizione, scegli di ripristinare la VM dal sistema di archiviazione ONTAP
primario o secondario. Fare clic su Avanti per continuare.
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Restore

« 1. Select backup
Destination datastore Locations

« 2. Select scope

VCF_WKLD_03_i3C3l (Primary) VCF_iSCSIVCF_WKLD_03_iSC3l v

3. Select location

(Secondary) svm_iscsiVCF_WKLD_03_jSCSI|_dest

<

5. Infine, rivedere il Riepilogo e fare clic su Fine per avviare il processo di ripristino.

Restore

¥ L St backp Virtual machine to be restored

- 2. Select scope
Backup name

« 3. Select location

Restart virtual machine

Restore Location

Destination vCenter Server

ESXi host to be used to mount the backup

VM Network

Destination datastore

VM name after restore

CracleSn_04
VCF_WHKLD_iSCI_Datastore_04-04-2024_16.50.00.0940
Mo

Alternate Location

172.21.166.143

vcf-whld-esx04.sddc.netapp.com
vekwhkld-01-T-INF-WKLD-01-vds-01-pg-mamt
VCF_WHKLD_03_isCSsl

OracleSm_04_restored

'E Change IP address of the newly created VM after restore operation to avoid IP conflict

BACK CANCEL

6. E possibile monitorare 'avanzamento del processo di ripristino dal riquadro Attivita recenti in

vSphere Client e dal monitoraggio dei processi in SCV.



SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166 148:8080 v

Resource Groups
o Policies
&8 Storage Systems

[ Guest File Restore.

»

% Dashboard Dashboard

E& Settings

Job Details 1 18

{3 Restoring backup with name: VCF_WKLD_iSCI_Datastore_04-04-2024_16.50.00.0940

@ Preparing for Restore: Retrieving Backup metadata fram Repositary.

& PreRestore

@ Restore

Q Running, Start Time: 04/04/2024 04:58:24 Pl

v Recent Tasks Alarms

Task Name v | Target T ‘ Status ¥ | Details v | Initiator ?;e“e" Start Time v

NetApp Mount Datastore @ vef-wkid-esx04.sdd [— 35% Mount operation completed successfull VCF.LOCAL\Administrator 6ms 04/04/2024, 45827 P
c.nefapp.com M

NetApp Restore E wvef-wkid-esx04.sdd I 2% Restore operation started. VCF LOCAL\Administrator 10ms 04/04/2024, 458:27 P
c.netapp.com M

[Manage Columns Running ~  More Tasks
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Ripristinare i VMDK utilizzando il plug-in SnapCenter

ONTAP Tools consente il ripristino completo dei VMDK nella loro posizione originale o la possibilita di
collegare un VMDK come nuovo disco a un sistema host. In questo scenario, un VMDK verra collegato a

un host Windows per accedere al file system.

Per allegare un VMDK da un backup, completare i seguenti passaggi:

1. Nel vSphere Client, accedere a una VM e, dal menu Azioni, selezionare * SnapCenter Plug-in for

VMware vSphere > Collega disco/i virtuale/i*.

vSphere Client

¢ # SQLSRV-01

[ 8 <] Summary  Monitor  Configure
» @ vcf-mO1-veOl sddc netapp.com
v [[@ vef-wkid-veOl.sddc.netapp.com Guest 0S

i vef-wkid-01-DC

» [ Discovered virtual machine

» 3 Oracle
v B3 SOL Server
& SGLSRV-01

& SGLSRV-02
&1 SOLSRV-03
& SOLSRV-04

Templates

vCLS

[ LAUNCH REMOTE consoLe | (D

LAUNCH WEB CONSOLE

VM Hardware

cPu
” 24GB, 22

Hard disk 1 {of 2)

Hetwork adapter 1 (of 3)
CD/DVD drive 1
Compatibility

EDIT

Notes

~ Recent Tasks Alarms

VMDK specifico da collegare.
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e @ i ACTIONS

Permissions (1 Actions - SGLSRV-01 dates
Pawer
Gue:
Virtual | SHESLOS 1ONS Usage
Snapshots Last updated: 4/16/24, 2:06 PM
[ Open Remote Console <Py
’ er 2019 (64- 1.56 GHZ usea
(7 Migrate
Clone n © Memory
T i
Fault Tolerance £ 22.32 GB uses
Storage
VM Paolicies
= 62.38 GB ww
Template
Compatibifity
VIEW STATS
Export System Logs..
<2 Edit Settings.. Related Qbjects
i used Move to folder. Cluster
Rename... [ IT-INF-WKLD-01
mer 2
Edit Notes... Host
[} vct-wkid-esx04 sddc netap
Tags & Custom Attributes
p.com
tas Networks

Add Permission

Alarms

Storage

vSAN

M NetApp ONTAP tools
Stor}

ar Plug-in for VMware vSphera

VM Sibrage Policies

2 Altach Virtual Disk(s)
2 Detach Virtual Disk(s)

I'% Create Resource Group

&f Add to Resource Group

& Restore

€4 Guest Flle Rectore

Nella procedura guidata Collega discoli virtuale/i, seleziona I'istanza di backup da utilizzare e il



Attach Virtual Disk(s) X

‘Click here to attach to alternate VM

Backup [ Search for Backups | Q l k 4
(This list shows primary backups, ify the fiter to display primary and secondary backups.)
Hame ' Backup Time Mounted ' Policy VMware Snapshot ‘

(LD_iSCI_Datastore_04-17

VCF_WKLD_iSCI_Datastors_04-17-2024 0750010204 411712024 75000AM  No ' Hourly_Snapmirrar No
WCF_WKLD_iSCI_Datastore_04-17-2024_06.50.01.0194 ”;11‘]7!2024 f:50:00 AM | Ma . Hourly_Snapmirrar | Mo
VCF_WKLD_iSC|_Datastore_04-17-2024_0550.01.0245 41712024 55001 AM No Haurly_Snapmirror No
WCF WKLD iSCl Datastore 04—1?—2024- 64.50,0‘] 531 | ET&DQA A£:50:07 AM i Mo . Hourly Snaomirror Mo R
Select disks
a - Virtual disk . Location

[J WCF_WKLD_D3 ISCSI| SALSRV-DUSQLSRV-01vmdK  ppos o ver 150S1VCF_ WKLD_03_iSCSIVCF_WKLD_ISCI_Datastore_04-17-2024_09.50.01.0v

~ Primar:VCF_iSCSIVCF_WKLD_03_iSCSIVCF_WKLD_iSCI_Datastore_04-17-2024_09.50.01.0 v

E possibile utilizzare le opzioni di filtro per individuare i backup e visualizzare i backup
provenienti dai sistemi di archiviazione primari e secondari.

Attach Virtual Disk(s) >

From g8 04117/2024

[iijour o0 tjmnute MSMOHU M
om0

12 @Hour o0 [ﬁminute 00 @Second AR [’;}
Vlware snapshot Yes '
e CTR—
Location Primary/Secondary ’
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3. Dopo aver selezionato tutte le opzioni, fare clic sul pulsante Allega per avviare il processo di ripristino
e allegare il VMDK all’host.

4. Una volta completata la procedura di collegamento, & possibile accedere al disco dal sistema
operativo del sistema host. In questo caso SCV ha collegato il disco con il suo file system NTFS
all'unita E: del nostro Windows SQL Server e i file del database SQL sul file system sono accessibili
tramite Esplora file.

‘@i = [ = | pama = O kS
Home Share View ﬂ
< v » This PC + MSSOL_DATA (E:) » MSSQL2019 » MSSQLIS.MSSQLSERVER » MSSQL » DATA v O Search DATA yel
~ Name Date modified Type Size
7 Quick access
I Desktop * |; SQLHCO1_01.mdf 4/16/2024 1:28 PM SQL Server Databa...
[ SOLHCO1_02.ndf 4716/2024 1:27 PM SOL Server Databa...
$ Downloads . [ SQLHCO1_03.ndf 4/16/2024 1:27PM  SOL Server Databa...
5| Documents * [ SQLHCO1_04.ndf 4/16/2024 1:27PM  SOL Server Databa...
=] Pictures » | SQLHCO1_05.ndf 40 41:27PM SQL Server Databa,.,
jpowell - | SQLHCO1_06.ndf 5QL Server Databa...
s iso_share (\10.61.184.87) (Z) (A SQLHCO1_07.ndf 5QL Server Databa...
SOL Server Testing [ SQLHCO1_08.ndf S0L Server Databa...
IP SOLHCO1_09.ndf SQL Server Databa...
& ThisPC [ SQLHCO1_10.ndf SOL Server Databa...
f _J 3D Objects
| I Desktop
I: I_:il Documents
I -‘ Downloads
J\ Music
i =] Pictures
n Videos
I; it Local Disk (C:
— M350L_DATA (E]
MSSQL 2019 W
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Ripristino del file system guest tramite il plug-in SnapCenter

ONTAP Tools consente di ripristinare il file system guest da un VMDK sui sistemi operativi Windows
Server. Questa operazione viene eseguita centralmente dall'interfaccia del plug-in SnapCenter .

Per informazioni dettagliate fare riferimento a"Ripristina file e cartelle degli ospiti" sul sito di
documentazione SCV.

Per eseguire un ripristino del file system guest per un sistema Windows, completare i seguenti passaggi:
1. 1l primo passo € creare le credenziali Run As per fornire I'accesso al sistema host Windows. Nel

vSphere Client, accedere all'interfaccia del plug-in CSV e fare clic su Guest File Restore nel menu
principale.

vSphere Client

SnapCenter Plug-in for VMware vSphere |NSTANCE 172.21.166.148:8080 ~

% Dashboard (Suest File Restore

E& Settings

Resource Groups

i, Policies

&3 Storage Systems Guest Session Monitor
Fi Guest Fih@hm

» Run As Credentials

Proxy Credentials

2. In Esegui come credenziali fare clic sull'icona + per aprire la finestra Esegui come credenziali.

3. Inserire un nome per il record delle credenziali, un nome utente e una password di amministratore per
il sistema Windows, quindi fare clic sul pulsante Seleziona VM per selezionare una VM proxy
facoltativa da utilizzare per |l
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¢ Run As Credentials x

Run As Hame Administrator @
Username administrator

Password (ITITETT L a
Authentication Windows

Mode

VM Name

CAMCEL

ripristino.

4. Nella pagina Proxy VM, fornire un nome per la VM e individuarla cercandola per host ESXi o per
nome. Una volta selezionato, clicca su Salva.
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% Proxy VM X

VM Name  SOLSRV-01

(® Search by ESXi Host
ESXi Host vofwkld-esx04.sdde.netapp.com *

Virtual Machine SQLSRV-01 =
O Search by Virtual Machine name

| CAMCEL

5. Fare nuovamente clic su Salva nella finestra Esegui come credenziali per completare il salvataggio
del record.

6. Successivamente, accedi a una macchina virtuale nell’inventario. Dal menu Azioni o facendo clic con
il pulsante destro del mouse sulla VM, selezionare * SnapCenter Plug-in for VMware vSphere >
Ripristino file guest*.

191



vSphere Client

& SQLSRV-01 12 e ©®
[ﬂ] E @ Summary Maonitor Configure Permissions Datastores b
»  [i¥ vef-mO1-vc01 sddc.netapp.com

v H vo-ekkEveOl=dd netanp rom Guest OS E Virtual Machine Details
« R vef-widd-01-C

- ([ IT-INE-WK

& Actions - SGLSRV-01

Power Power Status
[H] wef-wkh " - I E——. coest 0
uest 05 5 |_t u
[ wef-whkh b
B vef-wid Snapshots E
= _ VMware Tools
B wvef-wkih 2 Open Remote Console
37 Oracles DNS Name (1)
% I Migrate...
1 Oracles IP Addresses (2)
i S ]
5% Oracleg Clone i
= OTE CONSQLE | @ Encryption
o0 Oracles Eauilt Tob [ ee—
ault Tolerance —
- £ B0
(i SQLSRY VM Policies
& SOLSR
Er SQLSRY Template
& Win20z Compatibility re
Export System Logs... 4 CBUs), 367 MHZ used
&0 Edit Settings... 24 GB, 4 GB memory active
Move to folder 100 GB | Thin Prevision (3)
WVCF. WHKLD_03_iscsl
Rename.. See All Disks
. vef-wkld-CH-IT-INF-WELD-01-wds-01-pg-mgmt
Edit Notes... ¥eot 3 (connected) | 00:50:56:83:c112
Tags & Custom Attributes a
Discannected <
Add Permission... ESXi 7.0 U2 and iater (VM version 19)
Alarms
[ Create Resource Group
&, Add to Resource Group
: Policies
= Attach Virtual Disk(s)
wSAMN = Dot it isk( ,
== Detach Virtual Disk(s) ge Policies
A Recent Tasks SnapCenter Plug-in for VMwara vSphere t“l Guest File Restare

7. Nella pagina Ambito di ripristino della procedura guidata Ripristino file guest, selezionare il
backup da cui effettuare il ripristino, il VMDK specifico e la posizione (primaria o secondaria) da cui
ripristinare il VMDK. Fare clic su Avanti per continuare.
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Guest File Restore W

1. Restore Scope

Backup Name Start Time End Time
E1H:
SOL_Servers_04-16-2024_1352.3... 4/16/2024 1:52:34 PI 4/16/2024 1:52:40 PN cal
A VCF_WKLD_ISCI_Datastare_04-1...  4/16/2024 1:50:01 PM 41162024 1:50:08 PI
W
VMDK
[VCF_WKLD_03_iSCSI SOLSRV-01/SQLSRV-01.ymdk A
[VCF_WKLD_03_iSCSI] SOLSRV-01/SOLSRY-01_1.vmdk
W
Locations
Primarny:VCF_iSCSIVCF_WKLD_03_iSCSESOL Servers_04-16-2024_13.52.34.0329 2
Secondary.svm_iscsiVCF_WKLD_03 i5CSl _destSQL Servers_04-16-2024_13.52.34.0329
v

FiMISH CANCEL

8. Nella pagina Dettagli ospite, seleziona se utilizzare VM ospite o Utilizza VM proxy per il ripristino
dei file ospite per il ripristino. Se lo desideri, puoi anche compilare qui le impostazioni di notifica via
email. Fare clic su Avanti per continuare.
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Guest File Restore

~ 1. Restore Scope

2. Guest Details

@Use Guest VM

Guest File Restore operation will attach disk to guest VM

Run As Hame Username

Administrator administrator WINDOWS

(OUse Guest File Restore proxy VM
[C] Send email notification

Email send from:

Email send to:

Email subject: Guest File Restore

Authentication Mode

FINISH CANCEL

9. Infine, rivedere la pagina Riepilogo e fare clic su Fine per avviare la sessione di ripristino del file

system guest.

10. Tornando all’interfaccia del plug-in SnapCenter , vai nuovamente a Guest File Restore e visualizza la
sessione in esecuzione in Guest Session Monitor. Fare clic sull’icona sotto Sfoglia file per

continuare.

— vSphere Client

snapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 v

% Dashboard Guest File Restore

BB settngs ouest Conguraton]

Resource Groups

@@ Policies

Storage Systems Guest Session Monitor @ ~ 5
& Guest File Restore Backup Name: Source VM Disk Path Guest Mount Path Time To Expire Browse Files

> SQOL_Servers_04-16-2024_13.52.34.0329 SOLSRV-01 [VCF_WKLD_03_iSCSl(sc-20240416 1419 E\ 23h:58m

Run As Credentials o

Proxy Credentials o

S

11. Nella procedura guidata Guest File Browse seleziona la cartella o i file da ripristinare e la posizione
del file system in cui ripristinarli. Infine, fare clic su Ripristina per avviare il processo di Ripristino.

194



Guest File Browse

Select File(s)/Folder(s) to Restore AN
ﬂ EWMSSQL 2019 v | |Enter Pattern
Name Size
1 MSSQL15MSSQLSERVER n
L

Selected 0 Files [ 1 Directory

Name Path Size Delete
MSSQL 2019 EWMSSOL 2019 T A
L

Select Restore Location P

Select address family for UNC path;
O Pvd

1T

Either Files to Restore or Restore Location is not selected! CAMCEL RESTORE
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Select Restore Location P

Select address family for UNC path:
O 1Pv4

IPvE

Restore to path WI72.21.166.16\ch

Provide LINC path to the guestwhere files will be restored. eg;
V10.60.136 65\cE

Fun As Credentials while triggering the Guest File Restare workflow
will be usedto connectto the UNC path

It original file{s) exist:
© Always overwrite

Always skip

Disconnect Guest Session after successful restore

CAMCEL

12. Il processo di ripristino pud essere monitorato dal riquadro attivita di vSphere Client.

Informazioni aggiuntive

Per informazioni sulla configurazione di VCF fare riferimento a "Documentazione di VMware Cloud
Foundation" .

Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP fare riferimento a "Documentazione
ONTAP 9" centro.

Per informazioni sull’utilizzo del SnapCenter Plug-in for VMware vSphere, fare riferimento a "Documentazione
SnapCenter Plug-in for VMware vSphere" .

Proteggere i domini di gestione e carico di lavoro VCF utilizzando il plug-in
SnapCenter per VMware vSphere

Utilizzare il SnapCenter Plug-in for VMware vSphere per proteggere piu domini VCF.
Questa procedura include I'impostazione del plug-in per ciascun dominio, la
configurazione dei criteri di backup e I'esecuzione delle operazioni di ripristino.

| domini dei carichi di lavoro VMware Cloud Foundation (VCF) consentono alle organizzazioni di separare

logicamente le risorse in domini diversi per raggruppare carichi di lavoro diversi, migliorare la sicurezza e la
tolleranza agli errori.
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Introduzione

I domini possono essere scalati in modo indipendente, soddisfare specifiche conformita e fornire multi-tenancy.
La protezione dei dati per VMware Cloud Foundation (VCF) & un aspetto fondamentale per garantire la
disponibilita, I'integrita e la recuperabilita dei dati nel dominio di gestione e nei domini dei carichi di lavoro.
NetApp SnapCenter Plug-in for VMware vSphere (SCV) € un potente strumento che integra le funzionalita di
protezione dei dati di NetApp negli ambienti VMware. Semplifica il backup, il ripristino e la clonazione delle
macchine virtuali (VM) VMware vSphere ospitate sullo storage NetApp .

Questo documento illustra i passaggi di distribuzione su come proteggere piu domini VCF con SCV.

Pubblico

Architetti di soluzioni o amministratori di storage che garantiscono la protezione dei dati e il disaster recovery
per i domini di carico di lavoro VMware VCF.

Panoramica dell’architettura

SCV viene distribuito come appliance virtuale Linux utilizzando un file OVA per fornire operazioni di backup e
ripristino rapide, efficienti in termini di spazio, coerenti con gli arresti anomali e con la VM per VM, datastore,
file e cartelle. SCV utilizza un’architettura plug-in remota. Erano presenti piu SCV distribuiti e ospitati sul
dominio di gestione VCF vCenter. Il dominio SCV e VCF ha una relazione uno a uno, pertanto il dominio di
gestione VCF e ciascun dominio del carico di lavoro richiedono un SCV.

Dati presenti sui sistemi primari ONTAP FAS, AFF o All SAN Array (ASA) e replicati sui sistemi secondari
ONTAP FAS, AFF o0 ASA . SCV funziona anche con SnapCenter Server per supportare operazioni di backup e
ripristino basate su applicazioni in ambienti VMware per i plug-in specifici delle applicazioni SnapCenter . Per
maggiori informazioni controlla,"Documentazione SnapCenter Plug-in for VMware vSphere ."
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La regola di backup 3-2-1 & una strategia di protezione dei dati che prevede la creazione di tre copie dei dati,
la loro archiviazione su due tipi diversi di supporti e la conservazione di una copia fuori sede. NetApp Backup
and Recovery € uno strumento basato su cloud per la gestione dei dati che fornisce un unico piano di controllo
per un’ampia gamma di operazioni di backup e ripristino sia in ambienti on-premise che cloud. Per maggiori
dettagli, controlla"Documentazione NetApp Backup and Recovery" .

Distribuisci un VCF con dominio di gestione e piu domini di carico di lavoro

Un dominio di carico di lavoro VCF € un gruppo di host ESXi con uno o piu cluster vSphere, forniti da SDDC
Manager e pronti per I'applicazione. Nell’esempio VCF riportato di seguito, sono stati distribuiti un dominio di
gestione e due domini di carico di lavoro. Per maggiori dettagli su come distribuire VCF con lo storage NetApp
, consultare"Documentazione sulla distribuzione di NetApp VCF."
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Warkisss Domains

Fasi di distribuzione, configurazione e ripristino SCV

In base al numero di domini di carico di lavoro e al dominio di gestione, & necessario distribuire piu SCV. Con
due domini di carico di lavoro e un dominio di gestione, 'esempio seguente mostra tre SCV distribuiti sul

dominio di gestione VCF
vCenter.
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— v5phere Client

m B B8 @

v Iﬁg' vef-mO1-vc02 sddc.netapp.com
v FR DataCenter
v [ ClusterOi
B vef-mOl-esx01.sddc.netapp.com
B vcf-mOl-esx02 sddc.netapp.com
B vcf-m0D1-esx03.sddc.netapp.com
L—', vcf-mO1-esx04 sddc.netapp.com
v {7 Cluster0Ol-mgmt-001
vef-mOl-nsx0la
vcf-mO1-nsx0lb
vef-mOl-nsx01c
vef-mOl-sddcO

vef-mO1-vec02

BEE88

|
Cw

vef-mOTwk-vcO2

L;__

vef-wO1-nsx01

B Eb
v v

&

vef-wOl-nsx02

vcf-wil-nsx03

v Ev

vef-w02-nsx01

vef-wO2-risx02

& @

&
L

vef-w02-nsx03

€

vCt=wkld-vcl

|

& vef-wkid-scO1

i,'_'l vef-wkld-sc02
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Distribuisci SCV per il dominio di gestione e per ciascun dominio del carico di lavoro

1. "Scarica I'Open Virtual Appliance (OVA)."

2. Accedere al vCenter Server tramite vSphere Client. Vai su Amministrazione > Certificati > Gestione
certificati. Aggiungere certificati radice attendibili e installare ciascun certificato nella cartella certs.
Una volta installati i certificati, OVA puo essere verificato e distribuito.

3. Accedi al dominio del carico di lavoro VCF vCenter e distribuisci il modello OVF per avviare la
procedura guidata di distribuzione

Doy OVF Tamjlate

o 1 Babeut s OV Teevariate Cuttamige e pinty
1 St & vaihe el o St e Ve el et v oped s o' B sdlbas s e
o 3 Sated) & cointule rubouets

s i el s

L Bpgader 1o pelpteg y Coriny 4 semren
8 Litwrse Ayl
wF o Tl E ] g 4 Uissie S0 Credsiilian &l
o St el wsr
oo o)
ik g # i M [E—
"
3 Schupsctitrs Mropenics T 14
F it 1By A b b Pt g
Pz b
10 Redip PV Nebpa i [T
Prapartizs
& fimlues Tale mie e N E

VMware.

4. Accendi OVA per avviare SCV, quindi fai clic su Installa strumenti VMware.

5. Generare il token MFA dalla console OVA, menu di configurazione del
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System Configuration Menu:

1 ) Reboot virtual machine
Z ) Shut down virtual machine
)} Change ‘maint’ user password
)} Change time ne
) Change NTP ser
Y Enable
) Increas
8 ) Upgrade
9 ) Install UHuare Tools
10 ) Generate HFA Token

b ) Back
® ) Exit

Enter your choice: 10

Generating MFA Token... Your HFA Token is : 435164

Press ENTER to continue._

sistema.

6. Accedere all'interfaccia utente grafica di gestione SCV con il nome utente e la password di
amministratore impostati al momento della distribuzione e il token MFA generato tramite la console di
manutenzione.
https://<appliance-IP-address>:8080 per accedere all'interfaccia grafica di gestione.

SnapCenter Plug-in for VMware vSphere

Dashboard Configuration

Configuration
vCenter /# Edit

vehwkld-ved1.sdde.netapp.com t 443

administrator@vsphere.local

-----------

Plug-in Details
@ cnzbled
. Enabled

@ Connected
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Configurare SCV

Per eseguire il backup o il ripristino delle VM, aggiungere prima i cluster di archiviazione o le VM che
ospitano i datastore, quindi creare criteri di backup per la conservazione e la frequenza e impostare un
gruppo di risorse per proteggere le

risorse.

Getting Started with SnapCenter Plug-in for VMware vSphere

|
- 4

7

Add storage system Create backup policy Create resource group
Add one or more storage systems that confain resources Create one or more backup policles that manage the Create a container to add one or more resources that
you want to protect retention, frequency and other settings for resource you want 1o protect with backup polickes
group backups.
Click here o configure Click here 10 configure
Click hers o configure

1. Accedi al client Web vCenter e fai clic su Menu nella barra degli strumenti, quindi seleziona
SnapCenter Plug-in for VMware vSphere e Aggiungi un archivio. Nel riquadro di navigazione sinistro
del plug-in SCV, fare clic su Sistemi di archiviazione e quindi selezionare I'opzione Aggiungi. Nella
finestra di dialogo Aggiungi sistema di archiviazione, immettere le informazioni di base sull'SVM o sul
cluster e selezionare Aggiungi. Inserisci I'indirizzo IP dello storage NetApp ed effettua I'accesso.

2. Per creare un nuovo criterio di backup, nel riquadro di navigazione sinistro del plug-in SCV, fare clic
su Criteri e selezionare Nuovo criterio. Nella pagina Nuovo criterio di backup, immettere le
informazioni di configurazione del criterio e fare clic su Aggiungi.
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New Backup Policy X

Mame wiid0 1
Description description
Frequency Daity »
Locking Perlod B Enable Spapshol Locking i
1 Days -
Retention Days to keep ' T— =
Replication Update Sxapblirror after backup §

Update SnapVault after backup @

Snapshol lakel

Advanced

3. Nel riquadro di navigazione sinistro del plug-in SCV, fare clic su Gruppi di risorse, quindi selezionare
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Crea. Immettere le informazioni richieste in ogni pagina della procedura guidata Crea gruppo di
risorse, selezionare le VM e gli archivi dati da includere nel gruppo di risorse, quindi selezionare i
criteri di backup da applicare al gruppo di risorse e specificare la pianificazione del backup.



Create Resource Group

« 1. General info & nofification
< 2. Resource

< 3. Spanning disks

- 4, Policies

- 5. Schedules

Name

Description

Send email

Latest Snapshot name

Custom snapshot format

Entities

Spanning

Palicies

wkid01RG

Mever
None @
None @
wkid01
True

Name
whkid01

Frequency Snapshot Locking Period

Daily

1 Day

=3 cancet
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Ripristina la macchina virtuale e il backup di file o cartelle

E possibile ripristinare VM, VMDK, file e cartelle dai backup. La VM pud essere ripristinata sul’host
originale o su un host alternativo nello stesso vCenter Server oppure su un host ESXi alternativo gestito
dallo stesso vCenter. E possibile montare un datastore tradizionale da un backup se si desidera accedere
ai file nel backup. E possibile montare il backup sullo stesso host ESXi in cui & stato creato oppure su un
host ESXi alternativo che abbia lo stesso tipo di configurazione host e VM. E possibile montare un
datastore pil volte su un host. E anche possibile ripristinare singoli file e cartelle in una sessione di
ripristino file guest, che allega una copia di backup di un disco virtuale e quindi ripristina i file o le cartelle

selezionati. E possibile ripristinare anche file e cartelle.

Passaggi di ripristino della VM

1. Nellinterfaccia utente grafica del client VMware vSphere, fare clic su Menu nella barra degli strumenti
e selezionare VM e modelli dall’elenco a discesa, fare clic con il pulsante destro del mouse su una
VM e selezionare SnapCenter Plug-in for VMware vSphere nell’elenco a discesa, quindi selezionare
Ripristina nell’elenco a discesa secondario per avviare la procedura guidata.

2. Nella procedura guidata di ripristino, seleziona lo snapshot di backup che desideri ripristinare e
seleziona Intera macchina virtuale nel campo Ambito di ripristino, seleziona la posizione di ripristino e
quindi immetti le informazioni sulla destinazione in cui montare il backup. Nella pagina Seleziona
posizione, seleziona la posizione per il datastore ripristinato. Rivedi la pagina Riepilogo e fai clic su

Fine.

Restore

v, Selectidackug Virtual machine to be restored

+ 2. Select scope Back
ackup name

-+ 3. Select location

Restart virtual machine

Restore Location

Destination vCenter Server

ESXi host to be used to mount the
backup

VM Network

Destination datastore

VM name after restore

win2022

wiid02_recent

No

Altemnate Location

172.21.166.202

vei-whld-esx07 sddc.netapp.com

vel-m01wik-vc02-vcl-widd02-vds-01-pg-mgmt

wkid02

win2022.1

L} : Change IP address of the newly created VM after restore operation to avoid IF conflict
L3

| BACK ] [ NEXT CANCEL

3. Monitorare 'avanzamento dell’operazione cliccando su Attivita recenti nella parte inferiore dello

schermo.

Passaggi di ripristino del datastore
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1. Fare clic con il pulsante destro del mouse su un datastore e selezionare SnapCenter Plug-in for
VMware vSphere > Monta backup.

2. Nella pagina Monta datastore, seleziona un backup e una posizione di backup (primaria o

secondaria), quindi fai clic su Monta.

Mount Datastore

ESXi host name

Backup

vcf-wkld-esx05.sddc.netapp.com

Search for Backups

(This list shows primary backups. You can modify the filter to display primary and secondary backups.)

Name

wkld02_recent

RG-Datastore_02-09-202. ..
wkld02_02-08-2025_20.0...
RG-Datastore_02-08-202...
wkld02_02-07-2025_20.0...
RG-Datastore_02-07-202..

wkid02_02-06-2025_20.0...

Backup location
Backup type

Primary

Backup Time

2/9/2025 8:00:01 FM
2/9/2025 6:56:01 PM
2/8/2025 8:00:01 PM
2/812025 6:56:01 PM
2/7/2025 8:00:01 PM
2/7/2025 6:56:01 PM
2/6/2025 8:00:01 PM

Location

172.21.118.118:vcf_md_wkld02:wkid02_recent

Mounted

No
No
No
No
No
No
No

Passaggi per il ripristino di file e cartelle

1. Quando si collega un disco virtuale per operazioni di ripristino di file o cartelle guest, la macchina

Policy

wkid02
wkld02
wkid02
wkld02
wkld02
wkld02
wkid02

la][v]

VMware Snapshot

Yes
Yes
Yes
Yes
Yes
Yes

Yes

CANCEL MOUNT

virtuale di destinazione per il collegamento deve disporre di credenziali configurate prima del

ripristino. Dal SnapCenter Plug-in for VMware vSphere , nella sezione plug-in, selezionare Ripristino
file guest ed Esegui come credenziali, quindi immettere le credenziali utente. Per Nome utente, devi

inserire "Amministratore".
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— vSphere Client

SnapCenter Plug-n for WMware VSphers  (NSTANCE 172 21166.71:8144

5 Dashboard Guest File Restore

Settngs
B 9 Gusest Configuration

(5% Resource Groups

) Policies
2 Storage Systems Guest Session Monitor o A L]
] Guest File Restore Backup Name Soarce VM Dask Path Guest Mount Path Time To Expire Buowse Files
b3 WHISDZ _racent win2iz2 [Wah2(35-202501 272151327 ELFAGY 23 aTm

Run As Credentials o A o

Ruin As Name Username Auhentscaton Mode

administrator @dminkstrator WINDOWS

o

Proxy Credentials ®

2. Fare clic con il pulsante destro del mouse sulla VM dal client vSphere e selezionare SnapCenter
Plug-in for VMware vSphere > Ripristino file guest. Nella pagina Ambito di ripristino, specificare Nome
backup, disco virtuale VMDK e Posizione: primaria o secondaria. Fare clic su Riepilogo per
confermare.

Guest File Restore X

+ 1. Restore Scope

- 2.Guest Details Backup Name widd02_recent

m VMDK [widd02) New Virtual Machine/New Virtual Machine-000001 vmdk

Location Primary: 172.21.118.118:vcl_md_widd02:wkid02_recent

1 Attach operation will start when you click the Finish button. You can monitor the progress in the Recent Tasks tab
= and perform a restore operation from the Guest File Restore page listed under SnapCenter Plug-in for VMware
vSphere.

| BACK ] | NEXT CANCEL

NetApp SnapCenter per VCP multi-dominio centralizza la protezione dei dati, riduce in modo efficiente il tempo
e lo spazio di archiviazione necessari per i backup utilizzando snapshot NetApp , supporta ambienti VMware
su larga scala con solide funzionalita di backup e replica e consente il ripristino granulare di intere VM, VMDK

208



specifici o singoli file.

Demo video per proteggere piu domini VCF con SCV

Proteggi piu domini VMware VCF con NetApp SCV

Proteggi i domini dei carichi di lavoro VCF con I’archiviazione NVMe su TCP e il
plug-in SnapCenter per VMware vSphere

Utilizzare il SnapCenter Plug-in for VMware vSphere per proteggere i domini dei carichi di
lavoro VCF con NVMe. Questa procedura include I'impostazione del plug-in, la
configurazione di NVMe su TCP per prestazioni ottimali e I'esecuzione di operazioni di
backup, ripristino o clonazione.

NVMe (Non-Volatile Memory Express) su TCP & un protocollo di rete all’avanguardia che facilita il
trasferimento dati ad alta velocita tra i server VMware Cloud Foundation ESXi e lo storage NetApp , inclusi All
Flash FAS (AFF) e All SAN Array (ASA).

Introduzione

L'utilizzo di NVMe su TCP garantisce bassa latenza e throughput elevato per carichi di lavoro impegnativi.

L'integrazione di NVMe su TCP con il SnapCenter Plug-in for VMware vSphere-in NetApp SnapCenter per
VMware vSphere (SCV) offre una potente combinazione per una gestione efficiente dei dati, migliorando le
operazioni di backup, ripristino e clonazione negli ambienti VMware.

Vantaggi di NVMe rispetto a TCP

+ Alte prestazioni: offre prestazioni eccezionali con bassa latenza e velocita di trasferimento dati elevate. Cio
e fondamentale per le applicazioni piu esigenti e le operazioni sui dati su larga scala.

» Scalabilita: supporta configurazioni scalabili, consentendo agli amministratori IT di espandere la propria
infrastruttura senza problemi man mano che aumentano i requisiti dei dati.

« Efficienza: consente operazioni di backup e ripristino piu rapide, riducendo i tempi di inattivita e migliorando
la disponibilita complessiva del sistema.

Questo documento illustra i passaggi per distribuire e gestire SCV negli ambienti VMware Cloud Foundation
(VCF), con particolare attenzione allo sfruttamento di NVMe su TCP per prestazioni ottimali.

Pubblico

Architetti di soluzioni 0 amministratori di storage che garantiscono la protezione dei dati e il disaster recovery
per i domini di carico di lavoro VMware VCF.

Panoramica dell’architettura

SCV é un potente strumento progettato per facilitare operazioni di backup e ripristino rapide, efficienti in termini
di spazio, coerenti con gli arresti anomali e con le VM per VM, datastore, file e cartelle in ambienti VMware.
SCV viene distribuito come appliance virtuale Linux utilizzando un file OVA e sfrutta un’architettura plug-in
remota.

Architettura di distribuzione SCV

* Distribuzione di appliance virtuali: SCV viene distribuito come appliance virtuale Linux utilizzando un file
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OVA. Questo metodo di distribuzione garantisce un processo di configurazione semplificato ed efficiente.

* Architettura plug-in remota: SCV utilizza un’architettura plug-in remota, consentendo scalabilita e flessibilita
nella gestione di piu istanze.

* Relazione uno a uno: ogni dominio VCF richiede un’istanza SCV dedicata, garantendo operazioni di
backup e ripristino isolate ed efficienti.

Con ONTAP 9.10.1 e versioni successive, NetApp AFF e ASA supportano NVMe su TCP. Dati presenti sui
sistemi primari AFF o ASA e che possono essere replicati sui sistemi secondari ONTAP AFF o ASA . SCV
funziona anche con SnapCenter Server per supportare operazioni di backup e ripristino basate su applicazioni
in ambienti VMware per i plug-in specifici delle applicazioni SnapCenter . Per maggiori informazioni
controlla,"Documentazione SnapCenter Plug-in for VMware vSphere" E"Proteggi i carichi di lavoro con
SnapCenter"

g (]
o & b Etd
Management Workload Workload

Domain Domain Domain

ekl
Workload
Domain

\_
VMware Cloud
Foundation”

m

B Wiy Wy

ESXi ESXi ESXi ESXi

NetApp® Storage Systems

WWOL  ISCSWFCP  NFS ':::B WolL  ISCSUFCP ::ﬂ. SINIAD,
i TcP
Fi - . ’ " ; .
M NetA
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https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/index.html
vmw-vcf-protect-sc.html
vmw-vcf-protect-sc.html

La regola di backup 3-2-1 € una strategia di protezione dei dati che prevede la creazione di tre copie dei dati,
la loro archiviazione su due tipi diversi di supporti e la conservazione di una copia fuori sede. NetApp Backup
and Recovery & uno strumento basato su cloud per la gestione dei dati che fornisce un unico piano di controllo
per un’ampia gamma di operazioni di backup e ripristino sia in ambienti on-premise che cloud. Per maggiori
dettagli, controlla"Documentazione NetApp Backup and Recovery" .

Passaggi di distribuzione SCV per VCF su NVMe

IL"ONTAP tools for VMware vSphere" (OTV) fornisce una soluzione potente ed efficiente per la gestione dello
storage NetApp negli ambienti VMware. Integrandosi direttamente con vCenter Server, OTV semplifica la
gestione dello storage, migliora la protezione dei dati e ottimizza le prestazioni. Sebbene facoltativa,
l'implementazione di OTV pud migliorare significativamente le capacita di gestione e I'efficienza complessiva
degli ambienti VMware.

* "Creare uno storage NVMe/TCP per i domini di carico di lavoro VCF"

» "Configurare NetApp SnapCenter per VMware vSphere (SCV)"

211


https://docs.netapp.com/us-en/data-services-backup-recovery/index.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html

Ripristina VM, datastore, disco virtuale e file o cartelle

SCV offre funzionalita complete di backup e ripristino per gli ambienti VMware. Per gli ambienti VMFS,
SCV utilizza operazioni di clonazione e montaggio insieme a Storage VMotion per eseguire operazioni di
ripristino. Cio garantisce un ripristino efficiente e senza interruzioni dei dati. Per maggiori dettagli
controlla“"come vengono eseguite le operazioni di ripristino."
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a. Fare clic con il pulsante destro del mouse su una VM e selezionare SnapCenter Plug-in for
VMware vSphere nell’elenco a discesa, quindi selezionare Ripristina nell’elenco a discesa

secondario per avviare la procedura guidata.

b. Nella procedura guidata di ripristino, seleziona lo snapshot di backup che desideri ripristinare e
seleziona Intera macchina virtuale nel campo Ambito di ripristino, seleziona la posizione di
ripristino e quindi immetti le informazioni sulla destinazione in cui montare il backup. Nella pagina
Seleziona posizione, seleziona la posizione per il datastore ripristinato. Rivedi la pagina Riepilogo

e fai clic su
Fine.

Restore
« 1. Select backup

2. Select scope

3. Select location

Virtual machine to be restored

Restart virtual machine

Restore Location

ESXi host to be used to mount the
backup

« Ripristino della VM E possibile ripristinare la VM sul suo host originale all'interno dello stesso vCenter
Server o su un host ESXi alternativo gestito dallo stesso vCenter Server.

Win2022NVMe

VCF-NVMe_02-12-2025_19.13.55.0912

No

Original Location

vci-widd-esx04 sddc.netapp.com

|: This virtual machine will be powered down during the process

VMware vSphere > Monta backup.

secondaria), quindi fai clic su Monta.

| BACK | [ NEXT | CANCEL

« Montare un datastore E possibile montare un datastore tradizionale da un backup se si desidera
accedere ai file nel backup. E possibile montare il backup sullo stesso host ESXi in cui & stato creato
oppure su un host ESXi alternativo che abbia lo stesso tipo di configurazione host e VM. E possibile
montare un datastore piu volte su un host.

a. Fare clic con il pulsante destro del mouse su un datastore e selezionare SnapCenter Plug-in for

b. Nella pagina Monta datastore, seleziona un backup e una posizione di backup (primaria o



https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_how_restore_operations_are_performed.html

Mount Datastore

ESXi host nama vef-wikld-esx03.sddc.netapp.com

Backup

Search for Backups

(This list shows primary backups. You can modify the filler to display primary and secondary backups.)

Name Backup Time Mounted Policy
VCF-NVMe_02-19-2025_... 2/1%/2025 6:57.01 PM No whid01
VCF-NVMe_02-18-2025_... 2/18/2025 6:57:01 PM No wiid01
VCF-NVMe_02-17-2025_... 2M17/2025 6:57:01 PM Yes widdD1
VCF-NVMe_02-16-2025_... 2/16/2025 6:57.01 PM No widd01
VCF-NVMe_02-15-2025_... 2/15/2025 6:57:01 PM No widd01
VCF-NVMe_02-14-2025_. 21472025 6:57:01 PM No wiid01
VCF-NVMe_02-13-2025_... 2/13/2025 6:57:01 PM No wiid01
Backup location
Backup type Location
Primary VCF_NVMe:VCF_WKLD_DS:VCF-NVMe_02-19-2025_18.57.02.0052

VMware Snapshot

No =
No
No
No
No
No
No -

CANCEL ‘ MOUNT

« Collegare un disco virtuale E possibile collegare uno o piti VMDK da un backup alla VM padre, a una
VM alternativa sullo stesso host ESXi o a una VM alternativa su un host ESXi alternativo gestito dallo

stesso vCenter o da un vCenter diverso in modalita collegata.

a. Fare clic con il pulsante destro del mouse su una VM, selezionare SnapCenter Plug-in for

VMware vSphere > Collega discoli virtuale/i.

b. Nella finestra Collega disco virtuale, seleziona un backup, quindi seleziona uno o piu dischi che
desideri collegare e la posizione da cui desideri effettuare il collegamento (primario o secondario).
Per impostazione predefinita, i dischi virtuali selezionati vengono collegati alla VM padre. Per

collegare i dischi virtuali selezionati a una VM alternativa nello stesso host ESXi, selezionare Fai

clic qui per collegare alla VM alternativa e specificare la VM alternativa. Fare clic su Allega.
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214

Attach Virtual Disk(s)

Backup

{This fist shows primary backups. You can modify the filter 1o display primary and secondary backups. )

VCF-NVMe_02-17-2025_18 ..

VCF-NVMe_02-16-2025_18.
VCF-NVMe_02-15-2025_18

VCF-NVMe_02-14-2025 18...

VCF-NVMe_02-13-2025_18.
VCF-NVMe 02-12-2025 19

Select disks

) Virtual disk

[VCF_NVMe_DS] Win2022NVMe/Win2022NVMe vmdk

Backup Time

211712025 6:57:01 PM
2/16/2025 6:57:01 PM
2/15/2025 5:57:01 PM
2142025 6:57:01 PM
211372025 6:57.01 PM
211272025 7:13:55 PM

Click here to attach to alternate VM

| search for Backups | Q | | Y

Mounted Palicy VMware Snapshot

No whid01 No

No whkidD1 No

No whid01 No

No whld01 No

No wiid01 No

No wild01 No X
Location
| Primary:VCF_NVMe:VCF_WKLD_DS VCF-NVMe_02-17-2025_18.57.02.0607 vl

CANCEL | ATTACH

« Fasi di ripristino di file e cartelle E possibile ripristinare singoli file e cartelle in una sessione di
ripristino file guest, che allega una copia di backup di un disco virtuale e quindi ripristina i file o le
cartelle selezionati. E possibile ripristinare anche file e cartelle. Maggiori dettagli controllano"Ripristino
di file e cartelle SnapCenter ."

a. Quando si collega un disco virtuale per operazioni di ripristino di file o cartelle guest, la macchina
virtuale di destinazione per il collegamento deve disporre di credenziali configurate prima del
ripristino. Dal SnapCenter Plug-in for VMware vSphere , nella sezione plug-in, selezionare
Ripristino file guest ed Esegui come credenziali, quindi immettere le credenziali utente. Per Nome
utente, devi inserire
"Amministratore".


https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_restore_guest_files_and_folders_overview.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_restore_guest_files_and_folders_overview.html

= vSphere Client

SnapCenter Plug-in for ViMware vSphere INSTANCE 172.21166,71-8144

% Dashboard ‘Guest File Restore

Set
& Settings Guest Configuration
1 Resource Groups

@ Folicies
A W

= Storage Systems Guest Session Monitor e
B Guest File Restore Backup Name Soarce VM Dask Path Guest Mount Path Time To Expire Browse Files

B WHISI2_racent WinZOz2 IWaa02(5c-202501 27151327, ELFAGN 23n4Tm

Run As Credentials @ 7 7
Run As Name Username Aumenicaton Mods
administrator adminktrator WINDOWS

ks

Proxy Credentials o

b. Fare clic con il pulsante destro del mouse sulla VM dal client vSphere e selezionare SnapCenter
Plug-in for VMware vSphere > Ripristino file guest. Nella pagina Ambito di ripristino, specificare
Nome backup, disco virtuale VMDK e Posizione: primaria o secondaria. Fare clic su Riepilogo per

confermare.

Guest File Restore

~ 1. Restore Scope

.~ 2. Guest Details Backup Name VCF-NVMe_03-02-2025_18.57.01.0662

VMDK [VCF_NVMe_DS] Win2022NVMe/\Win2022NVMe.vmdk

Location Primary:VCF_NVMe:VCF_WKLD_DS:VCF-NVMe_03-02-2025_18.57.01.0662

1 Attach operation will start when you click the Finish button. You can monitor the progress in the Recent Tasks tab
&2 and perform a restore operation from the Guest File Restore page listed under SnapCenter Plug-in for VMware

vSphere.

[ BACK NEXT FINISH CANCEL

Monitorare e segnalare

SCV offre solide funzionalita di monitoraggio e reporting per aiutare gli amministratori a gestire in modo
efficiente le operazioni di backup e ripristino. E possibile visualizzare le informazioni sullo stato, monitorare i
lavori, scaricare i registri dei lavori, accedere ai report, per maggiori dettagli controllare"Plug-in SnapCenter per

VMware vSphere Monitor e Report."
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= vSphereClient O 2 Administrator@VSPHERELOCAL v @) (@ v

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.70:8134
Dashboard

B

Stats  JobMontor  Repos  Gefting Started

RECENT JOB ACTIVITIES @ JoBs Last 30 Days = LATESTPROTECTION SUMMARY @ VMs -
- @ Backup Successiul  (Job 1D:448) 4nago Backup  Restore  Mount ot Primary Secondary
) SnapVault
e Backup Successful  [Job ID:441] 20 h ago
<
© Backup Successtul  [Job D437 1dago 3% .
© Backup Successful  [Job 1D:430]
© Backup Successful  [Job ID:427] 2dago v
k01 eFalied: 0 Warning: NIA #Ms.
See All © Successful 2 © Running: 0 Failed: 0 Not backed up; 4 ®Faied 0 t repi 6
e All Successiut 2 Su o
CONFIGURATION @ STORAGE @
17.77 GB 0B 0B 9.13 x
o8 s S Snapshols

0 SnapVaults 0SnapMirrors Storage Savings
Vitual Machines Datastores:

»144.43 GB

Snapshot Savings.

& 19 sVMs Vs
- «17.77G8
o sse Storage Consumed
2 2 st
LS = * —
: rimary Storage

A | RecentTasks  Alarms

Sfruttando la potenza di NVMe su TCP e SnapCenter Plug-in for VMware vSphere-in NetApp SnapCenter per
VMware vSphere, le organizzazioni possono ottenere una protezione dei dati ad alte prestazioni e un disaster
recovery per i domini di carico di lavoro di VMware Cloud Foundation. Questo approccio garantisce operazioni
di backup e ripristino rapide e affidabili, riducendo al minimo i tempi di inattivita e salvaguardando i dati critici.

Proteggi i carichi di lavoro con vSphere Metro Storage
Cluster

Scopri come integrare I’alta disponibilita ONTAP con VMware vSphere Metro
Storage Cluster (vMSC)

Scopri le soluzioni NetApp che puoi utilizzare per integrare I'elevata disponibilita NetApp
ONTAP con VMware vSphere Metro Storage Cluster (vMSC). Cid fornisce soluzioni
robuste per la gestione di VMware Cloud Foundation (VCF) e per i domini dei carichi di
lavoro VI.

Questa combinazione garantisce la disponibilita continua dei dati, il failover senza interruzioni e il disaster
recovery in siti geograficamente dispersi, migliorando la resilienza e la continuita operativa per i carichi di
lavoro critici. La sincronizzazione attiva SnapMirror consente ai servizi aziendali di continuare a funzionare
anche in caso di guasto completo del sito, supportando il failover delle applicazioni in modo trasparente
utilizzando una copia secondaria. Non € necessario alcun intervento manuale o scripting personalizzato per
attivare un failover con ActiveSync SnapMirror .

Per maggiori dettagli fare riferimento alle seguenti soluzioni.

« "Cluster esteso per dominio di gestione mediante sincronizzazione attiva SnapMirror"
+ "Cluster esteso per dominio di gestione tramite MetroCluster"

+ "Cluster esteso per dominio del carico di lavoro VI utilizzando SnapMirror ActiveSync"

"Stretch Cluster per il dominio del carico di lavoro VI utilizzando MetroCluster"
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Configurare un cluster esteso per un dominio di gestione VCF utilizzando
MetroCluster

In questo caso d’'uso descriviamo la procedura per configurare un cluster esteso per il
dominio di gestione VMware Cloud Foundation (VCF) utilizzando ONTAP MetroCluster
con NFS come datastore primario. Questa procedura include la distribuzione di host
vSphere e vCenter Server, il provisioning di datastore NFS, la convalida del cluster con
VCF Import Tool, la configurazione delle impostazioni NSX e la conversione del’ambiente
in un dominio di gestione VCF.

/" FaultDomain1 ™\ // Fault Domain 2 b

VCF
Management
Domain

vSphere Metro
Storage Cluster

e e e e et e e f e e £

;’ MetroCluster IP

Introduzione

In questa soluzione mostreremo come implementare Stretched VCF Management Domain con NFS come
Principal Datastore utilizzando ONTAP MetroCluster.

Panoramica dello scenario

Questo scenario comprende i seguenti passaggi di alto livello:
* Distribuisci host vSphere e server vCenter.
 Fornire il datastore NFS agli host vSphere.

* Distribuire SDDC Manager nel cluster vSphere.

« Utilizzare lo strumento di importazione VCF per convalidare il cluster vSphere.
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« Configurare un file JSON per creare un NSX durante la conversione VCF.

* Utilizzare lo strumento di importazione VCF per convertire 'ambiente vSphere 8 in un dominio di gestione
VCF.

Prerequisiti
Questo scenario richiede i seguenti componenti e configurazioni:

» Configurazione ONTAP MetroCluster supportata
» Macchina virtuale di archiviazione (SVM) configurata per consentire il traffico NFS.

« E stata creata un’interfaccia logica (LIF) sulla rete IP che deve trasportare il traffico NFS ed & associata
all’SVM.

* Un cluster vSphere 8 con 4 host ESXi connessi allo switch di rete.

 Scarica il software necessario per la conversione VCF.

Ecco uno screenshot di esempio di System Manager che mostra la configurazione MetroCluster

L N

MetroCluster @

@ MetroCluster systems are healthy

I tme-mcc-sitelab : Pl tme-mcc-site2ab
2 Nodes 2 Nodes

©

@ 10.192.168.102
Mediator

ed ecco le interfacce di rete SVM da entrambi i domini di
errore.

218



Network interfaces

+ Add

Name

Q

lif_ch-svm-mcc02_8775

Iif_ch-svm-mecc01_3118

lif_ch-svm-mcc02_ 9778

lif_ch-svm-mcc01_6783

Network interfaces

Name

Q

lif_ch-svm-mccD1_3118

lif_ch-svm-mcc02_8775

Iif_ch-svm-mcc01_6783

lif_ch-svm-mcc02_9778

Subnets

Subnets

Status

©

®

Status

| storage vm
| Q  ch-svm
ch-svm-mcc02-mc
ch-svm-mecc1
ch-svm-mecl2-me

ch-sym-mcc01

| storage vm
| Q. ch-svm
ch-sym-mecc01-mc
ch-svm-mcc02
ch-svm-mec01-me

ch-svm-mcc02

| tpspace

| @
Default
Default
Default

Default

| IPspace

| a
Default
Default
Default

Default

[NOTA] SVM sara attivo su uno dei domini di errore in MetroCluster.

= FINetApp ONTAP System Manager | tme-moc-stelsh

Conittene

Dashboard

Storage VMs

[] e

¥ (o

Storage VMs

|:| Hame
ch-swm-meeti-me

ehoprm meetd

= P NetApp ONTAP System Manager | tme-mee sitelas

Sopped

Sunning

| subbype | Consigured proiséas
Sy stoiee NS, SMBJTIFS
Sy _ertinitein

| subtype | configumd protoco
Sync_demtwaton
Syre_ponmce NEL SMBACHS

Fare riferimento "vMSC con MetroCluster" .

| tpspace:
Delult

Dt

| epace
Dwimat

Cwlasit

| Address

| @
10.192.164.230
10.192.164.225
10.192.164.231

10.192.164.226

| Address

| a
10.192.164.225
10.192.164.230
10.192.164.226

10.192.164.231

I Current node
| @

tme-mec-sitela
tme-mecc-sitela
tme-mcc-sitelb

tme-mec-site1b

[ Current node

| @
tme-mcc-site2a
tme-mcc-site2a
tme-mcc-site2b

tme-mcc-site2b

(" Q semzh action, objects, and pages b e <)

| Mo capacity (3

The Mo cajiocy n daatied

e

(Q s e ctectswcpoam ) @ <>

Masimums capacity (7

e

The marmmum capactty o diuabled

*|

o
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https://knowledge.broadcom.com/external/article/312183/vmware-vsphere-support-with-netapp-metro.html

Per l'archiviazione supportata e altre considerazioni per la conversione o I'importazione di vSphere in VCF 5.2,
fare riferimento a "Considerazioni prima di convertire o importare ambienti vSphere esistenti in VMware Cloud
Foundation" .

Prima di creare un cluster vSphere che verra convertito in VCF Management Domain, fare riferimento
"Considerazioni NSX su vSphere Cluster"

Per il software richiesto fare riferimento a "Scarica il software per convertire o importare ambienti vSphere
esistenti" .

Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP fare riferimento a"Documentazione
ONTAP 9" centro.

Per informazioni sulla configurazione di VCF fare riferimento a"Documentazione di VMware Cloud Foundation'

Fasi di distribuzione

Per distribuire VCF Stretched Management Domain con NFS come Principal Datastore,
Completare i seguenti passaggi:

* Distribuisci host vSphere e vCenter.
 Creare un cluster vSphere.
 Fornire un datastore NFS.
» Copiare lo strumento di importazione VCF nell’appliance vCenter.
» Eseguire un controllo preliminare sull’appliance vCenter utilizzando lo strumento di importazione VCF.
* Distribuire la VM del gestore SDDC sul cluster vCenter.
* Creare un file JSON per un cluster NSX da distribuire durante il processo di conversione.
* Caricare il software richiesto nel gestore SDDC.
» Convertire il cluster vSphere in un dominio di gestione VCF.
Per una panoramica del processo di conversione, fare riferimento a "Convertire un ambiente vSphere in un

dominio di gestione o importare un ambiente vSphere come dominio di carico di lavoro VI in VMware Cloud
Foundation" .

Distribuisci host vSphere e vCenter

Distribuisci vSphere sugli host utilizzando I'|SO scaricato dal portale di supporto Broadcom oppure utilizza
'opzione di distribuzione esistente per I'host vSphere.
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https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-5-2-and-earlier/5-2/map-for-administering-vcf-5-2/importing-existing-vsphere-environments-admin/download-software-for-converting-or-importing-existing-vsphere-environments-admin.html
https://docs.netapp.com/us-en/ontap
https://docs.netapp.com/us-en/ontap
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-5-2-and-earlier/5-2.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-5-2-and-earlier/5-2/map-for-administering-vcf-5-2/importing-existing-vsphere-environments-admin/convert-or-import-a-vsphere-environment-into-vmware-cloud-foundation-admin.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-5-2-and-earlier/5-2/map-for-administering-vcf-5-2/importing-existing-vsphere-environments-admin/convert-or-import-a-vsphere-environment-into-vmware-cloud-foundation-admin.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-5-2-and-earlier/5-2/map-for-administering-vcf-5-2/importing-existing-vsphere-environments-admin/convert-or-import-a-vsphere-environment-into-vmware-cloud-foundation-admin.html

Montare NFS Datastore per ospitare le VM

In questo passaggio creiamo il volume NFS e lo montiamo come Datastore per ospitare le VM.

1. Utilizzando System Manager, creare un volume e collegarlo alla policy di esportazione che includa la
subnet IP dell’host
vSphere.

Add volume X

MName

NFS01

| Add as a cache for a remote volume (FlexCache)

Storage and optimization

ute volume data across the cluster (FlexGroup) (3)

| | Advanced capacity balancing

Access permissions

Export via NFS

| default

Createa new &

rt policy, or select an ewisting export policy

2. Eseguire I'SSH sull’host vSphere e montare il datastore

3. Ripetere i passaggi precedenti per ogni ulteriore necessita di datastore e assicurarsi che
I'accelerazione hardware sia
supportata

EL

Distribuisci vCenter su NFS Datastore. Assicurarsi che SSH e Bash shell siano abilitati sull’appliance vCenter.
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Crea un cluster vSphere

1. Accedi al client Web vSphere, crea il DataCenter e il cluster vSphere aggiungendo uno degli host in cui &
distribuito NFS VAAI. Abbiamo scelto di gestire tutti gli host nel cluster con I'opzione immagine singola.
[SUGGERIMENTO] Non selezionare Gestisci configurazione a livello di cluster. Per ulteriori dettagli, fare
riferimento "Considerazioni NSX su vSphere Cluster" . Per le best practice vMSC con ONTAP
MetroCluster, controlla "Linee guida per la progettazione e I'implementazione di vMSC"

2. Aggiungere altri host vSphere al cluster.
3. Creare uno switch distribuito e aggiungere i gruppi di porte.

4. "Migrazione della rete da vSwitch standard a switch distribuito."

Convertire 'ambiente vSphere in un dominio di gestione VCF

Nella sezione seguente vengono illustrati i passaggi per distribuire il gestore SDDC e convertire il cluster
vSphere 8 in un dominio di gestione VCF 5.2. Se del caso, per ulteriori dettagli si fara riferimento alla
documentazione VMware.

VCF Import Tool, di VMware by Broadcom, € un’utilita utilizzata sia sull’appliance vCenter che sul gestore
SDDC per convalidare le configurazioni e fornire servizi di conversione e importazione per gli ambienti
vSphere e VCF.

Per ulteriori informazioni, consulta "Opzioni e parametri dello strumento di importazione VCF" .

Copia ed estrai lo strumento di importazione VCF

Lo strumento di importazione VCF viene utilizzato sull’appliance vCenter per convalidare che il cluster
vSphere sia in uno stato di integrita per il processo di conversione o importazione VCF.

Completare i seguenti passaggi:

1. Segui i passaggi a "Copia lo strumento di importazione VCF nell’appliance vCenter di destinazione" in
VMware Docs per copiare lo strumento di importazione VCF nella posizione corretta.

2. Estrarre il bundle utilizzando il seguente comando:

tar -xvf vcf-brownfield-import-<buildnumber>.tar.gz
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Convalida I’appliance vCenter
Utilizzare lo strumento di importazione VCF per convalidare I'appliance vCenter prima della conversione.

1. Segui i passaggi a "Eseguire un controllo preliminare sul vCenter di destinazione prima della
conversione" per eseguire la convalida.

2. L'output seguente mostra che I'appliance vCenter ha superato il controllo preliminare.

Distribuire SDDC Manager

Il gestore SDDC deve essere collocato sul cluster vSphere che verra convertito in un dominio di gestione
VCF.

Per completare la distribuzione, seguire le istruzioni di distribuzione in VMware Docs.

vSphere Client O,

| RTP Cluster Details

o (1] vMsC

D:
Total Processors: =l

= Total vMotion
Migrations:

& ]

Fare riferimento a "Distribuire I'appliance SDDC Manager sul vCenter di destinazione" .
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Creare un file JSON per la distribuzione NSX

Per distribuire NSX Manager durante I'importazione o la conversione di un ambiente vSphere in VMware
Cloud Foundation, creare una specifica di distribuzione NSX. Per la distribuzione di NSX sono necessari
almeno 3 host.

Quando si distribuisce un cluster NSX Manager in un’operazione di conversione o
importazione, viene utilizzato il segmento supportato da NSX VLAN. Per maggiori dettagli
sulle limitazioni del segmento supportato da NSX-VLAN, fare riferimento alla sezione

@ "Considerazioni prima di convertire o importare ambienti vSphere esistenti in VMware
Cloud Foundation". Per informazioni sulle limitazioni di rete NSX-VLAN, fare riferimento a
"Considerazioni prima di convertire o importare ambienti vSphere esistenti in VMware
Cloud Foundation" .

Di seguito € riportato un esempio di file JSON per la distribuzione NSX:

"deploy without license keys": true,
"form factor": "small",
"admin password": "******************"’
"install bundle path": "/nfs/vmware/vcf/nfs-mount/bundle/bundle-
133764.zip",
"cluster ip": "10.61.185.114",
"cluster fgdn": "mcc-nsx.sddc.netapp.com",
"manager specs": [{
"fgdn": "mcc-nsxa.sddc.netapp.com",
"name": "mcc-nsxa',

"ip address": "10.61.185.111",
"gateway": "10.61.185.1",
"subnet mask": "255.255.255.0"

"fgdn": "mcc-nsxb.sddc.netapp.com",
"name": "mcc-nsxb",
"ip address": "10.61.185.112",

"gateway": "10.61.185.1",
"subnet mask": "255.255.255.0"

"fgdn": "mcc-nsxc.sddc.netapp.com",
"name": "mcc-nsxc",
"ip address": "10.61.185.113",

"gateway": "10.61.185.1",
"subnet mask": "255.255.255.0"
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Copiare il file JSON nella cartella home dell’'utente vcf su SDDC Manager.

Carica il software su SDDC Manager

Copiare lo strumento di importazione VCF nella cartella home dell’'utente vcf e il bundle di distribuzione
NSX nella cartella /nfs/vmware/vcf/nfs-mount/bundle/ su SDDC Manager.

Vedere "Caricare il software richiesto sull’appliance SDDC Manager" per istruzioni dettagliate.

Controllo dettagliato su vCenter prima della conversione

Prima di eseguire un’operazione di conversione del dominio di gestione o un’operazione di importazione
del dominio del carico di lavoro VI, & necessario eseguire un controllo dettagliato per assicurarsi che la
configurazione dell’ambiente vSphere esistente sia supportata per la conversione o I'importazione. .
Eseguire I'accesso SSH all'appliance SDDC Manager come utente vcf. . Passare alla directory in cui &
stato copiato lo strumento di importazione VCF. . Eseguire il seguente comando per verificare che
'ambiente vSphere possa essere convertito

python3 vcf brownfield.py check --vcenter '<vcenter-fgdn>' --sso-user
'<sso-user>' --sso-password '**xxx*x**x' _—_Jocal-admin-password
Thk,k,k khk k k k,k k,k,k,k,%x%? __accept_trust
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Convertire il cluster vSphere in dominio di gestione VCF

Per eseguire il processo di conversione viene utilizzato lo strumento di importazione VCF.

Per convertire il cluster vSphere in un dominio di gestione VCF e distribuire il cluster NSX, eseguire il
comando seguente:

python3 vcf brownfield.py convert --vcenter '<vcenter-fqgdn>' --sso-user
'<sso-user>' --sso-password '******x! ——ycenter-root-password '***xxxxkxkx!
-—-local-admin-password '**xxAkkxxkAkkkxxAk! —_hbackup-password

THRXRX A A I K RA A K FXxAAT ——domain-name '<Mgmt-domain-name>' --accept-trust

--nsx—-deployment-spec-path /home/vcf/nsx.json

Quando sull’host vSphere sono disponibili pit Datastore, viene richiesto quale Datastore deve essere
considerato come Datastore primario su quali VM NSX verranno distribuite per impostazione
predefinita.

Per istruzioni complete, fare riferimento a "Procedura di conversione VCF" .

Le VM NSX verranno distribuite su
vCenter.

vSphere Client O,

[ vMSC ! ACTIONS

@ @ Summary Monitor Configure Permissions Hosts VMs Dati

m B

v | mcc-vcOl.sddc.netapp.com
> |' RTP

o v

Cluster Details

R

Total Processors:

Total vMotion
Migrations:

2w

SDDC Manager mostra il dominio di gestione creato con il nome fornito e NFS come
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Aggiungere la licenza al VCF

Dopo aver completato la conversione, & necessario aggiungere la licenza allambiente.

1. Accedi all'interfaccia utente di SDDC Manager.

Nel riquadro di navigazione, vai su Amministrazione > Licenze.
Fare clic su + Chiave di licenza.

Scegli un prodotto dal menu a discesa.

Inserisci la chiave di licenza.

Fornire una descrizione della licenza.

Fare clic su Aggiungi.

© N o g bk~ 0D

Ripetere questi passaggi per ogni licenza.

Configurare un cluster esteso per un dominio di carico di lavoro VI utilizzando
MetroCluster

In questo caso d'uso descriviamo la procedura per configurare il dominio del carico di
lavoro VCF VI esteso con NFS come datastore principale utilizzando ONTAP
MetroCluster. Questa procedura include la distribuzione di host vSphere e vCenter
Server, il provisioning di datastore NFS, la convalida del cluster vSphere, la
configurazione di NSX durante la conversione VCF e lI'importazione del’ambiente
vSphere in un dominio di gestione VCF esistente.

| carichi di lavoro su VCF sono protetti da vSphere Metro Storage Cluster (vMSC). ONTAP MetroCluster con
distribuzione FC o IP viene in genere utilizzato per garantire la tolleranza agli errori dei datastore VMFS e NFS.
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Introduzione

In questa soluzione mostreremo come implementare il dominio del carico di lavoro VCF VI esteso con NFS
come datastore principale utilizzando ONTAP MetroCluster. Il dominio del carico di lavoro VI pud essere
distribuito tramite SDDC Manager oppure importando un ambiente vSphere esistente come dominio del carico
di lavoro VI.

Panoramica dello scenario

Questo scenario comprende i seguenti passaggi di alto livello:

* Distribuisci host vSphere e server vCenter.

 Fornire il datastore NFS agli host vSphere.

« Utilizzare lo strumento di importazione VCF per convalidare il cluster vSphere.
» Configurare un file JSON per creare un NSX durante la conversione VCF.

« Utilizzare lo strumento di importazione VCF per importare 'ambiente vSphere 8 come dominio del carico di
lavoro VCF VI in un dominio di gestione VCF esistente.

Prerequisiti
Questo scenario richiede i seguenti componenti e configurazioni:

» Configurazione ONTAP MetroCluster supportata
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* Macchina virtuale di archiviazione (SVM) configurata per consentire il traffico NFS.

- E stata creata un’interfaccia logica (LIF) sulla rete IP che deve trasportare il traffico NFS ed & associata
all’SVM.

» Un cluster vSphere 8 con 4 host ESXi connessi allo switch di rete.

 Scarica il software necessario per la conversione VCF.

Ecco uno screenshot di esempio di System Manager che mostra la configurazione MetroCluster

MetroCluster @

() MetroCluster systems are healthy

I tme-mcc-sitelab : P tme-mcc-site2ab
2 Nodes 2 Nodes

©

@ 10.192.168.102
Mediator

ed ecco le interfacce di rete SVM da entrambi i domini di
errore.
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Network interfaces

+ Add

Name

Q

lif_ch-svm-mcc02_8775

Iif_ch-svm-mecc01_3118

lif_ch-svm-mcc02_ 9778

lif_ch-svm-mcc01_6783

Network interfaces

Name

Q

lif_ch-svm-mccD1_3118

lif_ch-svm-mcc02_8775

Iif_ch-svm-mcc01_6783

lif_ch-svm-mcc02_9778

Subnets

Subnets

Status

©

®

Status

| storage vm
| Q  ch-svm
ch-svm-mcc02-mc
ch-svm-mecc1
ch-svm-mecl2-me

ch-sym-mcc01

| storage vm
| Q. ch-svm
ch-sym-mecc01-mc
ch-svm-mcc02
ch-svm-mec01-me

ch-svm-mcc02

| tpspace

| @
Default
Default
Default

Default

| IPspace

| a
Default
Default
Default

Default

[NOTA] SVM sara attivo su uno dei domini di errore in MetroCluster.

= FINetApp ONTAP System Manager | tme-moc-stelsh

Conittene

Dashboard

Storage VMs

[] e

¥ (o

Storage VMs

|:| Hame
ch-swm-meeti-me

ehoprm meetd

= P NetApp ONTAP System Manager | tme-mee sitelas

Sopped

Sunning

| subbype | Consigured proiséas
Sy stoiee NS, SMBJTIFS
Sy _ertinitein

| subtype | configumd protoco
Sync_demtwaton
Syre_ponmce NEL SMBACHS

Fare riferimento "vMSC con MetroCluster" .

| tpspace:
Delult

Dt

| epace
Dwimat

Cwlasit

| Address

| @
10.192.164.230
10.192.164.225
10.192.164.231

10.192.164.226

| Address

| a
10.192.164.225
10.192.164.230
10.192.164.226

10.192.164.231

(L sam=h actions, otjects and pages b

| Mo capacity (3

The Mo cajiocy n daatied

e
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e

The marmmum capactty o diuabled

I Current node
| @

tme-mec-sitela
tme-mecc-sitela
tme-mcc-sitelb

tme-mec-site1b

[ Current node

| @
tme-mcc-site2a
tme-mcc-site2a
tme-mcc-site2b
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9

e ©

?

o
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Per l'archiviazione supportata e altre considerazioni per la conversione o I'importazione di vSphere in VCF 5.2,
fare riferimento a "Considerazioni prima di convertire o importare ambienti vSphere esistenti in VMware Cloud
Foundation" .

Prima di creare un cluster vSphere che verra convertito in VCF Management Domain, fare riferimento
"Considerazioni NSX su vSphere Cluster"

Per il software richiesto fare riferimento a "Scarica il software per convertire o importare ambienti vSphere
esistenti" .

Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP fare riferimento a"Documentazione
ONTAP 9" centro.

Per informazioni sulla configurazione di VCF fare riferimento a"Documentazione di VMware Cloud Foundation"

Fasi di distribuzione

Per distribuire VCF Stretched Management Domain con NFS come Principal Datastore,
Completare i seguenti passaggi:

* Distribuisci host vSphere e vCenter.
 Creare un cluster vSphere.
 Fornire un datastore NFS.
» Copiare lo strumento di importazione VCF nell’appliance vCenter.
» Eseguire un controllo preliminare sull’appliance vCenter utilizzando lo strumento di importazione VCF.
* Creare un file JSON per un cluster NSX da distribuire durante il processo di importazione.
* Caricare il software richiesto nel gestore SDDC.
» Convertire il cluster vSphere in un dominio di carico di lavoro VCF VI.
Per una panoramica del processo di conversione, fare riferimento a "Convertire un ambiente vSphere in un

dominio di gestione o importare un ambiente vSphere come dominio di carico di lavoro VI in VMware Cloud
Foundation" .

Distribuisci host vSphere e vCenter

Distribuisci vSphere sugli host utilizzando I''SO scaricato dal portale di supporto Broadcom oppure utilizza
I'opzione di distribuzione esistente per I'host vSphere.
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Montare NFS Datastore per ospitare le VM

In questo passaggio creiamo il volume NFS e lo montiamo come Datastore per ospitare le VM.

1. Utilizzando System Manager, creare un volume e collegarlo alla policy di esportazione che includa la
subnet IP dell’host
vSphere.

Add volume x
Name
WLDO1_DS01

|:| Add as a cache for a remote volume (FlexCache)

Simphfies file distnbution, reduces WAN latency, and fowers WAN bandwidth costs.

Storage and optimization
Capacity

500 GiB W

Performance service level
Extreme e

Mot sure?  Get help selecting type

Optimization options

[:| Distribute volume data across the cluster (FlexGroup) ()

Access permissions
Export via NFS
GRANT ACCESS TO HOST
defaulit i
Create 3 new axport policy, or select an axsting export palicy.
Rule index Clients Access protocols Read-only rule| Rea

9 0.0.0.0/0 NFSv3, NFSv4, SMB/CIFS, NFS Any Anvy

2. Eseguire I'SSH sull’host vSphere e montare il datastore NFS.

esxcli storage nfs add -c 4 -H 10.192.164.225 -s /WLDO1l DSO01 -v DSO1
esxcli storage nfs add -c 4 -H 10.192.164.230 -s /WLDO1l DS02 -v DS02
esxcli storage nfs list

Distribuisci vCenter su NFS Datastore. Assicurarsi che SSH e Bash shell siano abilitati sull’appliance
vCenter.
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— vSphere Client

Pl

siteb-vsO2.sddc.netapp.com | i acrions

[Ij] @ @ Summary Monitor Configure Permissions VMs Datastores

v [}' mecce-ve02.sdde netapp.com

v B RTP Host Details
v [[] Stretch Cluster
[[] sitea-vsO1sddc.netapp.com
[ sitea-vs02.sddc.netapp.com — Hypervisor: \{_-?I»‘-.v.-are ESXi, 8.0.3, 242807
[}l siteb-vsOlsddc.netapp.com 24
- Model:
SiteR-VSO2 Scici.netapn. com o Processor Type: Intel(R) Xeon(R) Gold 5120 C
& mcc-ve02 PU @ 2.20GHz
Logical Processors: 12
NICs: 2
Virtual Machines: 1
State: Connected
Uptime: 19 hours

Crea un cluster vSphere

1. Accedi al webclient vSphere, crea il DataCenter e il cluster vSphere aggiungendo uno degli host in cui €
distribuito NFS VAAI. Abbiamo scelto di gestire tutti gli host nel cluster con I'opzione immagine singola.
[SUGGERIMENTO] Non selezionare Gestisci configurazione a livello di cluster. Per ulteriori dettagli, fare
riferimento "Considerazioni NSX su vSphere Cluster" . Per le best practice vMSC con ONTAP
MetroCluster, controlla "Linee guida per la progettazione e I'implementazione di vMSC"

2. Aggiungere altri host vSphere al cluster.
3. Creare uno switch distribuito e aggiungere i gruppi di porte.

4. "Migrazione della rete da vSwitch standard a switch distribuito."

Convertire ’'ambiente vSphere in un dominio di carico di lavoro VCF VI

Nella sezione seguente vengono illustrati i passaggi per distribuire il gestore SDDC e convertire il cluster
vSphere 8 in un dominio di gestione VCF 5.2. Se del caso, per ulteriori dettagli si fara riferimento alla
documentazione VMware.

VCF Import Tool, di VMware by Broadcom, & un’utilita utilizzata sia sull’appliance vCenter che sul gestore
SDDC per convalidare le configurazioni e fornire servizi di conversione e importazione per gli ambienti
vSphere e VCF.

Per ulteriori informazioni, consulta "Opzioni e parametri dello strumento di importazione VCF" .
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Copia ed estrai lo strumento di importazione VCF

Lo strumento di importazione VCF viene utilizzato sull’appliance vCenter per convalidare che il cluster
vSphere sia in uno stato di integrita per il processo di conversione o importazione VCF.

Completare i seguenti passaggi:

1. Segui i passaggi a "Copia lo strumento di importazione VCF nell’appliance vCenter di destinazione" in
VMware Docs per copiare lo strumento di importazione VCF nella posizione corretta.

2. Estrarre il bundle utilizzando il seguente comando:

tar -xvf vcf-brownfield-import-<buildnumber>.tar.gz

Convalida I’'appliance vCenter

Utilizzare lo strumento di importazione VCF per convalidare I'appliance vCenter prima dell'importazione
come dominio del carico di lavoro VI.

1. Segui i passaggi a "Eseguire un pre-controllo sul vCenter di destinazione prima della conversione"
per eseguire la convalida.
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Creare un file JSON per la distribuzione NSX

Per distribuire NSX Manager durante I'importazione o la conversione di un ambiente vSphere in VMware
Cloud Foundation, creare una specifica di distribuzione NSX. Per la distribuzione di NSX sono necessari
almeno 3 host.

Quando si distribuisce un cluster NSX Manager in un’operazione di conversione o
importazione, viene utilizzato il segmento supportato da NSX VLAN. Per maggiori dettagli
sulle limitazioni del segmento supportato da NSX-VLAN, fare riferimento alla sezione

@ "Considerazioni prima di convertire o importare ambienti vSphere esistenti in VMware
Cloud Foundation". Per informazioni sulle limitazioni di rete NSX-VLAN, fare riferimento a
"Considerazioni prima di convertire o importare ambienti vSphere esistenti in VMware
Cloud Foundation" .

Di seguito € riportato un esempio di file JSON per la distribuzione NSX:

"deploy without license keys": true,
"form factor": "small",
"admin password": "****************"’
"install bundle path": "/nfs/vmware/vcf/nfs-mount/bundle/bundle-
133764.zip",
"cluster ip": "10.61.185.105",
"cluster fgdn": "mcc-wldOl-nsx.sddc.netapp.com",
"manager specs": [{
"fgdn": "mcc-wldOl-nsxa.sddc.netapp.com",
"name": "mcc-wldOl-nsxa",

"ip address": "10.61.185.106",
"gateway": "10.61.185.1",
"subnet mask": "255.255.255.0"

"fgdn": "mcc-wldOl-nsxb.sddc.netapp.com",
"name": "mcc-wldOl-nsxb",
"ip address": "10.61.185.107",

"gateway": "10.61.185.1",
"subnet mask": "255.255.255.0"

"fgdn": "mcc-wldOl-nsxc.sddc.netapp.com",
"name": "mcc-wldOl-nsxc",
"ip address": "10.61.185.108",

"gateway": "10.61.185.1",
"subnet mask": "255.255.255.0"
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Copiare il file JSON nella cartella home dell’'utente vcf su SDDC Manager.

Carica il software su SDDC Manager

Copiare lo strumento di importazione VCF nella cartella home dell’'utente vcf e il bundle di distribuzione
NSX nella cartella /nfs/vmware/vcf/nfs-mount/bundle/ su SDDC Manager.

Vedere "Caricare il software richiesto sull’appliance SDDC Manager" per istruzioni dettagliate.

Controllo dettagliato su vCenter prima della conversione

Prima di eseguire un’operazione di conversione del dominio di gestione o un’operazione di importazione
del dominio del carico di lavoro VI, & necessario eseguire un controllo dettagliato per assicurarsi che la
configurazione dell’ambiente vSphere esistente sia supportata per la conversione o I'importazione. .
Eseguire 'accesso SSH all’appliance SDDC Manager come utente vcf. . Passare alla directory in cui &
stato copiato lo strumento di importazione VCF. . Eseguire il seguente comando per verificare che
'ambiente vSphere possa essere convertito

python3 vcf brownfield.py check --vcenter '<vcenter-fgdn>' --sso-user
'<sso-user>' --sso-password '**xx*xk**' __Jocal-admin-password
Thk,k,k khk k k k,k k,k,k,k,%x%? __accept_trust
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Convertire il cluster vSphere in un dominio di carico di lavoro VCF VI

Per eseguire il processo di conversione viene utilizzato lo strumento di importazione VCF.

Per convertire il cluster vSphere in un dominio di gestione VCF e distribuire il cluster NSX, eseguire il
comando seguente:

python3 vcf brownfield.py import --vcenter '<vcenter-fgdn>' --sso-user
'<sso-user>' --sso-password '******x! ——ycenter-root-password '***xxxxkxkx!
-—-local-admin-password '**xxAkkxxkAkkkxxAk! —_hbackup-password

THRXRX A A I K RA A K FXxAAT ——domain-name '<Mgmt-domain-name>' --accept-trust

--nsx—-deployment-spec-path /home/vcf/nsx.json

Anche se sull’host vSphere sono disponibili piu Datastore, non € necessario specificare quale Datastore
deve essere considerato come Datastore primario.

Per istruzioni complete, fare riferimento a "Procedura di conversione VCF" .

Le VM NSX verranno distribuite su

vCenter.
— vSphere Client
< : 3t =
[ siteb-vsO2.sddc.netapp.com @ : acrions
[EI] @ @ Summary Monitor Configure Permissions VMs Datastores
v [ mecec-ve02.sddc.netapp.com
v B RTP Host Details
v [} Stretch Cluster
[.] sitea-vsO1.sddc netapp.com
[ sitea-vs02sddc netapp.com = Hypervisor: VMware ESXi, 8.0.3, 242807
67
Model:
O \ ~ - -~
Processor Type: WR) Gold 5120 C
&Y me c02
E% mcc-wldOl-nsxa Logical Processors: 12
&% mcc-wid01-nsxb NICs: 2
% micc-widOl-nsxc Virtual Machines: 2
State: Connected
Uptime: 20 hours

SDDC Manager mostra il dominio del carico di lavoro VI creato con il nome fornito e NFS come
Datastore.
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Aggiungere la licenza al VCF

Dopo aver completato la conversione, & necessario aggiungere la licenza allambiente.

1.

© N o g bk~ 0D

Accedi all'interfaccia utente di SDDC Manager.

Nel riquadro di navigazione, vai su Amministrazione > Licenze.
Fare clic su + Chiave di licenza.

Scegli un prodotto dal menu a discesa.

Inserisci la chiave di licenza.

Fornire una descrizione della licenza.

Fare clic su Aggiungi.

Ripetere questi passaggi per ogni licenza.

Configurare un cluster esteso per un dominio di gestione VCF utilizzando
SnapMirror Active Sync

In questo caso d’'uso descriviamo la procedura per utilizzare gli ONTAP tools for VMware
vSphere per configurare un cluster esteso per un dominio di gestione VCF. Questa
procedura include la distribuzione di host vSphere e vCenter Server, 'installazione di
strumenti ONTAP , la protezione dei datastore con SnapMirror Active Sync, la migrazione
delle VM verso datastore protetti e la configurazione di storage supplementare.

Region (VCF Instance)

Availability Zone A Availability Zone B Availability Zone C
T Management Domain Stretched Cluster 1 R MD Cluster2
E—  Com— C— D E=aE— |
EaE—3 — N s | s B
] ]
() ]

Waorkload Domain 1 Cluster 1 \ ;

| I

SnapMirror active sync e I )

a “ B T : I m
| i ———

/ WD 1 Cluster 3 : ! WD 2 Remote Cluster 1 |
EAE— i EOETT

Hi | i -

\

Panoramica dello scenario

La soluzione Stretch Cluster pud essere implementata sul cluster predefinito o su un cluster aggiuntivo nei
domini di gestione o di carico di lavoro VCF. VMFS su FC & supportato sia sul datastore principale che sui
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datastore supplementari. VMFS su iSCSI & supportato solo con datastore supplementari. Fare riferimento a
IMT per il supporto di VMFS su NVMe-oF con SnapMirror ActiveSync.

VMFS with FC

VCF Management Domain

ONTAP
Mediator

=

Archiviazione principale sul dominio di gestione

A partire da VCF 5.2, il dominio di gestione pu0 essere distribuito senza VSAN utilizzando lo strumento di
importazione VCF. L'opzione di conversione dello strumento di importazione VCF consente"una
distribuzione vCenter esistente in un dominio di gestione" . Tutti i cluster in vCenter diventeranno parte
del dominio di gestione.

1. Distribuisci host vSphere

2. Distribuire il server vCenter sul datastore locale (vCenter deve coesistere sugli host vSphere che
verranno convertiti nel dominio di gestione)

. Distribuisci gli ONTAP tools for VMware vSphere
. Distribuisci il plug-in SnapCenter per VMware vSphere (facoltativo)
. Creare un datastore (la configurazione della zona FC deve essere a posto)

. Proteggere il cluster vSphere

N O o~ W

. Migrare le VM al datastore appena creato

Ogni volta che il cluster viene espanso o ridotto, € necessario aggiornare la relazione Host
@ Cluster sugli strumenti ONTAP per il cluster, per indicare le modifiche apportate all’'origine
o alla destinazione.
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Archiviazione supplementare sul dominio di gestione

Una volta che il dominio di gestione € attivo e funzionante, & possibile creare datastore aggiuntivi
utilizzando gli strumenti ONTAP che attiveranno I'espansione del gruppo di coerenza.

Se un cluster vSphere € protetto, saranno protetti tutti i datastore nel cluster.

Se I'ambiente VCF viene distribuito con lo strumento Cloud Builder, per creare I'archiviazione
supplementare con iSCSI, distribuire gli strumenti ONTAP per creare il datastore iSCSI e proteggere il
cluster vSphere.

Ogni volta che il cluster viene espanso o ridotto, € necessario aggiornare la relazione Host
Cluster sugli strumenti ONTAP per il cluster, per indicare le modifiche apportate all’origine
o alla destinazione.

Informazioni aggiuntive

Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP fare riferimento a"Documentazione
ONTAP 9" centro.

Per informazioni sulla configurazione di VCF fare riferimento a"Documentazione di VMware Cloud Foundation
5.2".

Demo video per questa soluzione

Cluster di allungamento per VCF con strumenti ONTAP

Configurare un cluster esteso per un dominio di carico di lavoro VI utilizzando
SnapMirror Active Sync

In questo caso d’uso descriviamo la procedura per configurare un cluster esteso per un
dominio di carico di lavoro di un’infrastruttura virtuale (V1) utilizzando SnapMirror Active
Sync con ONTAP tools for VMware vSphere. Questa procedura include la creazione di un
dominio di carico di lavoro VCF con VMFS su Fibre Channel, la registrazione di vCenter
con strumenti ONTAP , la registrazione dei sistemi di storage e la protezione del cluster
vSphere.
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Region (VCF Instance)

Availability Zone A Availability Zone B Availability Zone C
T Management Domain Stretched Cluster 1 * PO MD Cluster2
S e | = EE3 T e | e [
! EaE—3 EPETS P e
i [} ] 1]

1} ] ]
[} [} ]

i Waorkload Domain 1 Cluster 1

{ Cm—" T — SnapMirror active sync [= =1 : .
o | o . a ——— m
: Prin ¢ : M

i WD 1 Cluster3 { WD 2 Remote Cluster 1 |

1 g i

Hi C— | —" | C—" | C——
=

Panoramica dello scenario

Gli archivi dati sul dominio VCF Workload possono essere protetti con SnapMirror ActiveSync per fornire una
soluzione di cluster estensibile. La protezione ¢ abilitata a livello di cluster vSphere e tutti i datastore a blocchi
ONTARP nel cluster saranno protetti.

Archiviazione principale sul dominio del carico di lavoro

Il dominio del carico di lavoro pud essere creato importandolo tramite lo strumento di importazione VCF
oppure distribuendolo tramite il gestore SDDC. L'implementazione con SDDC Manager fornira pit opzioni
di rete rispetto all'importazione di un ambiente esistente.

1. Crea un dominio di carico di lavoro con VMFS su FC

2. "Registra il dominio del carico di lavoro vCenter nel gestore degli strumenti ONTAP per distribuire il
plug-in vCenter"

3. "Registrare i sistemi di archiviazione sugli strumenti ONTAP"

4. "Proteggere il cluster vSphere"

Ogni volta che il cluster viene espanso o ridotto, € necessario aggiornare la relazione Host
@ Cluster sugli strumenti ONTAP per il cluster, per indicare le modifiche apportate all’origine
o alla destinazione.

Archiviazione supplementare sul dominio del carico di lavoro

Una volta che il dominio del carico di lavoro € attivo e funzionante, € possibile creare datastore aggiuntivi
utilizzando gli strumenti ONTAP che attiveranno I'espansione del gruppo di coerenza.

Se un cluster vSphere € protetto, saranno protetti tutti i datastore nel cluster.
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Informazioni aggiuntive

Per informazioni sulla configurazione dei sistemi di archiviazione ONTAP fare riferimento a"Documentazione
ONTAP 9" centro.

Per informazioni sulla configurazione di VCF fare riferimento a"Documentazione di VMware Cloud Foundation"

Demo video per questa soluzione

Cluster di allungamento per VCF con strumenti ONTAP

Migrazione delle VM da VMware vSphere ai datastore
ONTAP

Gli ambienti VMware vSphere possono trarre notevoli vantaggi dalla migrazione delle
macchine virtuali verso datastore supportati NetApp ONTAP. Che tu stia passando da
vSAN a sistemi di archiviazione di terze parti o aggiornando la tua infrastruttura esistente,
esplora vari scenari vMotion e strategie di migrazione per trasferire senza problemi le tue
VM ai datastore ONTAP . Cio garantisce la continuita aziendale sfruttando al contempo le
funzionalita di archiviazione di classe enterprise di ONTAP.

VMware vSphere di Broadcom supporta i datastore VMFS, NFS e vVol per I'hosting di macchine virtuali. |
clienti hanno la possibilita di creare tali datastore con infrastrutture iperconvergenti o con sistemi di storage
condivisi centralizzati.

| clienti spesso riscontrano il valore dell’hosting su sistemi di storage basati su ONTAP per fornire snapshot e

cloni di macchine virtuali efficienti in termini di spazio, flessibilita nella scelta di vari modelli di distribuzione nei
data center e nei cloud, efficienza operativa con strumenti di monitoraggio e avviso, sicurezza, governance e

strumenti di conformita opzionali per ispezionare i dati delle macchine virtuali e cosi via.

Le VM ospitate su datastore ONTAP possono essere protette utilizzando il plug-in SnapCenter per VMware
vSphere (SCV). SCV crea snapshot basati sull’archiviazione e li replica anche sul sistema di archiviazione
ONTAP remoto. | ripristini possono essere eseguiti sia dai sistemi di archiviazione primari che da quelli
secondari.

| clienti hanno la flessibilita di scegliere Cloud Insights o Aria Operations o una combinazione di entrambi o altri
strumenti di terze parti che utilizzano I'’API ONTAP per la risoluzione dei problemi, il monitoraggio delle
prestazioni, la creazione di report e le funzionalita di notifica degli avvisi.

| clienti possono facilmente effettuare il provisioning del datastore utilizzando il plug-in vCenter ONTAP Tools o
la sua API e le VM possono essere migrate nei datastore ONTAP anche mentre sono accesi.

Alcune VM distribuite con strumenti di gestione esterni come VCF Automation, vSphere
Supervisor (o altre versioni di Kubernetes) dipendono solitamente dalla policy di archiviazione
della VM. Se si esegue |la migrazione tra gli archivi dati all’interno della stessa policy di

@ archiviazione della VM, I'impatto sulle applicazioni dovrebbe essere minore. Verificare con i
proprietari dell’applicazione la corretta migrazione di tali VM al nuovo datastore. Introduzione di
vSphere 8 "Notifiche vSphere vMotion per applicazioni sensibili alla latenza" per preparare le
applicazioni per vMotion.
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Requisiti di rete

Migrazione di VM con vMotion

Si presume che sia gia presente una rete di archiviazione doppia per il datastore ONTAP , per garantire
connettivita, tolleranza agli errori e aumento delle prestazioni.

Anche la migrazione delle VM tra gli host vSphere viene gestita dall'interfaccia VMKernel dell’host
vSphere. Per la migrazione a caldo (VM accese), viene utilizzata I'interfaccia VMKernel con il servizio
vMotion abilitato, mentre per la migrazione a freddo (VM spente), viene utilizzata I'interfaccia VMKernel
con il servizio Provisioning abilitato per spostare i dati. Se non viene trovata alcuna interfaccia valida,
verra utilizzata I'interfaccia di gestione per spostare i dati, il che potrebbe non essere auspicabile per
determinati casi d’uso.

Summary  Monitor  Configure  Permissions ~ VMs  Datastores  Networks  Updates

Storage v VMkernel adapters

Storage Adapters
ADD NETWORKING REFRESH
Storage Devices

Host C

@ Configuration v | TCP/P stack v | Enabled Services v

Protocol Endpoints $ »

Default

1/O Filters N
» SAN
Networking v
: » Motic 2
Virtual switches -
Physical adapters Po»
RDMA adapters H
TCR/IP configuration 5 Provisioning
Virtual Machines v
Quando si modifica l'interfaccia VMKernel, ecco I'opzione per abilitare i servizi richiesti.
vmk2 - Edit Settings | esxi-hc-03.sddc.netapp.com %
: s k
Port properties TCP/IP stack Default
IPvd settings MTU (Bytes) 9000
IPvE settings
Available services
Enabled services |_! NVMe over RDMA

vMotion

| SANGE! “

Assicurarsi che siano disponibili almeno due schede di rete uplink attive ad alta velocita
per il portgroup utilizzato dalle interfacce vMotion e Provisioning VMkernel.
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Scenari di migrazione delle VM

vMotion viene spesso utilizzato per migrare le VM indipendentemente dal loro stato di alimentazione. Di
seguito sono disponibili ulteriori considerazioni e procedure di migrazione per scenari specifici.

@ Capire "Condizioni e limitazioni della VM di vSphere vMotion" prima di procedere con qualsiasi
opzione di migrazione della VM.
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Migrazione di VM da uno specifico vSphere Datastore

Per migrare le VM al nuovo Datastore tramite I'interfaccia utente, seguire la procedura seguente.

1. Con vSphere Web Client, seleziona il Datastore dall'inventario di storage e fai clic sulla scheda VM.

8 B vsanDatastore

[Eh @ @ Summary Monitor Configure Permissions Files Hosts VMs

~ [ vcsa-hc.sdde.netapp.com B = 1
o . ’ . 8 Virtual Machines VM Templates |
~ |'fl Datacenter B

2. Selezionare le VM da migrare e fare clic con il pulsante destro del mouse per selezionare I'opzione

Migra.
O T P T ey - Wi . = 29 78 GF
L | G gke-admin-ws-1-28-repeat Actions - 4 Objects 32.78 GE
=— = Power :
(] # @ gke-admin-ws-asv 46.51 GB
Guest OS
Snapshots

hammerdb-02 )
1 Migrate...

hammerdb-03

VM Policies

hammerdb-0<

Template

3. Scegli 'opzione per modificare solo I'archiviazione, fai clic su Avanti
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4 Virtual Machines - Select a migration type
Migrate

Change the virtual machines' compute resource, storage, or both

1 Select a migration type () change compute resource only

Migrate the virtual machines to another host or cluster

o Change storage enly

Migrate the virtual machines’ storage to a compatible datastore or datastore cluster

| Change both compute resource and storage

Migrate the virtual mac

nes 1o a specific

ef and their storage to a specif

() Cross vCenter Server export

Migrate the virtual machines to a vCenter Sen,

not linked to th

S

4. Selezionare la policy di archiviazione della VM desiderata e scegliere il datastore compatibile. Fare
clic su Avanti.

4 Virtual Machines - Select storage
Migrate

Select the destination storage for the virtual machine migration

BATCH CONFIGURE “ONFIGURE PER DISK

Select virtual disk format

VM Storage Policy

2 Select storage [_] pisabie Storag

Name T SAcHRgE

Compatibility T Capacity T Provisioned ¥ Free T T

3438 GB 195 TB

Manage Colu

Compatibility

Compatibility checks succeeded

CANCEL BACK | NEXT

5. Rivedi e clicca su Fine.
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4 Virtual Machines - Ready to complete X

M[grate Verify that the information is correct and click Finish to start the migration

Migration Type ¥l on the orginal compute resoyrce
1 Select a migration type
Virtual Machine

Storage

storage

VM storage policy

3 Ready to complete Disk Format Thin Provision

eancer | eace | [N

Per migrare le VM tramite PowerCLI, ecco lo script di esempio.
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#Authenticate to vCenter
Connect-VIServer -server vcsa.sddc.netapp.local -force

# Get all VMs with filter applied for a specific datastore
Svm = Get-DataStore 'vSanDatastore' | Get-VM Har*

#Gather VM Disk info
Svmdisk = Svm | Get-HardDisk

#Gather the desired Storage Policy to set for the VMs. Policy should be
available with valid datastores.

Sstoragepolicy = Get-SPBMStoragePolicy 'NetApp Storage'

#set VM Storage Policy for VM config and its data disks.
Svm, Svmdisk | Get-SPBMEntityConfiguration | Set-
SPBMEntityConfiguration -StoragePolicy S$storagepolicy

#Migrate VMs to Datastore specified by Policy
Svm | Move-VM -Datastore (Get-SPBMCompatibleStorage -StoragePolicy

Sstoragepolicy)

#Ensure VM Storage Policy remains compliant.
Svm, Svmdisk | Get-SPBMEntityConfiguration
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Migrazione di VM nello stesso cluster vSphere

Per migrare le VM al nuovo Datastore tramite I'interfaccia utente, seguire la procedura seguente.

1. Con vSphere Web Client, seleziona il cluster dall'inventario host e cluster e fai clic sulla scheda VM.

— vsSphereClient O

¢ @ vef-mOT-clol | ;acrions

18]} B @ Summary  Monitor  Configure  Permissions  Hosts  VMs  Datastores

@ vcf-mOl1-vcOlsddc.netapp.com

v [ vef-mOl-deOl

Bl ([} vct-moi-ciot e

Updates

Virtual Machines emplates vApps

2. Selezionare le VM da migrare e fare clic con il pulsante destro del mouse per selezionare I'opzione
Migra.

B o S Rt e L T - - WS - < 9 78 ~F
L | G gke-admin-ws-1-28-repeat Actions - 4 Objects 32.78 GE
= = Power -
| | # (@ gke-admin-ws-asv 46.51 GB
Guest OS
hammerdb-01
—— Snapshots

(3:_1 Migrate... )

VM Policies

hammerdb-03

Template

3. Scegli 'opzione per modificare solo I'archiviazione, fai clic su Avanti

4 Virtual Machines - Select a migration type %

Mlgfate Change the virtual machines’ compute resource, storage, or both

1 Select amigration type (_} Change compute resource only
Migrate the virtual machines to another host of cluste

o Change storage enly

Migrate the virtual machines’ storage to a compatible datastore or datastore cluster

{ Change both compute resource and storage

Migrate the virtual machines to a specific host or cluster and their storage t
Cross vCenter Server export

e yirtual machines to a vCenter

Migrate
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4. Selezionare la policy di archiviazione della VM desiderata e scegliere il datastore compatibile. Fare

5. Rivedi e clicca su Fine.

clic su Avanti.

4 Virtual Machines -
Migrate

| 1 Selact a migration type

2 Select storage ] pisable Storage DR

Select storage b 4
Select the destination storage for the virtual machine migration

P Ll CONFIGURE PER DISK |

Select virtual disk format

VM Storage Policy

Storage

pacity rovis s
Compatibility T Capacity T Provisioned v | Free v 1

Name T

3438 GB

B e13a400_isCS Incompatible 278 858.66 GB

Manage Columns

Compatibility

Compatibility checks succeeded

CANCEL BACK | m

4 Virtual Machines -

Migrate

3 Ready to complete

Ready to complete X

Verify that the information is correct and click Finish to start the migration

Migration Type
Virtual Machine
Storage

VM storage policy

Disk Format Thin Provision

eancer | eace | [

Per migrare le VM tramite PowerCLI, ecco lo script di esempio.
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#Authenticate to vCenter
Connect-VIServer -server vcsa.sddc.netapp.local -force

# Get all VMs with filter applied for a specific cluster
Svm = Get-Cluster 'vcf-m0l-cl0l' | Get-VM Aria*

#Gather VM Disk info
Svmdisk = Svm | Get-HardDisk

#Gather the desired Storage Policy to set for the VMs. Policy should be
available with valid datastores.

Sstoragepolicy = Get-SPBMStoragePolicy 'NetApp Storage'

#set VM Storage Policy for VM config and its data disks.
Svm, Svmdisk | Get-SPBMEntityConfiguration | Set-
SPBMEntityConfiguration -StoragePolicy S$storagepolicy

#Migrate VMs to Datastore specified by Policy
Svm | Move-VM -Datastore (Get-SPBMCompatibleStorage -StoragePolicy
Sstoragepolicy)

#Ensure VM Storage Policy remains compliant.
Svm, Svmdisk | Get-SPBMEntityConfiguration

Quando Datastore Cluster & in uso con DRS (Dynamic Resource Scheduling) di
archiviazione completamente automatizzato ed entrambi i datastore (di origine e di

destinazione) sono dello stesso tipo (VMFS/NFS/vVol), mantenere entrambi i datastore
nello stesso cluster di archiviazione ed eseguire la migrazione delle VM dal datastore di
origine abilitando la modalita di manutenzione sull’origine. L'esperienza sara simile a quella
che si ha quando si gestiscono gli host di elaborazione per la manutenzione.
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Migrazione di VM su piu cluster vSphere

@ Fare riferimento "Compatibilita CPU e compatibilita vSphere Enhanced vMotion" quando gli
host di origine e di destinazione appartengono a famiglie o modelli di CPU diversi.

Per migrare le VM al nuovo Datastore tramite I'interfaccia utente, seguire la procedura seguente.

1. Con vSphere Web Client, seleziona il cluster dall'inventario host e cluster e fai clic sulla scheda VM.

— vSphereClient O

.3 [ .
m vef-mO1-clO1 | :acrions
18]} B @ Summary  Monitor  Configure  Permissions  Hosts  VMs  Datastores  Networks  Updates

« [@ vci-mOi-vcO1.sdde.netapp.com

Virtual Machines en ates vApps
v [ vef-m0i-deOi
2. Selezionare le VM da migrare e fare clic con il pulsante destro del mouse per selezionare I'opzione
Migra.
l | ;4: gke-admin-ws-1-28-repeat Actions - 4 Objects 32 78 GE
= Power

(] @ gke-admin-ws-asy 46.51GB
Guest OS
Snapshots

(j:_)‘ Migrate... )

VM Policies

Template

3. Scegli 'opzione per modificare le risorse di elaborazione e di archiviazione, fai clic su Avanti
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4 Virtual Machines - Select a migration type %

M|grate Change the virtual machines’ compute resource, storage, or both

1 Select amigration type (_) Change compute resource only
Migrate the virtual machines to another host of

{ '_ Change storage only

cluster

agetoac

Migrate the virtual machines® st mpatible datastore or datastore cluster

© change both compute resource and storage

Migrate the virtua chines to a specific host or cluster and the acific datas

") Cross vCenter Server export

Migrate the virtual machines to a vCenter Server not linked 1o the current 550 domain.

CANCEL NEXT

4. Esplora e seleziona il cluster giusto da migrare.

4 Virtual Machines - Select a compute resource x
Migrate Select a cluster, host, vApp or resource pool to run the virtual machines,

v [E vef-mOl-veOlsddenetapp.com
| Select a mig 1 type M vef-mOt-deO?

vcf-whid-vcOl.sdde.netapp.com

vet-whkid-01-DC
[ IT-INF-WKLD-01

2 Select a compute resource v |

Compatibility

Compatibility checks succeeded

CANCEL | BACK NEXT

5. Selezionare la policy di archiviazione della VM desiderata e scegliere il datastore compatibile. Fare
clic su Avanti.
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4 Virtual Machines - Select storage

M]grate Select the destination storage for the virtual machine migration

BATCH CONFIGURE CONFIGURE PER DISK

type Select virtual disk format

VM Storage Policy | NFS
.:. :".‘ e o nmp e 2S0urce
Storage var iy Proaisio Ciea T
Name T Compatibility T Capacity T Provisioned ¥ me T T
3 Select storage
Compatible
= 1-25% nstali-datas i 5.75 GB 58 GB 2
f sx02 il 1 omj ] SGE 3 2 B
sx-instafl-data cor G 3.68 GB B

Compatibility

Compatibility checks succeeded.

CANCEL BACK NEXT

6. Selezionare la cartella VM in cui posizionare le VM di destinazione.

4 Virtual Machines - Select folder
Mlgrate Select the destination virtual machine folder for the virtual machine migration
Select location for the virtual machine migration

v [ vef-wkid-01-DC

Discovered virtual machine

B vCLs

4 Select folder

< Compatibility checks succeeded.

7. Selezionare il gruppo di porte di destinazione.
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4 Virtual Machines -
Migrate

t folder

5 Select networks

Select networks %

Select destination networks for the virtual machine migration.
Migrate VM networking by selecting a new destination network for all VM network adapters attached to the same

source network

Source Network T Used By T Destination Metwork T

C-DPortGroup-YM-Mgmt 4 VMs /4N

D 1-AT-INF-WK

B | S

ADVANC

Compatibility

~" Compatibility checks succeeded.,

CANCEL BACK

8. Rivedi e clicca su Fine.

4 Virtual Machines -
Migrate

Select a migration type

t storage

3 Ready to complete

Ready to complete X

Verify that the information is correct and click Finish to start the migration

Migration Type Change storage. Leave VM on the onginal comi
Virtual Machine

Storage

VM storage policy

Thin Provision

Disk Format

Per migrare le VM tramite PowerCLlI, ecco lo script di esempio.
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#Authenticate to vCenter
Connect-VIServer -server vcsa.sddc.netapp.local -force

# Get all VMs with filter applied for a specific cluster
Svm = Get-Cluster 'vcf-m0l-cl0l' | Get-VM Aria*

#Gather VM Disk info
Svmdisk = Svm | Get-HardDisk

#Gather the desired Storage Policy to set for the VMs. Policy should be
available with valid datastores.

Sstoragepolicy = Get-SPBMStoragePolicy 'NetApp Storage'

#set VM Storage Policy for VM config and its data disks.
Svm, Svmdisk | Get-SPBMEntityConfiguration | Set-
SPBMEntityConfiguration -StoragePolicy S$storagepolicy

#Migrate VMs to another cluster and Datastore specified by Policy
Svm | Move-VM -Destination (Get-Cluster 'Target Cluster') -Datastore
(Get-SPBMCompatibleStorage -StoragePolicy S$storagepolicy)

#When Portgroup is specific to each cluster, replace the above command
with

Svm | Move-VM -Destination (Get-Cluster 'Target Cluster') -Datastore
(Get-SPBMCompatibleStorage -StoragePolicy S$storagepolicy) —-PortGroup
(Get-VirtualPortGroup 'VLAN 101"')

#Ensure VM Storage Policy remains compliant.
Svm, Svmdisk | Get-SPBMEntityConfiguration
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Migrazione di VM tra server vCenter nello stesso dominio SSO

Per migrare le VM sul nuovo server vCenter elencato nella stessa interfaccia utente di vSphere Client,
seqguire la procedura seguente.

Per requisiti aggiuntivi come le versioni di vCenter di origine e di destinazione, ecc.,
controllare "Documentazione vSphere sui requisiti per vMotion tra le istanze del server

vCenter"

1. Con vSphere Web Client, seleziona il cluster dall’inventario host e cluster e fai clic sulla scheda VM.

— vSphereClient Q)

<

i vef-m01-clo i ACTIONS

En B @ Summary  Monitor  Configure  Permissions  Hosts ~ VMs  Datastores  Networks  Updates
f:’y vef-mOi-veOl.sddc.netapp.com vhpps
v B vef-m0i-dcOl :
2. Selezionare le VM da migrare e fare clic con il pulsante destro del mouse per selezionare I'opzione
Migra.
0 & gke-admin-ws-1-28-repeat  Actions - 4 Objects 32.78 GE
= Power
lj @ gke-admin-ws-asy 46.51GB
Guest OS
s
aimme Snapshots
(j:)‘ Migrate... )
01 hammerdb-03
VM Policies
Template

3. Scegli 'opzione per modificare le risorse di elaborazione e di archiviazione, fai clic su Avanti
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4 Virtual Machines - Select a migration type %

M|grate Change the virtual machines’ compute resource, storage, or both

1 Select amigration type (") Change compute resource only
Migrate the virtual machines to another ho: cluster

{ '_ Change storage only

Migrate the virtual machines’ storage to a compatible datastore or datastore cluster

© change both compute resource and storage

Migrate th

cluster and th = to a specific datas

hines to a specific host

") Cross vCenter Server export

r Server not inked to th

Migrate the virtual machines to a vC rrent S50 domain

CANCEL NEXT

4. Selezionare il cluster di destinazione nel server vCenter di destinazione.

4 Virtual Machines - Select a compute resource x
Migrate Select a cluster, host, vApp or resource pool to run the virtual machines,

v [ vef-mDl-veOlsdde.netapp.com
| ] vci-mOi-dcO1

vcf-whid-vcOl.sdde.netapp.com

] vei-wkid-01-DC

2 Select a compute resource

IT-INF-WKLD-01

Compatibility

Compatibility checks succeeded

CANCEL | BACK NEXT

5. Selezionare la policy di archiviazione della VM desiderata e scegliere il datastore compatibile. Fare
clic su Avanti.
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4 Virtual Machines - Select storage

M]grate Select the destination storage for the virtual machine migration
BATCH CONFIGURE CONFIGURE PER DISK
Select a migration type Select virtual disk format Thin Provisior
VM Storage Policy |T
2 Select a compute resource
Storage R
Hame Y | compatibiity Y | CoPachy T
3 Select storage
Compatible
= . aew nstall-catas ! 575 GB
f sxD2 il ! omg = 5 GB
=] sx-install-data COmE GE

Compatibility

Provisioned ¥

Compatibility checks succeeded.

CANCEL BACK NEXT

Selezionare la cartella VM in cui posizionare le VM di destinazione.

Select folder

Select the destination virtual machine folder for the virtual machine migration

4 Virtual Machines -
Migrate

Select location for the virtual machine migration

i vef-wkid-01-DC

Discovered virtual machine

B vCLs

4 Select folder

< Compatibility checks succeeded.

7. Selezionare il gruppo di porte di destinazione.

261



4 Virtual Machines -
Migrate

1 Select a migration type

a compule rescurce

3 Select storage

t folder

5 Select networks

Select networks

Select destination networks for the virtual machine migration.

Migrate VM networking by selecting a new destination network for all VM network adapters attached to the same

source network

Source Network T Used By

» SDDC-DPort

oup-YM-Mamt 4 WMs / 4 Network adapters

ADVANC

Compatibility

Destination Metwork T

INF-WHKLD-

~" Compatibility checks succeeded.,

CANCEL

BACK

8. Esaminare le opzioni di migrazione e fare clic su Fine.

4 Virtual Machines -
Migrate

ect a migration type

2 Ct storage

3 Ready to complete

Ready to complete

Verify that the information is correct and click Finish to start the migration

Migration Type eave VM on the onginal comp
Virtual Machine

Storage

VM storage policy

Disk Format

Thin Provision

Per migrare le VM tramite PowerCLlI, ecco lo script di esempio.
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#Authenticate to Source vCenter
Ssourcevc = Connect-VIServer -server vcsall.sddc.netapp.local -force
Stargetvc = Connect-VIServer -server vcsal2.sddc.netapp.local -force

# Get all VMs with filter applied for a specific cluster
Svm = Get-Cluster 'vcf-m0l-cl0l' -server S$sourcevc| Get-VM Win¥*

#Gather the desired Storage Policy to set for the VMs. Policy should be
available with valid datastores.

Sstoragepolicy = Get-SPBMStoragePolicy 'iSCSI' -server Stargetvc

#Migrate VMs to target vCenter

Svm | Move-VM -Destination (Get-Cluster 'Target Cluster' -server
Stargetvc) -Datastore (Get-SPBMCompatibleStorage -StoragePolicy
Sstoragepolicy -server Stargetvc) —-PortGroup (Get-VirtualPortGroup
'VLAN 101' -server Stargetvc)

Stargetvm = Get-Cluster 'Target Cluster' -server Stargetvc | Get-VM
Win*

#Gather VM Disk info
Stargetvmdisk = Stargetvm | Get-HardDisk

#set VM Storage Policy for VM config and its data disks.
Stargetvm, S$targetvmdisk | Get-SPBMEntityConfiguration | Set-

SPBMEntityConfiguration -StoragePolicy Sstoragepolicy

#Ensure VM Storage Policy remains compliant.
Stargetvm, S$targetvmdisk | Get-SPBMEntityConfiguration
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Migrazione di VM tra server vCenter in diversi domini SSO

Questo scenario presuppone che la comunicazione esista tra i server vCenter. In caso
contrario, controllare lo scenario di ubicazione dei data center elencato di seguito. Per i
prerequisiti, controllare "Documentazione vSphere su Advanced Cross vCenter vMMotion"

Per migrare le VM su diversi server vCenter tramite I'interfaccia utente, seguire la procedura seguente.

1. Con vSphere Web Client, seleziona il server vCenter di origine e fai clic sulla scheda VM.

= vSphere Client O,

¢ @ vesa-hc.sddcnetapp.com | acrions

o B B e

Bl [ vcsa-hc.sddc.netapp.com

Virtual Machines

[ Datacenter

> [[) HMC Cluster

2. Selezionare le VM da migrare e fare clic con il pulsante destro del mouse per selezionare I'opzione

Migra.
( i rjﬁ gke-admin-ws-1-28-repeat . Actions - 4 Objects 32.78 GE
= Power
(] @ gke-admin-ws-asv 46.51 GB
Guest OS
Snapshots
@@ hammerdb )
@ Migrate...
0 hammerdb-0:
VM Policies
Template

3. Scegli 'opzione Esportazione tra server vCenter, fai clic su Avanti
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4 Virtual Machines -

Migrate

1 Select a migration type

Migrate | SQLSRV-05

a migration type

Change the virtual machines’ compute resource, storage, or both

() Change compute resource only

Migrate the virtual machines to another host or cluster
() Change storage only

Migrate the virtual machines’ storage to a compatible datastore or datastore cluster
| Change both compute resource and storage

Migrate the virtual machines to a specific host or cluster and thelr storage 1o a specific datastore or datastore cluster
@CIOSS vCenter Server export

Migrate the virtual machines to a vCenter Server not linked to the current SSC domain

| Keep VMs on the source vCenter Server (performs a VM clone operation)

TANZEL m

La VM pud anche essere importata dal server vCenter di destinazione. Per tale
procedura, controllare "Importa o clona una macchina virtuale con Advanced Cross
vCenter vMotion"

4. Fornire i dettagli delle credenziali vCenter e fare clic su Accedi.

Export Virtual Machines to the selected target vCenter Server

TER SERVERS NEW VCENTER SERVER

| savep veen

Select a migration type X

Select a target vCenter Server X

| 1 Select
2 Select a target vCenter Server

wvCenter Server address
Username

Password

Save vCenter Server address @

LOGIN

administratonavef.local

CANCEL

I BACK ‘ NEXT
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5. Conferma e accetta I'impronta digitale del certificato SSL del server vCenter

Security Alert X

Unable to verify the authenticity of the external vCenter Server.

The SHAT1 thumbprint of the vCenter Server certificate is:
& 17:42:0C.:EB:82:1E:A9:86:F1:E0:70:93:AD:EB:8C:0F:27:41:F1:30

Connect anyway?

Click Yes if you trust the vCenter Server.

Click No to cancel connecting to the vCenter Server.

6. Espandi il vCenter di destinazione e seleziona il cluster di elaborazione di destinazione.

Migrate | SQLSRV-05 Select a compute resource %

Select a cluster, host, vApp or resource pool to run the virtual machines.

VM CRIGIN (@)

1 Select a migration type
v B8 vcf-wkid-veD1.sddc.netapp.com

2 Select a target vCenter Server v [ vef-wkid-01-0C

B ([ IT-INF-WKLD-O01
3 Selecta COH‘IDUIE resource

Compatibility

< Compatibility checks succeeded
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7. Selezionare il datastore di destinazione in base ai criteri di archiviazione della VM.

Migrate | SQLSRV-05 Select storage »

Select the destination storage for the virtual machine migration,

BATCH CONFIGURE i CONFIGURE PER DHSK

2 Select atarget vCenter Server Select virtual disk format

VM Storage Policy

Storage

Name T Compatibifity. T Capacity T Provisioned v | Free T L
4 Select storage
E Compatible 5.9:

Compatibility

Compatibility checks succeeded

(1]

CANCEL

ACK | NEXT

8. Selezionare la cartella della macchina virtuale di destinazione.

Migrate | SQLSRV-05 Select folder ¢
Salect the destination virtual machine folder for the virtual machine migration

1, Selct B aidration tyse VM ORIGIN (D)
Select location for the virtual machine migration,

2 Select a target vCenter Server v [ vel-wkid-01-DC

Discovered virtual machine

source » (3 Oracle

SGL Server

Select storage > P31 vCLS

5 Select folder

Compatibility checks succeaded

9. Selezionare il portgroup VM per ogni mappatura della scheda di interfaccia di rete.
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Migrate | SQLSRV-05

3

6 Select networ

Select networks X
Select destination networks for the virtual machine migration

vM ORIGIN (D)
Migrate VM networking by selecting a new destination network for all VM network adapters attached to the same

source network.

Source Nelwork T Used By T Destination Network T
» LVMs /1 Ne vet-wkid-01-IT-1
» Data A 1WMs /1 Ne adapters
B DataB-3 1WMs /1 Network adapters

Compatibility

Compatibility checks succeeded

CANCEL ‘ BACK | NEXT

10. Rivedere e fare clic su Fine per avviare vMotion sui server vCenter.

Migrate | SQLSRV-05

ration type

t a target vCenter Sel

(5]
7]
i

pute resource

3 Selectacc

t folder

n

ct networks

7 Ready to complete

Ready to complete X

Verify that the information is correct and click Finish to start the migration.
VM ORIGIN (D

Migration Type Cha urce and storage

Virtual Machine SQLSRV-05

vCenter vel-wikid-vc0l.sddc netapp.cor

Folder SGL Server

Cluster

Networks ork adapters from 3 networks wi e reassigned to new
Storage

VM storage pelicy

Disk Format

CANCEL | BACK | FINISH

Per migrare le VM tramite PowerCLlI, ecco lo script di esempio.
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#Authenticate to Source vCenter
Ssourcevc = Connect-VIServer -server vcsall.sddc.netapp.local -force
Stargetvc = Connect-VIServer -server vcsal2.sddc.netapp.local -force

# Get all VMs with filter applied for a specific cluster
Svm = Get-Cluster 'Source Cluster' -server S$Ssourcevc| Get-VM Win*

#Gather the desired Storage Policy to set for the VMs. Policy should be
available with valid datastores.

Sstoragepolicy = Get-SPBMStoragePolicy 'iSCSI' -server Stargetvc

#Migrate VMs to target vCenter

Svm | Move-VM -Destination (Get-Cluster 'Target Cluster' -server
Stargetvc) -Datastore (Get-SPBMCompatibleStorage -StoragePolicy
Sstoragepolicy -server Stargetvc) —-PortGroup (Get-VirtualPortGroup
'VLAN 101' -server Stargetvc)

Stargetvm = Get-Cluster 'Target Cluster' -server Stargetvc | Get-VM
Win*

#Gather VM Disk info
Stargetvmdisk = Stargetvm | Get-HardDisk

#set VM Storage Policy for VM config and its data disks.
Stargetvm, S$targetvmdisk | Get-SPBMEntityConfiguration | Set-

SPBMEntityConfiguration -StoragePolicy Sstoragepolicy

#Ensure VM Storage Policy remains compliant.
Stargetvm, S$targetvmdisk | Get-SPBMEntityConfiguration

Migrazione di VM tra le sedi dei data center

Quando il traffico di Livello 2 viene distribuito su piu data center tramite NSX Federation o altre
opzioni, seguire la procedura per la migrazione delle VM su piu server vCenter.

« HCX fornisce vari "tipi di migrazione" inclusa la Replication Assisted vMotion nei data center per
spostare le VM senza tempi di inattivita.

 "Site Recovery Manager (SRM)"e in genere destinato a scopi di Disaster Recovery e spesso utilizzato
anche per la migrazione pianificata mediante replica basata su array di archiviazione.

* | prodotti di protezione continua dei dati (CDP) utilizzano "API vSphere per 1O (VAIO)" per intercettare
i dati e inviarne una copia a una posizione remota per una soluzione RPO prossima allo zero.

« E possibile utilizzare anche prodotti di backup e ripristino. Ma spesso si traduce in un RTO piu lungo.

» "Ripristino di emergenza NetApp" utilizza la replica basata su array di archiviazione e automatizza
determinate attivita per ripristinare le VM nel sito di destinazione.
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Migrazione di VM in ambiente cloud ibrido

» "Configura la modalita ibrida collegata"e seguire la procedura di"Migrazione di VM tra server vCenter
nello stesso dominio SSO"

« HCX fornisce vari "tipi di migrazione" incluso Replication Assisted vMotion nei data center per
spostare la VM mentre & accesa.

o "TR 4942: Migrazione dei carichi di lavoro al datastore FSx ONTAP utilizzando VMware HCX"

o "TR-4940: Migrazione dei carichi di lavoro al datastore di Azure NetApp Files tramite VMware
HCX - Guida introduttiva"

> "Migrazione dei carichi di lavoro al datastore Google Cloud NetApp Volumes su Google Cloud
VMware Engine utilizzando VMware HCX - Guida introduttiva"

* "NetApp Disaster Recovery" utilizza la replica basata su array di archiviazione e automatizza
determinate attivita per ripristinare le VM nel sito di destinazione.

» Con prodotti CDP (Continous Data Protection) supportati che utilizzano "AP| vSphere per 10 (VAIO)"
per intercettare i dati e inviarne una copia a una posizione remota per una soluzione RPO prossima
allo zero.

Quando la VM di origine risiede sul datastore vVol a blocchi, puo essere replicata con
SnapMirror su Amazon FSx ONTAP o Cloud Volumes ONTAP (CVO) presso altri provider
cloud supportati e utilizzata come volume iSCSI con VM cloud native.

Scenari di migrazione dei modelli di VM

I modelli di VM possono essere gestiti da vCenter Server o da una libreria di contenuti. La distribuzione di
modelli VM, modelli OVF e OVA e altri tipi di file viene gestita pubblicandoli nella libreria di contenuti locale e le
librerie di contenuti remote possono sottoscriverli.

* | modelli di VM archiviati nell'inventario vCenter possono essere convertiti in VM e utilizzare le opzioni di
migrazione VM.

* I modelli OVF e OVA e altri tipi di file memorizzati nella libreria di contenuti possono essere clonati in altre
librerie di contenuti.

* | modelli VM della libreria di contenuti possono essere ospitati su qualsiasi datastore e devono essere
aggiunti alla nuova libreria di contenuti.
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Migrazione dei modelli di VM ospitati sul datastore

1. In vSphere Web Client, fare clic con il pulsante destro del mouse sul modello VM nella vista cartelle
VM e modelli e selezionare I'opzione per convertire in VM.

vSphere Client Q,

$ B win10-template | :AacTions

[D] E @ Summary Monitor Configure Permissions D

VM Template Details

Guest 0S .{'_:l Microsoft Window
VMware Tools Not running, version:123!
El \ DNS Name (1) DESKTOP-HGNBVPL
IP Addresses
Encryption Not encrypted
UL

> B RTP
> [ SAQL Server

[&) Actions - win10-template

g% New VM from This Template...

> [ Tanzu _ )
g® Convert to Virtual Machine... ,
v 3 Templates

g? Clone to Template...

@ ESXi-8.0-Ula
B vdbench template @ Clone to Library...

= otes
&) winl0-template Not

0 ‘ Move to folder...
@) win2019 template

B win2022-template Rename..

Tags & Custom Attributes

[

Add Permission...

No note
Alarms
Remove from Inventory
] Delete from Disk
N Recent Tasks Alarms
Task Name Y | Target VSAN -
Import OVF package [l HMC Clus n NetApp ONTAP tools

2. Una volta convertito in VM, seguire le opzioni di migrazione della VM.
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Clonazione degli elementi della libreria dei contenuti

1. In vSphere Web Client, seleziona Librerie di contenuti
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vSphere Client

() Home

& Shortcuts

L=

= Inventor

[5] Content Libraries

e Workload Management

& Global Inventory Lists

[R Policies and Profiles
A Auto Deploy
¢» Hybrid Cloud Services

<> Developer Center

‘& Administration

[E] Tasks

(5] Events

© Tags & Custom Attributes

£ Lifecycle Manager

I SnapCenter Plug-in for VMware vSphere
“ NetApp ONTAP tools

@) Cloud Provider Services

) NSX

5 VMware Aria Operations Configuration

@ Skyline Health Diagnostics
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2. Seleziona la libreria di contenuti in cui si trova I'elemento che desideri clonare

3. Fare clic con il tasto destro del mouse sull’elemento e fare clic su Clona elemento.

= vSphere Client

16.97 MB.

tApD ONTAP-9.12.1.5

14618

(D Se si utilizza il menu Azione, assicurarsi che sia elencato I'oggetto di destinazione
corretto per eseguire I'azione.

4. Selezionare la libreria di contenuti di destinazione e fare clic su OK.

Clone Library Item | NetApp ONTAP-9.12.1.5 ®
MName NetApp ONTAP-9.12.15
Notes

Select a content library where to clone the library item.

Name Notes Creation Date

cLO 9/26/2023, 5:02:03 PM

| cLoz 4{1/2024, 12:37:51 PM

]

5. Verificare che I'elemento sia disponibile nella libreria di contenuti di destinazione.

274



1 cLoz

Ecco un esempio di script PowerCLI per copiare gli elementi della libreria di contenuti dalla libreria di
contenuti CLO1 a CLO2.

#Authenticate to vCenter Server (s)
Ssourcevc = Connect-VIServer -server 'vcenter0Ol.domain' -force

Stargetvc = Connect-VIServer -server 'vcenter(02.domain' -force

#Copy content library items from source vCenter content library CLO1 to
target vCenter content library CLO2.

Get-ContentlibaryItem -ContentLibary (Get-ContentLibary 'CLOl' -Server
Ssourcevc) | Where-Object { $ .ItemType -ne 'vm-template' } | Copy-
ContentLibaryItem -ContentLibrary (Get-ContentlLibary 'CL02' -Server
Stargetvc)

275



Aggiunta di VM come modelli nella libreria dei contenuti

1. In vSphere Web Client, seleziona la VM e fai clic con il pulsante destro del mouse per scegliere Clona
come modello nella libreria

r'I

—
n
Quando si seleziona il modello VM per la clonazione nella libreria, & possibile
memorizzarlo solo come modello OVF e OVA e non come modello VM.

2. Verificare che il tipo di modello selezionato sia Modello VM e seguire le istruzioni della procedura
guidata per completare I'operazione.
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SQLSRV-01 - Clone Virtual Basic information ”

Machine To Template

‘ Template type VM Template )
1 Basic information

Name

MNotes

Select a folder for the template

.:y vesa-hc.sdde.netapp.com

I ]| Datacenter

CANGEL m

@ Per ulteriori dettagli sui modelli VM nella libreria di contenuti, controllare "Guida
allamministrazione della VM vSphere"

Casi d’uso

Migrazione da sistemi di archiviazione di terze parti (incluso vSAN) a datastore ONTAP .

* In base a dove ¢ predisposto il datastore ONTAP , seleziona le opzioni di migrazione della VM sopra
indicate.

Migrazione dalla versione precedente alla versione piu recente di vSphere.

» Se I'aggiornamento sul posto non € possibile, & possibile creare un nuovo ambiente e utilizzare le
opzioni di migrazione sopra indicate.

Nell'opzione di migrazione tra vCenter, importa dalla destinazione se I'opzione di
‘ esportazione non € disponibile sulla sorgente. Per tale procedura, controllare"Importa o
clona una macchina virtuale con Advanced Cross vCenter vMotion"
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Migrazione al dominio del carico di lavoro VCF.
» Migrare le VM da ciascun cluster vSphere al dominio del carico di lavoro di destinazione.

Per consentire la comunicazione di rete con le VM esistenti su altri cluster sul vCenter
di origine, estendere il segmento NSX aggiungendo gli host vCenter vSphere di origine

@ alla zona di trasporto oppure utilizzare il bridge L2 sul’edge per consentire la
comunicazione L2 nella VLAN. Controllare la documentazione NSX di "Configurare
una VM Edge per il bridging"

Risorse aggiuntive

* "Migrazione della macchina virtuale vSphere"

« "Migrazione di macchine virtuali con vSphere vMotion"

+ "Configurazioni del gateway di livello 0 nella federazione NSX"
+ "Guida utente HCX 4.8"

* "Documentazione di VMware Live Recovery"

* "NetApp Disaster Recovery per VMware"

Protezione autonoma contro i ransomware per
I’archiviazione NFS

Rilevare il ransomware il prima possibile & fondamentale per prevenirne la diffusione ed
evitare costosi tempi di inattivita. Una strategia efficace per il rilevamento dei ransomware
deve integrare piu livelli di protezione a livello di host ESXi e di VM guest. Sebbene
vengano implementate molteplici misure di sicurezza per creare una difesa completa
contro gli attacchi ransomware, ONTAP consente di aggiungere ulteriori livelli di
protezione all’'approccio di difesa complessivo. Per citarne alcune, si inizia con gli
snapshot, la protezione autonoma dai ransomware, gli snapshot a prova di
manomissione e cosi via.

Diamo un’occhiata a come le funzionalita sopra menzionate interagiscono con VMware per proteggere e
recuperare i dati dal ransomware. Per proteggere vSphere e le VM guest dagli attacchi, € essenziale adottare
diverse misure, tra cui la segmentazione, I'utilizzo di EDR/XDR/SIEM per gli endpoint, I'installazione di
aggiornamenti di sicurezza e il rispetto delle linee guida di rafforzamento appropriate. Ogni macchina virtuale
residente su un datastore ospita anche un sistema operativo standard. Assicurarsi che le suite di prodotti
antimalware sui server aziendali siano installate e aggiornate regolarmente, il che rappresenta un componente
essenziale della strategia di protezione anti-ransomware multilivello. Oltre a cio, abilitare la protezione
autonoma contro i ransomware (ARP) sul volume NFS che alimenta il datastore. ARP sfrutta 'apprendimento
automatico integrato che analizza I'attivita del carico di lavoro e I'entropia dei dati per rilevare automaticamente
il ransomware. ARP & configurabile tramite l'interfaccia di gestione integrata ONTAP o il System Manager ed &
abilitato in base al volume.
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Con il nuovo NetApp ARP/AI, attualmente in anteprima tecnologica, non & necessaria una
modalita di apprendimento. Puo invece passare direttamente alla modalita attiva grazie alla sua
capacita di rilevamento ransomware basata sull’intelligenza artificiale.

Con ONTAP One, tutte queste funzionalita sono completamente gratuite. Accedi alla solida suite
@ di protezione dei dati e sicurezza di NetApp e a tutte le funzionalita offerte da ONTAP senza
preoccuparti degli ostacoli legati alle licenze.

Una volta in modalita attiva, inizia a cercare attivita anomale nel volume che potrebbero potenzialmente essere
un ransomware. Se viene rilevata un’attivita anomala, viene immediatamente eseguita una copia Snapshot
automatica, che fornisce un punto di ripristino il piu vicino possibile all'infezione del file. ARP pud rilevare
modifiche nelle estensioni di file specifiche della VM su un volume NFS situato all’esterno della VM quando
viene aggiunta una nuova estensione al volume crittografato o viene modificata I'estensione di un file.
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Se un attacco ransomware prende di mira la macchina virtuale (VM) e modifica i file al suo interno senza
apportare modifiche all’esterno, Advanced Ransomware Protection (ARP) rilevera comunque la minaccia se
I'entropia predefinita della VM & bassa, ad esempio per tipi di file come .txt, .docx o .mp4. Anche se in questo
scenario ARP crea uno snapshot protettivo, non genera un avviso di minaccia perché le estensioni dei file
all’'esterno della VM non sono state manomesse. In tali scenari, i livelli iniziali di difesa identificherebbero
'anomalia, tuttavia ARP aiuta a creare un’istantanea basata sull’entropia.

Per informazioni dettagliate, fare riferimento alla sezione "ARP e macchine virtuali" in"Casi d’'uso e
considerazioni ARP" .

Passando dai file ai dati di backup, gli attacchi ransomware prendono sempre piu di mira i backup e i punti di
ripristino degli snapshot, cercando di eliminarli prima di iniziare a crittografare i file. Tuttavia, con ONTAP,
questo puo essere prevenuto creando snapshot a prova di manomissione sui sistemi primari o secondari
con"Blocco della copia snapshot NetApp" .
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Queste copie Snapshot non possono essere eliminate o modificate da aggressori ransomware o
amministratori non autorizzati, quindi sono disponibili anche dopo un attacco. Se il datastore o specifiche
macchine virtuali sono interessati, SnapCenter ¢ in grado di recuperare i dati delle macchine virtuali in pochi
secondi, riducendo al minimo i tempi di inattivita dell'organizzazione.
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Quanto sopra dimostra come I'archiviazione ONTAP aggiunga un ulteriore livello alle tecniche esistenti,
migliorando la protezione futura dell’ambiente.

Per ulteriori informazioni, consultare la guida per"Soluzioni NetApp per il ransomware" .

Ora, se tutto questo deve essere orchestrato e integrato con strumenti SIEM, & possibile utilizzare un servizio
offtap come NetApp Ransomware Resilience . Si tratta di un servizio progettato per proteggere i dati dal
ransomware. Questo servizio offre protezione per carichi di lavoro basati su applicazioni quali Oracle, MySQL,
datastore VM e condivisioni di file su storage NFS locali.

In questo esempio, il datastore NFS "Src_ NFS_DS04" € protetto tramite NetApp Ransomware Resilience.

@ | passaggi descritti di seguito sono con BlueXP. Il flusso di lavoro & simile a quello della NetApp
Console.
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Per informazioni dettagliate sulla configurazione NetApp Ransomware Resilience, fare riferimento a"Imposta
NetAp Ransomware Resilience" E"Configurare le impostazioni di NetAp Ransomware Resilience" .

E il momento di analizzare la questione con un esempio. In questa procedura dettagliata, & interessato il
datastore "Src_NFS_DS04".
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Una volta completata I'analisi forense, i ripristini possono essere eseguiti in modo rapido e senza problemi
utilizzando SnapCenter o NetApp Ransomware Resilience. Con SnapCenter, accedi alle macchine virtuali
interessate e seleziona lo snapshot appropriato da ripristinare.
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Questa sezione esamina il modo in cui NetApp Ransomware Resilience orchestra il ripristino da un incidente
ransomware in cui i file della VM sono crittografati.

(D Se la VM é gestita da SnapCenter, NetApp Ransomware Resilience ripristina la VM allo stato
precedente utilizzando il processo coerente con la VM.
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1. Accedi a NetApp Ransomware Resilience e un avviso verra visualizzato nella dashboard NetApp
Ransomware Resilience .

2. Fare clic sull’avviso per rivedere gli incidenti su quel volume specifico per I'avviso generato

S Protection View specific to

the NFS Volume
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3. Contrassegna l'incidente ransomware come pronto per il ripristino (dopo che gli incidenti sono stati
neutralizzati) selezionando "Contrassegna come ripristino necessario"

Oy @ Sewichy

Mark the alert for
- & Ransormware protection Dashboard Protection Aloriy Reccreary "I'EStO[E nEEdEd"

RiwiTe ¥ et i

o
nleri2198
b Wenkload: Sre NFS_DE04 LAt ur sey- sl esay Type: VM datastors  Connecton GISABKPCans Mk reslivy nesded
L
o} 4 o age 008 10
® Potential atiack Firwt deduciad reacted dats pactad i
<
scident 1) | Al electod Q 4 m
n Inestwnl 1 -] Ve = L Wathing efreioreranl T Type - LT v Fits] dedected = Lrderes — Aubsmaied FRipahaEs D
B [Tas H] frm_FFS_DS04 wwrm_BFTL WTARS_fir Pomential armacy ] e d Py ago 1 new ententord deteceso 2 Srepahol copae
CD L'avviso puo essere ignorato se l'incidente risulta essere un falso positivo.
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4. Accedere alla scheda Ripristino, rivedere le informazioni sul carico di lavoro nella pagina Ripristino,
selezionare il volume del datastore che si trova nello stato "Ripristino necessario" e selezionare Ripristina.
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o

. 2 257 08 0 [ 0 O me

Twstars resde Deia I progrees Bets Frwtiea Dt

L

L

o forkdaads (2] (] 4
worndssd [rerree - s v3 Commsetnr 3 SAAEEhGL BT Backl,. T 3 Tesgaviry K8l A Progress 5 egriEneE ¥ 3 Tols HaE At -
Nlfageddam_Bod wWaLMrn W file ahaw CIRARNPC vy e 1) Bevicew resder n flarasan 230 Qi
Sre_nfu_da0d wrn v el Bestures e Wi driswiom CISARNI o SrapCerner for Vidware J Heviern readed na Biardiard 2008 e 5

[ "

5. In questo caso, I'ambito di ripristino € "Per VM" (per SnapCenter per VM, I'ambito di ripristino & "Per VM")

Select "Restore Point" and VM
needed to be restored

M NetApp  BlueXp G WP Bamich

& Restons “Sme_NFS_DS04* 0 Festore (7) Foview
o
Riston:
. Werkigad: Sro NFS_DEG0& Location: urn; pov-acymilil Fesou wlnnter vweasl-D1 hmeds local Type: vid datastore Conrecion GEiABNPCorn
L
Naprors soops Wi-Commiatant
w Faeitrm & YW Back 10 % prwvious siabe anid bsk iFarsacine wing SeapCemie 1ol Vidware
<
Bource "~
Restore polngs (0) Q
Mrsinsg pont s Ty H Dt 5
A5, NESOR0A_DN-00-2004_08.00.9.0011 wrapehod Aumrd B, 2034, 108
Rl _NFEDSOL_DN-D9-J07 8 00 Sa 48 0308 anapghot Aargeat 8 P04, 12-84 P
W0_MFSIFEL_ON-0%. 2078 G 27 W Iron WEDLhOY Ao 8, 20246, TVT AM %
e NF S04 0008 2074 0500 2RO74Y WEpEhot Augian 9, 2024, 10°00 A
L 4

6. Selezionare il punto di ripristino da utilizzare per ripristinare i dati, selezionare Destinazione e fare clic su
Ripristina.
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O e Samich

- Restone “Src_MNFS_DS04"° eston A Riview W

Reviow
L
=~ = i WFE_ D904 UL RS BCYIRLI B veTsaB- 01 hmoor iocs Wi datentocs HEABNPT oo
'E Werking Lodaton vCams Ties Costpets
L 1
<
niirna 1) Q
Soures VM H flonscre daie H Destination wirting savirommant H Devination 84 H Destivation Vid :
WF R Darneill_ YOS hugost O, S04, TFA4 P NTAPFE_Sog - 1FS,_Damoll 403

W L2

7. Dal menu in alto, seleziona Ripristino per esaminare il carico di lavoro nella pagina Ripristino, dove lo stato
dell’operazione scorre tra gli stati. Una volta completato il ripristino, i file della VM vengono ripristinati come
mostrato di seguito.

Verify the restored VM files

A

RS Dl

3 S5 Dol WHAGH
5 Dol

[ MR Dl

@ Il ripristino puo essere eseguito da SnapCenter per VMware o dal plugin SnapCenter , a
seconda dell’applicazione.

La soluzione NetApp fornisce diversi strumenti efficaci per la visibilita, il rilevamento e la correzione, aiutandoti
a individuare tempestivamente il ransomware, a prevenirne la diffusione e a ripristinare rapidamente, se
necessario, per evitare costosi tempi di inattivita. Le soluzioni di difesa tradizionali a piu livelli continuano a
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essere prevalenti, cosi come le soluzioni di terze parti e partner per la visibilita e il rilevamento. Una bonifica
efficace resta una parte fondamentale della risposta a qualsiasi minaccia.

Monitora I’archiviazione on-premise con Data Infrastructure
Insights

NetApp Data Infrastructure Insights (in precedenza Cloud Insights) & una piattaforma
basata su cloud progettata per monitorare e analizzare le prestazioni, lo stato di salute e i
costi delle infrastrutture IT, sia on-premise che nel cloud. Scopri come distribuire
strumenti di raccolta dati, analizzare le metriche delle prestazioni e utilizzare dashboard
per identificare problemi e ottimizzare le risorse.

Monitoraggio dell’archiviazione locale con Data Infrastructure Insights

Data Infrastructure Insights funziona tramite il software Acquisition Unit, configurato con collettori di dati per
asset quali i sistemi di storage VMware vSphere e NetApp ONTAP . Questi collettori raccolgono i dati e li
trasmettono a Data Infrastructure Insights. La piattaforma utilizza quindi una serie di dashboard, widget e
query metriche per organizzare i dati in analisi approfondite che gli utenti possono interpretare.

Diagramma dell’architettura Data Infrastructure Insights :

Acquisition
Unit

ONTAP .

Data Collectors

-
Telegraf os

Data Center Environment

-

Panoramica sulla distribuzione della soluzione

Questa soluzione fornisce un’introduzione al monitoraggio dei sistemi di storage VMware vSphere e ONTAP
on-premise mediante Data Infrastructure Insights.

Questo elenco fornisce i passaggi di alto livello trattati in questa soluzione:
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1. Configurare Data Collector per un cluster vSphere.

2. Configurare Data Collector per un sistema di archiviazione ONTAP .
3. Utilizzare le regole di annotazione per contrassegnare le risorse.
4. Esplora e correla le risorse.
5. Utilizzare una dashboard Top VM Latency per isolare i vicini rumorosi.
6. Identificare le opportunita per dimensionare correttamente le VM.
7. Utilizzare le query per isolare e ordinare le metriche.

Prerequisiti

Questa soluzione utilizza i seguenti componenti:

1. NetApp SAN All-Flash NetApp A400 con ONTAP 9.13.
2. Cluster VMware vSphere 8.0.
3. Account NetApp Console .

4. Software NetApp Data Infrastructure Insights Acquisition Unit installato su una VM locale con connettivita
di rete alle risorse per la raccolta dati.

Distribuzione della soluzione

Configurare i raccoglitori di dati

Per configurare i Data Collector per i sistemi di archiviazione VMware vSphere e ONTAP , completare i
seguenti passaggi:
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Aggiungere un Data Collector per un sistema di archiviazione ONTAP

1. Dopo aver effettuato I'accesso a Data Infrastructure Insights, vai su Observability > Collectors >
Data Collectors e premi il pulsante per installare un nuovo Data Collector.

M NetApp cloud insights Q % @ 8

o1l Observability S NetApp PCS Sandbox / Observability / Collectors

Data Collectors Acquisition Units Kubernetes Collectors

Explore
Data Collectors (84) + Data Collector = Filter...
Alerts
—  Name T Status Type Acquisition Unit 1P

2. Da qui cerca * ONTAP* e clicca su *Software di gestione dati ONTAP *.

Choose a Data Collector to Monitor

[ = ontap @
FS¥a i NetApp i NetApp 1 NetApp
FSx for NetApp ONTAP Cloud Volumes onTap | ONTAP Data Management ONTAP Select

3. Nella pagina Configura Collector, inserisci un nome per il collector, specifica I'Unita di acquisizione
corretta e fornisci le credenziali per il sistema di archiviazione ONTAP . Fare clic su Salva e continua
e poi su Completa configurazione in fondo alla pagina per completare la configurazione.

M

Select a Data Collector Configure Data Collector

PNetADD Configure Collector
ONTAP Data Management Software

Add credentials and required settings Need Help?
Name @ Acquisition Unit

ntaphci-a300efu25 bxp-au01 -
NetApp Management IP Address User Name

10.61.185.145 admin
Password
- >

Save and Continue Test Connection
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Aggiungere un Data Collector per un cluster VMware vSphere

1. Ancora una volta, vai su Observability > Collectors > Data Collectors e premi il pulsante per
installare un nuovo Data Collector.

M NetApp cloud insights Q % @ 8
ol Observability v NetApp PCS Sandbox / Observability / Collectors
Data Collectors Acquisition Units Kubernetes Collectors
Explore -
Data Collectors (84) E = Filter...
Alerts
O Name T Status Type Acquisition Unit 1P

2. Da qui cerca vSphere e clicca su VMware vSphere.

M NetApp cloud insights

Observability / Collectors / Add Data Collector

ol Observability -

Choose a Data Collector to Monitor
Explore [

= ysphere

Alerts

Collectors

Log Queries

3. Nella pagina Configura Collector, inserisci un nome per il collector, specifica I'Unita di acquisizione
corretta e fornisci le credenziali per il server vCenter. Fare clic su Salva e continua e poi su
Completa configurazione in fondo alla pagina per completare la configurazione.
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ollectors | Add Data Collector

M

Select a Data Collector Configure Data Collector
vmware
Configure Collector
vSphere

Add credentials and required settings Need Help?
Name @ Acquisition Unit

VCSAT bxp-au0l v
Virtual Center IP Address User Name

10.61.181.210 administrator@vsphere.local

Complete Setup

Bl Advanced Configuration

Collecting:

v r

VM Performance

Inventory Poll Interval (min) Communication Port
20 443
Filter VMs by Choose 'Exclude’ or 'Include’ to Specify a List
ESX_HOST - Exclude -

Filter Device List (Comma Separated Values For Filtering By ESX_HOST,
CLUSTER, and DATACENTER Only) Performance Poll interval (sec)

300

Complete Setup

Aggiungi annotazioni alle risorse

Le annotazioni rappresentano un metodo utile per contrassegnare le risorse in modo che possano essere
filtrate e altrimenti identificate nelle varie visualizzazioni e query metriche disponibili in Cloud Insights.

In questa sezione verranno aggiunte annotazioni alle risorse della macchina virtuale per il filtraggio in base al
Data Center.
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Utilizzare le regole di annotazione per taggare le risorse

1. Nel menu a sinistra, vai su Osservabilita > Arricchisci > Regole di annotazione e clicca sul
pulsante + Regola in alto a destra per aggiungere una nuova regola.

Ml NetApp cloud Insights

oil Observability - NetApp PCS Sandbox / Observability / B
Explore Dashboard Groups (108) 4
Q Search g
Alerts =
All Dashboards (3707
Collectors My Dashboards (&)
**Infrastructure Observability™ (2]
Log Queries
01_Manitoning_Cl_Course_Patrick
Annotations
Enrich
Annotation Rules
Reporting A Applications
Device Resolution
@ Kubernetes ]

2. Nella finestra di dialogo Aggiungi regola, inserisci un nome per la regola, individua una query a cui
verra applicata la regola, il campo di annotazione interessato e il valore da popolare.
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Add Rule X

Hame

Add tags to Solutions Engineering VMs

Query

Solutions Engineering VMs -
Annotation

DataCenter -
Value

Solutions Engineering

Cancel

3. Infine, nell’angolo in alto a destra della pagina Regole di annotazione, fare clic su Esegui tutte le
regole per eseguire la regola e applicare I'annotazione alle risorse.

Q # @ O rovelsosh v

NetApg dbservabilit Enrich / Annotation Rules

A Q Rules running... Run‘n;llﬁ‘ules
Annotation rules (217) T fike

Name Resource Type Query Annotation Value

Annotate Tier 1 Storage Pools B storsge oot Find Storage Pools (no aggro) for Tier.. Tier Tier1

Annotate Tier 2 Storage Pools B storage Fool Find Storage Pools (no aggro) for Tier.. Tier Tier2

Esplora e correla le risorse

Cloud Insights trae conclusioni logiche sulle risorse in esecuzione contemporaneamente sui sistemi di storage
e sui cluster vSphere.

Questa sezione illustra come utilizzare i dashboard per correlare le risorse.
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Correlazione delle risorse da una dashboard delle prestazioni di archiviazione

1. Nel menu a sinistra, vai su Osservabilita > Esplora > Tutte le dashboard.

Pl NetApp cloud Insights

o8l  Observability o NetApp PCS Sandbox / Observability / Collectors

Home Dashboard

Explore

All Dashbogqds
Alerts +New Das d

Metric Queries Stz
Collecior infrastructure Insights EID .

2. Fare clic sul pulsante + Dalla galleria per visualizzare un elenco di dashboard gia pronte che
possono essere importate.

I NetApp cloud insights

ol Observability v NetApp PCS Sandbox / Observability / Explore / Dashboards
Bxplsre Dashboard Groups (108) 4 All Dashboards (3,708) + From Gallery g ESTET]
Q Search groups O Name T Owner
Alerts . =
All Dashboards (3708) # Internal Volumes by I0PS Range {do not set as Home Page!) Waorkneh Hilina

# Internal Volumes by IOPS Range Simon Wu

Collectors [17] My Dashboards (5

3. Scegli dall’elenco una dashboard per le prestazioni FlexVol e clicca sul pulsante Aggiungi
dashboard in fondo alla pagina.
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OMNTAP FAS/AFF - Cluster Capacity
OMTAP FAS/AFF - Efficiency

OMTAP FAS/AFF - FlexVol Performance
ONTAP FAS/AFF - Node Operational /Optimal Points
OMTAP FAS/AFF - PrePost Capacity Efficiencies
Storage Admin - Which nodes are in high demand?
Storage Admin - Which pools are in high demaned?
StorageGRID - Capacity Summary
StorageGRID - ILM Performance Monitoring
StorageRID - MetaData Usage
StorageGRID - 53 Perdformance Monitoring
Wiware Admin - E5X Hosts Overview
Wware Admin - Overview
Yidware Admin - VM Perdformance
Whware Admin - Where are opportunities to right size?
VMware Admin - Where can | potentially reclain waste?

YMware Admin - Where do | have VM Latency?

[ Additional Dashboards (13)
These dashboards require additional data collectors to be installed, Add Maor

Aded Dashboards Go Back

4. Una volta importato, apri la dashboard. Da qui puoi vedere vari widget con dati dettagliati sulle
prestazioni. Aggiungi un filtro per visualizzare un singolo sistema di archiviazione e seleziona un
volume di archiviazione per analizzarne i dettagli.

I NetApp Cloud Insights Q & @ O rowelliosh v

sl Observabiity v NetApp PCS Sandbox | Observability / Dashboards /| ONTAP FAS/AFF - FlexVol Performance (10) © Last24 Hours + @ et v
o v s A E nlapheH 30025 % =
Explore o] Data " l ge bt l
Alerts
Drill Down
Collectors Select astorage or flexVol from above to focus on particular performance assets and characteristcs.
Log Queries
Enrich FlexVol IOPS Max Trend - Top 10 Cosm i Avg FlexVol Latency Cosm @
Reporting @ A
x - a
© Kubernetes » S T
@ Workload Security » P : p Pt P 2 W ntap! W ntapt W ntapt W ntapt
HCNFSRAGHUDRO_  taphcial0oOtvold MC_3510SelectNi  taphck-2300-02volo MCISIGTME NewVo  MCISIONMExploreV  MC_3510:Select N1 MC_3510:Select N2
DEST TEST 01 1178 ol
- p ot ! o e o . v ! " € o € Wnp .
£ onmaPEssentials ’ MC3510Select N2 HCNFS:DRO_Mini HC_NFS:NFSmountTe ' HC_NFEINES VMMAR HCNFS:DevTestod  HCNFSNFSmountTe  HCNFSDRO.FSXN.n  HCNFS:NFS VMMAR
st01 Ka sto1 Volo1
ntaphcha300eu25:E  ntaphcl-a300e9u25:H B ntaphcl-a300e9u25:H [l ntaphck-2300e9u25:E

5. Da questa vista & possibile visualizzare varie metriche relative a questo volume di archiviazione e alle
macchine virtuali piu utilizzate e correlate in esecuzione sul volume.
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(O Last 24 Hours v o Z Edit -

Lo ep R w

Display Metrics * P Hide Resources

Resource

m ntaphci-a3..._VMMARK_CI

Top Correlated
L

£00 A f 200 200 B =
00 AM 10:00 AM 12:00 PM 00 PM % AuctionNoSQLD

Workload Contention

[ ntaphci-a3...ExploreVol 39%

Additional Resources

100 AM 10:00 AM 1200 PM 2:00 PM

6. Facendo clic sulla VM con il piu alto utilizzo, si accede alle metriche per quella VM per visualizzare
eventuali problemi.

Display Metrics + P Hide Resources

Resource

B ' psapso

Top Correlated
il ntaphci-a2... VMMARK_C| 91%
A

0 AN 600 AM B:00 AM 10000 AM 12200 PM 2:00 PM ]

_',' esxi7T-hc-0..netapp.com 69%

i 3 I
ALl Read | Write oo wWorkload Contention

|| S AuctionWebBD 87%

h { |§ [ % AuctionNeSQLO T2%
Additional Resources

0AM 6:00 AM 800AM 10000 AM 12:00 PM 200 PM \1

Utilizza Cloud Insights per identificare i vicini rumorosi

Cloud Insights offre dashboard che consentono di isolare facilmente le VM peer che hanno un impatto negativo
sulle altre VM in esecuzione sullo stesso volume di storage.
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Utilizzare una dashboard Top VM Latency per isolare i vicini rumorosi

1. In questo esempio accedi a una dashboard disponibile nella Galleria denominata VMware Admin -
Dove trovo la latenza della VM?

NetApp PCS Sandbox [/ Observability / Explore / Dashboards

Dashboard Groups (108) 4 My Dashboards (6) =+ From Gallery [l glVEELET]
Q search groups O Name T Oowner
All Dashboards (3700) = AlLSAN Array Status (2) Powell Josh
d Ve AP - FlexVol Perf ance (6) P
My Dashboards (6) Cloud Volumes ONTAP - FlexVol Performance [ owell Josh
ONTAP - Volume Workload Performance (Frontend) (7) Powell Josh
VMware Admin - Where are opportunities to right size? (37) Powell Josh
WMware Admin - Where can | potentially reciaim waste? (11) Powell Josh
02_Monitoring Ci_Course Vish (5} = =
’ [] o VMwareAdmin-Where doJhaveVM Latency? (3] 7 PowellJosh

1_Str Dashboards (g)

2. Successivamente, filtra in base all’annotazione Data Center creata in un passaggio precedente per
visualizzare un sottoinsieme di risorse.

| WMware Admin - Where do | have VM Latency? (9) @© Last3Hours -
- VirtualMachine All v Data Center Solutions Engineering X X ] diskLatency.total 2w
! 5m Avg Latency (all hypervisors) C 5m VM Count With Latency Concern % C 5m Avg Latency (all VMs)

3. Questa dashboard mostra un elenco delle 10 VM piu performanti in base alla latenza media. Da qui
fare clic sulla VM interessata per approfondirne i dettagli.
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VM Count With Latency Concern

50

VM's
Ave VM Latency - Top 10

ElashcLBD
AL

hcWebB0
AuctionMoSQLO
DS3WebaD
SQLSAV-01
SQLSAV-02
SCLSAV-03

=
fud
=]
=
-
Z

Top 5 Avg VM Latency Trend

A4l

C 5m

L8]
=
o

500

10.00 1200 14.00
diskLatency.total (ms)

Avg Latency (all VMs)

1.55ms

dighkt atency.tots!

C 5m

16.00 18.00

1830 AM

1100 AM 1130 AM 12:00PM

4. Le VM che potrebbero causare conflitti di carico di lavoro sono elencate e disponibili. Analizza
attentamente le metriche delle prestazioni di queste VM per individuare eventuali problemi.

-

Display Metrics +

—
11:00 AM T15AM 1130 AM 1145 AM 12:00 PM
1100 AM 1115 AM 11.30 AM 11:45AM 12:00 PM

b Hide Resources

Resource

B & Auctionwebao

Top Correlated
[] P esxi7-hc-0..netapp.com 91%
[ ntaphci-a3..._VMMARK_CI 84%

Workload Contention

[ @ AuctionNosQLO

[ & AuctionWebBo

Additional Resources

C 5m
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Visualizza le risorse sovra e sottoutilizzate in Cloud Insights
Abbinando le risorse delle VM ai requisiti effettivi del carico di lavoro, € possibile ottimizzare I'utilizzo delle

risorse, con conseguente risparmio sui costi dell’'infrastruttura e dei servizi cloud. | dati in Cloud Insights
possono essere personalizzati per visualizzare facilmente le VM sovra o sotto utilizzate.
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Identificare le opportunita per dimensionare correttamente le VM

1. In questo esempio accedi a una dashboard disponibile nella Galleria denominata VMware Admin -

Dove sono le opportunita da dimensionare correttamente?

My Dashboards (6)

2. Per prima cosa filtrare in base a tutti gli host ESXi nel cluster. E quindi possibile visualizzare la
classifica delle VM migliori e peggiori in base all’utilizzo di memoria e CPU.
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302

5 Sandbox bservability / Dashboar

Data Center Al v Hypervisor

Memory Utilization-Top 5 C sm

0 20.00 40.00

memoryHilization.total (%)

Memory Utilization - Bottom 5

o 020 040 0.6¢ 080 1.00 120

memaoryUtilization.total (%)

epulltilization.total (%)

VMware Admin - Where are opportunities to right size? (37)

[ B

VirtualMachine

Memory Utilization Trend - Top 10 O =0
A 2 W M
= AuctionAppB0 — ElasticLBO = AuctionLB0
ElasticAppB0 AuctionAppAD Client0
— DS3DB0 = DeployVMO0 = PrimeClient
= ElasticAppAD
Unused Memory C 5r
2 e 9 i PB
Memory Unused
CPU Utilization Trend - Top 10 C30s :

3. Le tabelle consentono di ordinare e forniscono maggiori dettagli in base alle colonne di dati scelte.



Memory Usage C 5m
121 items found

Virtual Machine nemaory (MiB) memoryUt... }

DS3DE0 (7

™

DeployVMD A

ElasticAppBQ 32.0 44,91

AuctionAppAD 335.0 38.42

Client 480.0 37.58

AuctionAppBD 336.0 37.83

ElasticAppAD 32.0 35.63

ElasticLBO 36.0 3513

user-cluster1-8872k-T8cE5ddTa4... 22.0 3247

PrimeClient 48.0 30.30 L

4 I

CPU Utilization C 5m

121 items found

Virtual Machine name

hammerdb-01 hammerdb-01 &
DS3DBO DS3DBI
wel2-md-0-xwdgb-8cf48c08-ggn... we02-md-0-xwdgb-8cf48c26-g5...
ElasticLBO ElasticLBO

4. Un’altra dashboard denominata VMware Admin - Dove posso potenzialmente recuperare gli
sprechi? mostra le VM spente ordinate in base alla loro capacita di utilizzo.
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rds /| VMware Admin - Where can | potentially reclaim waste? (11)

NetApp PCS

x | Observability / Dast

Data Center All v Hypervisor
Powered Off VM's C sm Reclaimable Storage C sm
18.00 33.61w
wM's Capacity - Total
Powered Off VM's Capacity - Top 20 C 5m

ShapCenter Server

OracieStv_01

Utilizzare query per isolare e ordinare le metriche

Mame All

Powered Off VM CPU's

8.54-

Powered Off VM's
18 items found
Virtual Machine

OracleSry_04

SQL_Template

@® Last3 Hours

- QO 7«

Csm Powered Off VM's Memory Allocation c

capaditytot... §
6,433.25

6,432.89

6,432.80

643278

6,432.77

45069

23258

22483

processors

12.30%

Allocated Memory
cx @

memary (Mig)
32,768.0
32,768.0
32,768.0
32,768.0
32,768.0
16,3840
32,768.0

24,576.0

La quantita di dati acquisiti da Cloud Insights € piuttosto ampia. Le query metriche rappresentano un modo
efficace per ordinare e organizzare grandi quantita di dati in modo utile.
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Visualizza una query VMware dettagliata in ONTAP Essentials

1. Passare a * ONTAP Essentials > VMware* per accedere a una query completa sulle metriche
VMware.

Fl NetApp cloud insights

ofl Observability & 1

© Kubemetes >

". Workload Security b

E ONTAP Essentials v
Dverview

Data Protection

Security

Alerts

Infrastructure

MNetworking

Workloads

VMwa

m Admin L]

2. In questa vista vengono presentate diverse opzioni per filtrare e raggruppare i dati nella parte
superiore. Tutte le colonne di dati sono personalizzabili e possono essere aggiunte facilmente altre
colonne.
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VirtualMachine ¥ | allvirtual Machines -

Filter by Attribute - storageResources.storagevendor | NetAsp X v X hostos

Filter by Metric

Group By - Virtual Machine -

Formatting: + Conditianal Formatting

[ virtual Machine name T : powerState
on
on
on
on
on
on
on
on

on

on

Conclusione

capacity.used (GiB) :

2938

63.64

152.00

55.28

0.00

+ x B9 @

capacity.total (GiB)

capacityRatio.us... |

7068

disklops.total (10/s)

diskLatency.total... ©

8.13

413

diskThroughput.t...

Questa soluzione € stata progettata come introduzione per imparare a usare NetApp Cloud Insights e mostrare
alcune delle potenti funzionalita che questa soluzione di osservabilita pud offrire. Il prodotto € dotato di
centinaia di dashboard e query metriche integrate, che consentono di iniziare subito a utilizzarlo. La versione
completa di Cloud Insights & disponibile come prova di 30 giorni, mentre la versione base & disponibile

gratuitamente per i clienti NetApp .

Informazioni aggiuntive

Per saperne di piu sulle tecnologie presentate in questa soluzione, fare riferimento alle seguenti informazioni

aggiuntive.

+ "Pagina di destinazione NetApp Console"

* "Pagina di destinazione NetApp Data Infrastructure Insights"

+ "Documentazione NetApp Data Infrastructure Insights"
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https://www.netapp.com/console/
https://www.netapp.com/data-infrastructure-insights/
https://docs.netapp.com/us-en/data-infrastructure-insights/index.html/
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PERDITA DI DATI O PROFITTI OPPURE INTERRUZIONE DELL'ATTIVITA AZIENDALE) CAUSATO IN
QUALSIVOGLIA MODO O IN RELAZIONE A QUALUNQUE TEORIA DI RESPONSABILITA, SIAESSA
CONTRATTUALE, RIGOROSA O DOVUTA A INSOLVENZA (COMPRESA LA NEGLIGENZA O ALTRO)
INSORTA IN QUALSIASI MODO ATTRAVERSO L'UTILIZZO DEL PRESENTE SOFTWARE ANCHE IN
PRESENZA DI UN PREAVVISO CIRCA LEVENTUALITA DI QUESTO TIPO DI DANNI.

NetApp si riserva il diritto di modificare in qualsiasi momento qualunque prodotto descritto nel presente
documento senza fornire alcun preavviso. NetApp non si assume alcuna responsabilita circa I'utilizzo dei
prodotti o materiali descritti nel presente documento, con I'eccezione di quanto concordato espressamente e
per iscritto da NetApp. L'utilizzo o I'acquisto del presente prodotto non comporta il rilascio di una licenza
nell’ambito di un qualche diritto di brevetto, marchio commerciale o altro diritto di proprieta intellettuale di
NetApp.

Il prodotto descritto in questa guida puo essere protetto da uno o piu brevetti degli Stati Uniti, esteri o in attesa
di approvazione.

LEGENDA PER I DIRITTI SOTTOPOSTI A LIMITAZIONE: I'utilizzo, la duplicazione o la divulgazione da parte
degli enti governativi sono soggetti alle limitazioni indicate nel sottoparagrafo (b)(3) della clausola Rights in
Technical Data and Computer Software del DFARS 252.227-7013 (FEB 2014) e FAR 52.227-19 (DIC 2007).

| dati contenuti nel presente documento riguardano un articolo commerciale (secondo la definizione data in
FAR 2.101) e sono di proprieta di NetApp, Inc. Tutti i dati tecnici e il software NetApp forniti secondo i termini
del presente Contratto sono articoli aventi natura commerciale, sviluppati con finanziamenti esclusivamente
privati. Il governo statunitense ha una licenza irrevocabile limitata, non esclusiva, non trasferibile, non cedibile,
mondiale, per l'utilizzo dei Dati esclusivamente in connessione con e a supporto di un contratto governativo
statunitense in base al quale i Dati sono distribuiti. Con la sola esclusione di quanto indicato nel presente
documento, i Dati non possono essere utilizzati, divulgati, riprodotti, modificati, visualizzati o mostrati senza la
previa approvazione scritta di NetApp, Inc. | diritti di licenza del governo degli Stati Uniti per il Dipartimento
della Difesa sono limitati ai diritti identificati nella clausola DFARS 252.227-7015(b) (FEB 2014).

Informazioni sul marchio commerciale

NETAPP, il logo NETAPP e i marchi elencati alla pagina http://www.netapp.com/TM sono marchi di NetApp,
Inc. Gli altri nomi di aziende e prodotti potrebbero essere marchi dei rispettivi proprietari.
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