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Analisi dell’infrastruttura

Le procedure descritte in questo argomento sono quelle che & possibile utilizzare per
eseguire un’analisi di parti dell’infrastruttura nel proprio ambiente. | passaggi, le viste e i
dati raccolti in questo esercizio utilizzano oggetti di calcolo virtuale come esempio.
L'analisi di altre risorse nel tuo ambiente seguira passaggi simili utilizzando contatori
pertinenti per ogni risorsa specifica. Lo scopo di questo esercizio & quello di familiarizzare
con la varieta di opzioni offerte da Insight per monitorare e comprendere le caratteristiche
delle risorse nel data center.

A proposito di questa attivita

Alcune delle azioni che & possibile intraprendere per analizzare lo stato dell’infrastruttura potrebbero includere
quanto segue:

* Osservare il comportamento di un oggetto nel tempo

« Confronta le metriche di un oggetto con le metriche dei primi 10 oggetti simili

» Confronta i numeri per gli oggetti

» Confronta i primi 10 oggetti con la media

« Confronta le metriche A con B per molti oggetti per mostrare categorie e anomalie

« Confronta un intervallo di oggetti con altri oggetti

 Utilizzare un’espressione per visualizzare le metriche non disponibili nell'interfaccia utente Web
E possibile creare tutte queste viste degli oggetti nell'infrastruttura in una dashboard utilizzando i widget per

ogni analisi eseguita. | dashboard possono essere salvati per fornire un rapido accesso ai dati correnti sulla
tua infrastruttura.

Osservare il comportamento di un oggetto nel tempo

E possibile osservare il comportamento di un singolo oggetto per determinare se
'oggetto funziona entro i livelli operativi previsti.

Fasi

1. Utilizzare una query per identificare la macchina virtuale oggetto dell’analisi: Query > + Nuova query >
macchina virtuale > "nome™

Lasciando vuoto il campo del nome, vengono restituite tutte le macchine virtuali. Selezionare la macchina
virtuale che si desidera utilizzare in questo esercizio. E possibile selezionarla scorrendo I'elenco delle
macchine virtuali.

2. Creare una nuova dashboard per le informazioni che si desidera raccogliere. Dalla barra degli strumenti,
fare clic su Dashboard > +Nuova dashboard.

3. Nella nuova dashboard, selezionare variabile > testo.

a. Aggiungere il nome della macchina virtuale dalla query comes$var1l valore.



b. Fare clic sulla casella di controllo.

La variabile viene utilizzata per alternare facilmente diversi set di oggetti che si desidera analizzare. In altre
fasi dell’analisi, & possibile riutilizzare questa variabile per un’analisi aggiuntiva rispetto alla singola
macchina virtuale inizialmente scelta. Le variabili diventano piu utili quando si identificano piu oggetti.

4. Aggiungi un widget per il grafico a linee alla nuova dashboard: Widget > grafico a linee.

a. Modificare il tipo di risorsa predefinito in macchina virtuale: Fare clic su macchina virtuale > latenza-
totale.

b. Fare clic su Filtra per > Nome > * var1*.

c. Modificare il periodo di tempo sul dashboard: Ignora ora ora dashboard > on > 7 giorni.

E possibile modificare la durata della visualizzazione utilizzando una delle selezioni predefinite o
specificando un intervallo di tempo personalizzato.

+ il dashboard visualizza il IOPS-Total della macchina virtuale per il periodo di tempo specificato.

5. Assegnare un nome al widget e salvarlo.

Risultati
Il widget deve contenere dati simili ai seguenti:
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La VM mostra un periodo di latenza eccessivamente elevata per un breve periodo di tempo nei 7 giorni
visualizzati.



Confronta gli oggetti con la latenza totale massima di 10
latenza con la latenza media per tutti gli oggetti simili

Si consiglia di confrontare le macchine virtuali con la latenza totale massima di 10 latenza
rispetto alla latenza media totale per identificare quelle che sono estremamente fuori
dall'intervallo medio. Queste informazioni potrebbero aiutare nelle decisioni di
bilanciamento dei carichi di lavoro sulle macchine virtuali.

Fasi

1. Aggiungere un widget con un grafico ad area sovrapposta alla nuova dashboard: Widget > grafico ad
area sovrapposta

a. Impostare il dispositivo predefinito su macchina virtuale: Fare clic su Storage > Virtual Machine >
latenza totale

Il widget visualizza il totale di latenza, per tutte le macchine virtuali, per 24 ore in un grafico ad area
sovrapposta.

b. Creare una seconda visualizzazione in questo widget che mostri |la latenza totale media per tutte le
macchine virtuali: Widget > grafico a linee

c¢. Impostare il dispositivo predefinito su macchina virtuale: Fare clic su macchina virtuale > latenza-
totale

Il widget visualizza la latenza totale per il periodo di tempo predefinito di 24 ore utilizzando un grafico a
linee.

d. Fare clic su X nella barra Roll-up e selezionare Show > Top > 10

Il sistema visualizza le prime 10 macchine virtuali in base alla latenza totale.

2. Per confrontare la latenza media totale per tutte le macchine virtuali con il totale dei primi 10 IOPS,
attenersi alla seguente procedura:

a. Fare clic su +Aggiungi

b. Impostare il dispositivo predefinito su macchina virtuale: Fare clic su Storage > Virtual Machine >
IOPS Total

c. Fare clic su X nella barra Roll-up e selezionare Show > Top > 10
Il sistema visualizza i 10 oggetti con latenza elevata e la latenza media in un grafico a linee.
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+ la latenza media € di 1.6 ms, mentre nelle prime dieci macchine virtuali la latenza € superiore a 200 ms.

Confronta il totale di latenza di un oggetto con il totale di
latenza dei primi 10 oggetti

| seguenti passaggi mettono a confronto il totale di latenza di una singola macchina
virtuale con le macchine virtuali che riportano il totale di latenza Top 10 nell'intera
infrastruttura virtuale.

Fasi
1. Aggiungere un widget con un grafico a linee alla nuova dashboard: Widget > grafico a linee

a. Impostare il dispositivo predefinito su macchina virtuale: Fare clic su Storage > Virtual Machine >
Latency-total

Il widget visualizza la latenza totale, per tutte le macchine virtuali, per le 24 ore predefinite in un grafico
ad area.

b. Creare una seconda visualizzazione in questo widget che mostri la latenza totale media per tutte le
macchine virtuali: Widget > grafico a linee

c. Impostare il dispositivo predefinito su macchina virtuale: Fare clic su Storage > Virtual Machine >
Latency-Total

Il widget visualizza il totale di latenza per il periodo di tempo predefinito di 24 ore utilizzando un grafico
a linee.

d. Fare clic su X nella barra Roll-up e selezionare Show > Top > 10

Il sistema visualizza le prime 10 macchine virtuali in base alla latenza - totale.



Edit widget
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2. Aggiungere la macchina virtuale che si desidera confrontare con la Top 10:
a. Fare clic su +Aggiungi

b. Impostare il dispositivo predefinito su macchina virtuale: Fare clic su Storage > Virtual Machine >
latenza totale

c. Fare clic su Filtra per > Nome > * var1*

3. Fare clic su Mostra legenda

Risultati

Una legenda identifica ciascuna delle macchine virtuali in analisi. E possibile identificare facilmente
VM_Exchange_1 e determinare se presenta una latenza simile alle prime dieci macchine virtuali del’ambiente.

Confronta le metriche A con quelle B per mostrare le
categorie e le anomalie

E possibile utilizzare un grafico a dispersione per visualizzare due set di dati per ciascun
oggetto. Ad esempio, € possibile specificare IOPS Read (lettura IOPS) e Latency Total
(totale latenza) da visualizzare per ciascun oggetto. Utilizzando questo grafico & possibile
identificare I'oggetto che si considera problematico in base agli IOPS e alla latenza
combinata.

Fasi

1. Aggiungere un widget con un grafico a dispersione alla nuova dashboard: Widget > grafico a dispersione

2. Impostare il dispositivo predefinito su macchina virtuale: Fare clic su Storage > Virtual Machine > latenza
totale > IOPS Read

Il sistema visualizza un grafico a dispersione simile a quanto segue:



Edit widget
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Utilizzare un’espressione per identificare metriche
alternative

E possibile utilizzare le espressioni per visualizzare le metriche non fornite dall’interfaccia
utente Web, ad esempio gli IOPS generati dall’'overhead di sistema.

A proposito di questa attivita

E possibile utilizzare un’espressione per visualizzare gli IOPS totali generati da operazioni non di lettura o non
di scrittura, ad esempio operazioni di overhead per un volume interno.

Fasi
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. Aggiungere un widget alla dashboard. Scegliere Area chart.

Impostare il dispositivo predefinito su Volume interno: Fare clic su Storage > Internal volume > IOPS
Write

Fare clic sul pulsante Converti in espressione.

La metrica IOPS - Write si trova ora nel campo della variabile alfabetica “a”.

Nel campo della variabile “b”, fare clic su Select e scegliere IOPS - Read.

Nel campo espressione, digitare a + b. Nella sezione Display, selezionareArea chart per I'espressione.
Nel campo Filtra per, immettere il nome del volume interno che si sta analizzando.

Il campo Label identifica I'espressione. Modificare I'etichetta con un valore significativo come “R + W
IOPS”.

Fare clic su +Addper aggiungere una riga per gli IOPS totali al widget.

Impostare il dispositivo predefinito su Volume interno: Fare clic su Storage > Internal volume > IOPS
Total

Nel campo Filtra per, immettere il nome del volume interno analizzato.



Edit widget
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Il grafico mostra gli IOPS totali come una riga, mentre il grafico mostra la combinazione di IOPS di lettura e
scrittura in blu. Il divario tra 9:30 e 9:45 mostra operazioni io (overhead) non in lettura e non in scrittura.
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