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Origine dati di HDS HiCommand Device Manager

Le origini dati HDS HiCommand e HiCommand Lite supportano il server HiCommand
Device Manager. OnCommand Insight comunica con il server di gestione dispositivi
HiCommand utilizzando l’API HiCommand standard.

Terminologia

OnCommand Insight acquisisce le seguenti informazioni di inventario dalle origini dati HDS HiCommand e
HiCommand Lite. Per ogni tipo di risorsa acquisita da Insight, viene mostrata la terminologia più comune
utilizzata per questa risorsa. Durante la visualizzazione o la risoluzione dei problemi di questa origine dati,
tenere presente la seguente terminologia:

Vendor/modello Termine Insight

PDEV Disco

Pool di giornale Gruppo di dischi

Array di storage Storage

Port Controller (Controller porta) Nodo di storage

Gruppo di array, DP Pool Pool di storage

Unità logica, LDEV Volume

Si tratta solo di mappature terminologiche comuni e potrebbero non rappresentare tutti i casi per
questa origine dati.

Requisiti di inventario

• Indirizzo IP del server HiCommand Device Manager

• Nome utente e password di sola lettura per il software HiCommand Device Manager e privilegi peer

• Requisiti delle porte: 2001 (http) o 2443 (https)

• Convalidare l’accesso:

◦ Accedere al software HiCommand Device Manager utilizzando il nome utente e la password peer.

◦ Verificare l’accesso all’API di HiCommand Device Manager: telnet <HiCommand
Device_Manager_server_ip\> 2001

Requisiti relativi alle performance

• Prestazioni di HDS USP, USP V e VSP

◦ Performance Monitor deve essere concesso in licenza.
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◦ Lo switch di monitoraggio deve essere attivato.

◦ Lo strumento di esportazione (Export.exe) Deve essere copiato sul server OnCommand Insight.

◦ La versione dello strumento di esportazione deve corrispondere alla versione del microcodice dell’array
di destinazione.

• Performance di HDS AMS

◦ Performance Monitor deve essere concesso in licenza.

◦ L’utility CLI Storage Navigator Modular 2 (SNM2) deve essere installata sul server OnCommand
Insight.

◦ È necessario registrare tutti gli storage array AMS, WMS e SMS le cui performance devono essere
acquisite da OnCommand Insight utilizzando il seguente comando:

◦ Assicurarsi che tutti gli array registrati siano elencati nell’output di questo comando: auunitref.exe.

Configurazione

Campo Descrizione

Server HiCommand Indirizzo IP o nome di dominio completo del server
HiCommand Device Manager

Nome utente Nome utente del server HiCommand Device
Manager.

Password Password utilizzata per il server HiCommand Device
Manager.

DISPOSITIVI: STORAGE VSP G1000 (R800), VSP
(R700), HUS VM (HM700) E USP

Elenco dei dispositivi per storage VSP G1000 (R800),
VSP (R700), HUS VM (HM700) e USP. Ogni storage
richiede:

• IP dell’array: Indirizzo IP dello storage

• User Name (Nome utente): Nome utente dello
storage

• Password: Password per lo storage

• Cartella contenente file JAR dell’utility di
esportazione: La cartella contenente l’utility di
esportazione .jar file
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SNM2Devices - Storage WMS/SMS/AMS Elenco dei dispositivi per gli storage WMS/SMS/AMS.
Ogni storage richiede:

• IP dell’array: Indirizzo IP dello storage

• Percorso CLI di Storage Navigator: Percorso CLI
SNM2

• Account Authentication Valid (autenticazione
account valida): Selezionare questa opzione per
scegliere un’autenticazione account valida

• User Name (Nome utente): Nome utente dello
storage

• Password: Password per lo storage

Scegli Tuning Manager per le performance Scegliere Tuning Manager per le performance e
ignorare altre opzioni di performance

Tuning Manager host Indirizzo IP o nome di dominio completo del tuning
manager

Porta Tuning Manager Porta utilizzata per Tuning Manager

Nome utente Tuning Manager Nome utente di Tuning Manager

Password Tuning Manager Password per Tuning Manager

In HDS USP, USP V e VSP, qualsiasi disco può appartenere a più di un gruppo di array.

Configurazione avanzata

Campo Descrizione

Porta del server HiCommand Porta utilizzata per HiCommand Device Manager

HTTPS attivato Selezionare per attivare HTTPS

Intervallo polling inventario (min) Intervallo tra i sondaggi di inventario (impostazione
predefinita: 40 minuti)

Scegliere 'Escludi' o 'Includi' per specificare un elenco Specificare se includere o escludere l’elenco di array
riportato di seguito durante la raccolta dei dati

Escludere o includere i dispositivi Elenco separato da virgole di ID dispositivo o nomi di
array da includere o escludere

Query host Manager (Gestore host query) Selezionare per eseguire query sul gestore host
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Timeout HTTP (sec) Timeout connessione HTTP (impostazione
predefinita: 60 secondi)

Intervallo di polling delle performance (sec) Intervallo tra i sondaggi delle prestazioni
(impostazione predefinita: 300 secondi)

Timeout di esportazione in secondi Timeout utility di esportazione (impostazione
predefinita: 300 secondi)

Data collector Hitachi Ops Center

Questo data collector utilizza la suite integrata di applicazioni di Hitachi Ops Center per
accedere ai dati di inventario e performance di più dispositivi storage. Per il rilevamento
dell’inventario e della capacità, l’installazione di Ops Center deve includere i componenti
"Common Services" e "Administrator". Per la raccolta delle performance, è necessario
implementare anche "Analyzer".

Terminologia

OnCommand Insight acquisisce le seguenti informazioni di inventario da questo data collector. Per ogni tipo di
risorsa acquisita, viene visualizzata la terminologia più comune utilizzata per questa risorsa. Durante la
visualizzazione o la risoluzione dei problemi di questo data collector, tenere presente la seguente terminologia:

Vendor/modello Termine OnCommand Insight

Sistemi storage Storage

Volume Volume

Gruppi di parità Pool di storage (RAID), gruppi di dischi

Disco Disco

Pool di storage Pool di storage (sottile, SNAP)

Gruppi di parità esterni Pool di storage (back-end), gruppi di dischi

Porta Nodo di storage → nodo controller → porta

Gruppi di host Mappatura e mascheramento dei volumi

Coppie di volumi Sincronizzazione dello storage

Nota: Si tratta solo di mappature terminologiche comuni e potrebbero non rappresentare tutti i casi per questo
data collector.

Requisiti di inventario

Per raccogliere i dati di inventario, è necessario disporre di quanto segue:

• Indirizzo IP o nome host del server Ops Center che ospita il componente "servizi comuni"

• Account utente root/sysadmin e password presenti su tutti i server che ospitano i componenti di Ops
Center. HDS non ha implementato il supporto API REST per l’utilizzo da parte degli utenti LDAP/SSO fino
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a quando Ops Center 10.8+

Requisiti relativi alle performance

Per raccogliere i dati sulle performance, è necessario soddisfare i seguenti requisiti:

• È necessario installare il modulo "Analyzer" di HDS Ops Center

• Gli storage array devono alimentare il modulo "Analyzer" di Ops Center

Configurazione

Campo Descrizione

Hitachi Ops Center IP Address (Indirizzo IP centro
Hitachi Ops)

Indirizzo IP o nome di dominio completo del server
Ops Center che ospita il componente "servizi comuni"

Nome utente Nome utente del server Ops Center.

Password Password utilizzata per il server Ops Center.

Configurazione avanzata

Campo Descrizione

Tipo di connessione HTTPS (porta 443) è l’impostazione predefinita

Sovrascrivere la porta TCP Specificare la porta da utilizzare se non quella
predefinita

Intervallo polling inventario (min) Intervallo tra i sondaggi di inventario. Il valore
predefinito è 40.

Scegliere 'Escludi' o 'Includi' per specificare un elenco Specificare se includere o escludere l’elenco di array
riportato di seguito durante la raccolta dei dati.

Filtra elenco dispositivi Elenco separato da virgole dei numeri di serie delle
periferiche da includere o escludere

Intervallo di polling delle performance (sec) Intervallo tra i sondaggi delle performance. Il valore
predefinito è 300.

Storage HDS

Termini applicabili a oggetti o riferimenti che si possono trovare nelle landing page delle
risorse di storage HDS.

Terminologia dello storage HDS

I seguenti termini si applicano agli oggetti o ai riferimenti presenti nelle landing page delle risorse di storage
HDS. Molti di questi termini si applicano anche ad altri data collezionisti.

• Name — deriva direttamente dall’attributo “name” di HDS HiCommand Device Manager tramite la chiamata
API XML GetStorageArray

• Modello - viene fornito direttamente dall’attributo “arrayType” di HDS HiCommand Device Manager tramite
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la chiamata API XML GetStorageArray

• Vendor — HDS

• Famiglia - proviene direttamente dall’attributo “arrayFamily” di HDS HiCommand Device Manager tramite la
chiamata API XML GetStorageArray

• IP — Indirizzo IP di gestione dell’array, non un elenco completo di tutti gli indirizzi IP dell’array

• Capacità raw - un valore base2 che rappresenta la somma della capacità totale di tutti i dischi di questo
sistema, indipendentemente dal ruolo del disco.

Pool di storage HDS

Termini applicabili a oggetti o riferimenti che si possono trovare nelle landing page delle
risorse del pool di storage HDS.

Terminologia del pool di storage HDS

I seguenti termini si applicano agli oggetti o ai riferimenti presenti nelle landing page delle risorse del pool di
storage HDS. Molti di questi termini si applicano anche ad altri data collezionisti.

• Type (tipo): Il valore qui sarà uno dei seguenti:

◦ RISERVATO — se questo pool è dedicato per scopi diversi dai volumi di dati, ad esempio, journaling,
snapshot

◦ Thin Provisioning — se si tratta di un pool HDP

◦ RAID Group — probabilmente non si vedranno questi per alcuni motivi:

OCI adotta una posizione forte per evitare il doppio conteggio della capacità a tutti i costi. Su HDS, in
genere è necessario creare gruppi RAID dai dischi, creare volumi di pool su tali gruppi RAID e costruire
pool (spesso HDP, ma potrebbe essere uno scopo speciale) da tali volumi di pool. Se OCI riportasse i
gruppi RAID sottostanti così come i pool, la somma della loro capacità raw supererebbe enormemente
la somma dei dischi.

Invece, il data collector HDS HiCommand di OCI riduce arbitrariamente le dimensioni dei gruppi RAID in
base alla capacità dei volumi del pool. Ciò potrebbe causare il mancato reporting del gruppo RAID da parte
di OCI. Inoltre, tutti i gruppi RAID risultanti vengono contrassegnati in modo che non siano visibili
nell’interfaccia Web OCI, ma fluiscano nel data warehouse OCI (DWH). Lo scopo di queste decisioni è di
evitare il disordine dell’interfaccia utente per le cose che la maggior parte degli utenti non si
preoccupano — se il vostro array HDS dispone di gruppi RAID con 50 MB liberi, probabilmente non è
possibile utilizzare tale spazio libero per qualsiasi risultato significativo.

• Nodo - N/D, in quanto i pool HDS non sono legati a uno specifico nodo

• Ridondanza - il livello RAID del pool. Possibili valori multipli per un pool HDP composto da più tipi RAID

• Capacity % - percentuale utilizzata dal pool per l’utilizzo dei dati, con il GB utilizzato e le dimensioni logiche
totali del pool

• Capacità con overcommit - un valore derivato che indica “la capacità logica di questo pool viene
sovrascritta da questa percentuale in virtù della somma dei volumi logici che superano la capacità logica
del pool di questa percentuale”

• Snapshot: Mostra la capacità riservata all’utilizzo dello snapshot in questo pool
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Nodo storage HDS

Termini applicabili a oggetti o riferimenti che si possono trovare nelle landing page delle
risorse dei nodi di storage HDS.

Terminologia dei nodi di storage HDS

I seguenti termini si applicano agli oggetti o ai riferimenti che si possono trovare nelle landing page delle
risorse dei nodi di storage HDS. Molti di questi termini si applicano anche ad altri data collezionisti.

• Name (Nome) - il nome del Front-End Director (FED) o dell’adattatore di canale sugli array monolitici o il
nome del controller su un array modulare. Un determinato array HDS avrà 2 o più nodi di storage

• Volumes (volumi) - la tabella Volume mostra qualsiasi volume mappato a qualsiasi porta di proprietà di
questo nodo di storage
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