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Correzione degli host HP-UX

Se si utilizza 7-Mode Transition Tool (7MTT) per passare da Data ONTAP in 7-Mode a
Clustered Data ONTAP in un ambiente SAN, € necessario eseguire una serie di passaggi
sul’host HP-UX prima e dopo la transizione per evitare complicazioni di transizione.

Informazioni correlate
Rendere un LUN di boot SAN il LUN di boot primario per gli HBA Emulex HP-UX dopo la transizione

Rendere un LUN di boot SAN il LUN di boot primario per gli HBA QLogic HP-UX dopo la transizione

Transizione dei LUN host HP-UX con file system

Se si effettua la transizione di un LUN host HP-UX con un file system da Data ONTAP in
7-Mode a Clustered Data ONTAP utilizzando 7-Mode Transition Tool (7MTT), &
necessario eseguire procedure specifiche prima e dopo la transizione per risolvere i
problemi di transizione sull’host.

Preparazione alla transizione dei LUN host HP-UX con i file system

Prima di eseguire la transizione dei LUN host HP-UX con file system da Data ONTAP in
7-Mode a Clustered Data ONTAP, & necessario raccogliere le informazioni necessarie per
il processo di transizione.

Fasi
1. Visualizzare i LUN per identificare il nome dei LUN da trasferire:

lun show

2. Individuare il nome del dispositivo SCSI per i LUN da trasferire e il nome Agile per il dispositivo SCSI:
sanlun lun show -p
Nell’esempio seguente, i LUN di transizione sono lun1 e lun3. | nomi dei dispositivi SCSI per lun1 sono
/dev/dsk/c14t0dl, /dev/dsk/c27t0dl, /dev/dsk/c40t0dl, e. /dev/dsk/c31t0d1l. | nomi dei
dispositivi SCSI per 1un3 sono /dev/dsk/c14t0d2, /dev/dsk/c27t0d2, /dev/dsk/c40t0d2, e.

/dev/dsk/c31t0d2.

Il nome Agile per il dispositivo SCSI /dev/dsk/c31t0dl & /dev/rdisk/diskll.



ONTAP Path:

LUN:
LUN Size:
Host Device:
Mode:
Multipath Provider:
host vserver
path path
state type
up secondary
up primary
up primary
up secondary
ONTAP Path:
LUN:
LUN Size:
Host Device:
Mode:
Multipath Provider:
host vserver
path path
state type
up secondary
up primary
up primary
up secondary

£8040-211-185:/vol/vol185 nl/lun3

1

3g
/dev/rdisk/diskl
7

None

/dev/dsk
filename

or hardware path
/dev/dsk/cl14t0d1l
/dev/dsk/c27t0d1
/dev/dsk/c40t0dl
/dev/dsk/c31t0d1l

1

host vserver
adapter LIF

fcdo fc4d
fcdo fc2
fcdl fcl
fcdl fc3

£8040-211-183:/vol/voll83 nl/lunl

3

3g
/dev/rdisk/diskl
7

None

/dev/dsk
filename

or hardware path
/dev/dsk/cl14t0d1l
/dev/dsk/c27t0d1
/dev/dsk/c40t0dl
/dev/dsk/c31t0d1l

3. Identificare I'ID WWID del LUN sull’host:

4

host vserver
adapter LIF

fcdo fc4
fcdo fc2
fcdl fcl
fcdl fc3

scsimgr get_info -D Agile name for SCSI_device

In questo esempio, I'ID LUN WWID del dispositivo /dev/rdisk/diskll &
0x600a09804d537739422445386b755529:

bash-2.05# scsimgr get info -D /dev/rdisk/diskll |grep WWID
World Wide Identifier (WWID) =

4. Elencare e registrare i gruppi di volumi:

vgdisplay

0x600a09804d537739422445386b755529



5. Elencare e registrare i gruppi di volumi, i volumi logici e i volumi fisici:
vgdisplay -v vg_name

6. Scrivere il VGID e i volumi logici per il gruppo di volumi in un file di mappatura:
vgexport -p -s -m /tmp/mapfile/vg0l vg0l

7. Eseguire una copia di backup dimapfile.vg01 a una fonte esterna.

8. Elencare e registrare i punti di montaggio:
bdf

L'esempio seguente mostra come visualizzare i punti di montaggio:

bash-2.05# bdf

Filesystem kbytes used avail used Mounted on
/dev/vg01l/1vol 123592960 1050952 22189796 5% /mnt/ga/vg0l
/dev/vg0l/1vol2 23592960 588480 22645044 3% /mnt/qga/vg02

Test delle LUN dei dati sugli host HP-UX prima della fase di cutover delle
transizioni basate sulla copia

Se si utilizza 7-Mode Transition Tool (7MTT) 2.2 o versione successiva e Data ONTAP
8.3.2 o0 versione successiva per eseguire una transizione basata su copia dei LUN dei
dati host HP-UX, E possibile testare le LUN Data ONTAP in cluster in transizione per
verificare che sia possibile montare il dispositivo MPIO prima della fase di cutover. L’host
di origine puo continuare a eseguire i/o sui LUN 7-Mode di origine durante il test.

I nuovi LUN ONTAP devono essere mappati all’host di test e i LUN devono essere pronti per la transizione

E necessario mantenere la paritd hardware tra I'host di test e I'host di origine ed eseguire le seguenti
operazioni sull’host di test.

I LUN ONTAP sono in modalita di lettura/scrittura durante il test. Si convertono in modalita di sola lettura
quando il test & completo e si sta preparando per la fase di cutover.

Fasi
1. Una volta completata la copia dei dati di riferimento, selezionare Test Mode nell’'interfaccia utente 7MTT.

2. Nellinterfaccia utente 7MTT, fare clic su Apply Configuration (Applica configurazione).

3. Sull’host di test, eseguire nuovamente la scansione dei nuovi LUN ONTAP:
ioscan -fnC disk

4. Verificare che i LUN ONTAP siano presenti:

sanlun lun show



5. Copiare il /tmp/mapfile.vg0l mapfile precedentemente copiato nella sorgente esterna sul nuovo
host.

6. Utilizzare il file di mappatura per importare il gruppo di volumi:
vgimport -s -m /tmp/mapfile/vg0l vgOl

7. Verificare che il VG Status viene visualizzato come available:
vgdisplay

8. Convertire il nome file speciale dispositivo (DSF) legacy in DSF persistente:
vgdsf -c /dev/vg0l

9. Utilizzare il comando mount per montare manualmente ciascuno dei volumi logici.
10. Eseguire fsck se richiesto.

11. Verificare i punti di montaggio:
bdf

12. Eseguire i test in base alle necessita.

13. Spegnere 'host di test.

14. Nell'interfaccia utente 7MTT, fare clic su fine test.

Se i LUN ONTAP devono essere rimappati all’host di origine, & necessario preparare I'host di origine per la

fase di cutover. Se i LUN ONTAP devono rimanere mappati all’host di test, non sono necessarie ulteriori
operazioni sull’host di test.

Preparazione per la fase di cutover durante la transizione dei LUN dei dati host HP-
UX con i file system

Se si sta passando un LUN di dati host HP con un file system da Data ONTAP in 7-Mode
a Clustered Data ONTAP, € necessario eseguire alcuni passaggi prima di entrare nella
fase di cutover.

Se si utilizza una configurazione FC, & necessario stabilire la connettivita fabric e lo zoning ai nodi Data
ONTARP in cluster.

Se si utilizza una configurazione iSCSI, € necessario rilevare e accedere alle sessioni iISCSI dei nodi Clustered
Data ONTAP.

Per le transizioni basate sulla copia, eseguire questi passaggi dopo aver completato I'operazione Storage
Cutover nel 7-Mode Transition Tool (7MTT). Le transizioni senza copia non sono supportate per gli host HP-
UX.

Fasi
1. Arrestare I'i/o su tutti i punti di montaggio.

2. Chiudere ogni applicazione che accede alle LUN in base alle raccomandazioni del vendor
dell'applicazione.



3. Smontare tutti i punti di montaggio:
umount mount point

4. Esportare il gruppo di volumi e scrivere il VGID e i volumi logici per il gruppo di volumi in un file di
mappatura:

vgexport -p -s -m /tmp/mapfile.vg0l vgO1l

5. Eseguire una copia di backup del file mapfile.vg01 su un’origine esterna.

6. Disattivare il gruppo di volumi:
vgchange -a n vg_name

7. Esportare il gruppo di volumi:
vgexport vg name

8. Verificare che il gruppo di volumi sia stato esportato:
vgdisplay

Le informazioni sul gruppo di volumi esportati non devono essere visualizzate nell’output.

Montaggio di LUN host HP-UX con file system dopo la transizione

Dopo la transizione dei LUN host HP-UX con file system da Data ONTAP in 7-Mode a
Clustered Data ONTAP, & necessario montare i LUN.

Per le transizioni basate sulla copia, eseguire questi passaggi dopo aver completato I'operazione Storage
Cutover nel 7-Mode Transition Tool (7MTT). Le transizioni senza copia non sono supportate per gli host HP-
UX.

Fasi
1. Scopri le nuove LUN Clustered Data ONTAP:

ioscan -fnC disk
2. Verificare che i LUN Data ONTAP in cluster siano stati rilevati:
sanlun lun show

3. Verificare che il lun-pathname Per le LUN Data ONTAP in cluster & uguale a 1un-pathname Per i LUN
7-Mode prima della transizione.

4. Verificare che I'output nella colonna modalita sia stato modificato da 7 a. C.

9. Utilizzare mapfile file per importare il gruppo di volumi:
vgimport -s -v -m /tmp/mapfile.vg0l /dev/vgOl"

6. Attivare i volumi logici:



vgchange -a y vg_name
7. Convertire il nome file speciale dispositivo (DSF) legacy in DSF persistente:
vgdsf -c /dev/vg0l
8. Verificare che lo stato VG sia visualizzato come disponibile:
vgdisplay
9. Montare manualmente ciascun dispositivo:
mount -F vxfs -o largefiles device name mount point

10. Eseguire il comando fsck se richiesto.

11. Verificare i punti di montaggio:
bdf

L'esempio seguente mostra come visualizzare i punti di montaggio:

bash-2.05# bdf

Filesystem kbytes used avail used Mounted on
/dev/vg0l/1lvoll 23592960 1050952 22189796 5% /mnt/qga/vg0l
/dev/vg0l/1vol2 23592960 588480 22645044 3% /mnt/qga/vg02

Transizione dei LUN di boot SAN host HP-UX con
configurazioni FC/FCoE

Se si effettua la transizione di un LUN di avvio SAN host HP con una configurazione FC o
FCoE da Data ONTAP con 7-Mode a Clustered Data ONTAP utilizzando 7-Mode
Transition Tool (7MTT), € necessario eseguire procedure specifiche prima e dopo la
transizione per risolvere i problemi di transizione sull’host.

Preparazione alla transizione DELLE LUN di boot SAN su host HP-UX con
configurazioni FC

Prima di eseguire la transizione di un LUN di avvio SAN su un host HP-UX con una
configurazione FC, & necessario registrare il nome del LUN 7-Mode su cui & installato
HP-UX, il nome del dispositivo SCSI per tale LUN, la convenzione di denominazione
Agile e I'ID WWID.

1. Dalla console del controller 7-Mode, visualizzare i LUN 7-Mode per identificare il nome del LUN su cui
installato il sistema operativo “HPUX11v3 March 2014”:

lun show



2. Ottenere il nome del dispositivo SCSI per il LUN:
sanlun lun show -p

In questo esempio, il LUN di transizione & bootlun_94. | dispositivi SCSI per questo LUN sono
/dev/dsk/c14t0d0, /dev/dsk/c27t0d0, /dev/dsk/c40t0d0, e. /dev/dsk/c31t0d0 .

ONTAP Path: £8040-211-183:/vol/vol 183/bootlun 94
LUN: O
LUN Size: 100g
Host Device: /dev/rdisk/disk6
Mode: 7
Multipath Provider: None

host vserver /dev/dsk

path path filename host vserver
state type or hardware path adapter LIF

up secondary /dev/dsk/c14t0d0 fcdo fc4

up primary /dev/dsk/c27t0d0 fcdo fc2

up primary /dev/dsk/c40t0d0 fedl el

up secondary /dev/dsk/c31t0d0 fcdl fc3

3. ldentificare I'ID WWID del LUN sull’host:
scsimgr get_info -D SCSI device name |grep WWID

Nell’esempio seguente, il WWID LUN per la periferica /dev/rdisk/disk6 €
0x600a09804d537739422445386b75556:

bash-2.05# scsimgr get info -D /dev/rdisk/disk6é | grep WWID
World Wide Identifier (WWID) = 0x600a09804d537739422445386b755564
bash-2.05#

Test delle LUN di boot SAN in transizione su host HP-UX prima della fase di
cutover delle transizioni basate su copia

Se si utilizza 7-Mode Transition Tool (7MTT) 2.2 o versione successiva e Data ONTAP
8.3.2 o versione successiva per la transizione dei LUN di avvio SAN dell’host HP-UX, &
possibile testare i LUN Data ONTAP in cluster sottoposti a transizione prima della fase di
cutover. L’host di origine pud continuare a eseguire i/o sui LUN 7-Mode di origine durante
il test.

Le nuove LUN Data ONTAP in cluster devono essere mappate all’host di test e le LUN devono essere pronte
per la transizione

E necessario mantenere la parita hardware tra I'host di test e I'host di origine ed eseguire le seguenti



operazioni sull’host di test.

Le LUN Data ONTAP in cluster sono in modalita di lettura/scrittura durante il test. Si convertono in modalita di
sola lettura quando il test &€ completo e si sta preparando per la fase di cutover.

Fasi
1. Una volta completata la copia dei dati di riferimento, selezionare Test Mode nell’'interfaccia utente 7MTT.

2. Nellinterfaccia utente 7MTT, fare clic su Apply Configuration (Applica configurazione).
3. Sull’host di test, inserire il BIOS HBA.

4. Modificare l'indirizzo IP e il nome host sull’host di test.

5

. Verificare che i LUN Clustered Data ONTAP siano presenti sull’host di test:
sanlun lun show

6. Eseguire i test in base alle necessita.

7. Spegnere I'host di test:
shutdown -h -y 0
8. Nellinterfaccia utente 7MTT, fare clic su Finish Testing (fine test).

Se le LUN Data ONTAP in cluster devono essere rimappate all’host di origine, € necessario preparare I'host di
origine per la fase di cutover. Se i LUN Data ONTAP in cluster devono rimanere mappati all’host di test, non
sono necessarie ulteriori operazioni sull’host di test.

Preparazione per la fase di cutover durante la transizione delle LUN di avvio SAN

Se si stanno passando LUN di avvio SAN da Data ONTAP in 7-Mode a Clustered Data
ONTAP, & necessario conoscere alcuni prerequisiti prima di entrare nella fase di cutover.

E necessario disporre di connettivita fabric e zoning per i controller Data ONTAP in cluster per le configurazioni
FC. Per le configurazioni iSCSI, & necessario rilevare le sessioni iSCSI e accedere ai controller Data ONTAP in
cluster. E inoltre necessario spegnere I'host.

* Per le transizioni basate sulla copia, € necessario arrestare I'host prima di avviare 'operazione Storage
Cutover nel 7-Mode Transition Tool (7MTT). Le transizioni senza copia non sono supportate sugli host HP-
UX.

* Per le transizioni senza copia, € necessario spegnere I'host prima di avviare I'operazione Export & Halt 7-
Mode nel 7TMTT.

Rendere un LUN di boot SAN il LUN di boot primario per gli HBA Emulex HP-UX
dopo la transizione

Se il Data ONTAP in uso nell’host HP-UX 7-Mode & stato avviato CON SAN, &
necessario impostare il LUN di avvio SAN come LUN di avvio primario dopo la
transizione a Clustered Data ONTAP.

La migrazione dei dati deve essere completata e il LUN di avvio deve essere mappato all’host dal nodo
Clustered Data ONTAP.



Per le transizioni basate sulla copia, eseguire questi passaggi dopo aver completato I'operazione Storage
Cutover nello strumento di transizione 7-Mode. Le transizioni senza copia non sono supportate sugli host HP-
UX.

Fasi
1. Dal prompt della shell, elencare gli HBA Emulex:

drivers

. Selezionare Emulex HBA, quindi premere Invio.

. Selezionare Setup Utility.

. Selezionare Configura parametri di avvio.

. Selezionare Configure Boot Devices (Configura dispositivi di avvio).
. Selezionare un dispositivo dall’elenco, quindi premere Invio.

. Selezionare Scan targets (destinazione scansione).

. Selezionare il LUN con il percorso di avvio desiderato, quindi premere Invio.
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. Selezionare Peripheral dev come modalita, quindi premere Invio.

-
o

. Selezionare Boot this device via WWN (Avvia questo dispositivo tramite WWN*), quindi premere Invio.
Viene visualizzato il LUN di avvio.

11. Premere Esc fino a tornare al prompt della shell.

12. Visualizzare il LUN per ottenere il percorso del LUN da cui si desidera eseguire I'avvio:
map -r

| percorsi LUN sono elencati nella colonna Device (dispositivo). | dischi SAN avviabili vengono visualizzati
sotto la colonna della tabella di mappatura e presentano “WWN” e “Part 1” nella stringa di output.

13. Immettere il percorso LUN del LUN di avvio SAN.
Un esempio di percorso LUN é fs0.
14. Uscire dalla shell EFI:
cd efi
15. Inserire la directory HPUX:
cd hpux
16. Fare in modo che il nuovo LUN di avvio SAN di Clustered Data ONTAP sia il LUN di avvio primario:
bcfg boot add 1 hpux.efi "HP-UX-Primary Boot"

17. Aggiornare manualmente il BIOS HBA inserendo una voce in EFI per IL LUN di avvio SAN.

18. Creare un percorso di boot alternativo:

bcfg boot add 2 hpux.efi “HPUX alternate boot”



19. Creare un terzo percorso di boot:
bcfg boot add 2 hpux.efi “HPUX third boot”
20. Creare un quarto percorso di boot:

bcfg boot add 2 hpux.efi “HPUX fourth boot”

Rendere un LUN di boot SAN il LUN di boot primario per gli HBA QLogic HP-UX
dopo la transizione

Se il Data ONTAP in uso nell’host HP-UX 7-Mode ¢ stato avviato CON SAN, &
necessario impostare il LUN di avvio SAN come LUN di avvio primario dopo la
transizione a Clustered Data ONTAP.

» La migrazione dei dati deve essere completata.

* I LUN di avvio deve essere mappato all’host dal nodo Clustered Data ONTAP.

L'avvio SAN é supportato per HP-UX 11,3x sui sistemi HP 9000 utilizzando il menu BCH e sui server HP
Integrity utilizzando il caricatore HP-UX (EFI).

Per le transizioni basate sulla copia, eseguire questi passaggi dopo aver completato I'operazione Storage
Cutover nello strumento di transizione 7-Mode. Le transizioni senza copia non sono supportate sugli host HP-
UX.

Fasi

1. Aprire il prompt della shell:
Ctrl B
2. Eseguire 'avvio dalla shell EFI.
La shell EFI & disponibile solo sui sistemi HP Integrity.

3. Utilizzare una console seriale per accedere all’accesso al processore di servizio (MP).

4. Accedere all’elenco della console: CO
Viene visualizzato il menu di EFI Boot Manager.

5. Dal menu di EFI Boot Manager, selezionare I'opzione di menu della shell EFI per accedere allambiente
della shell EFI.

6. ldentificare i numeri dei driver QLogic:
drivers
| numeri dei driver si trovano nella colonna DRV.

7. ldentificare il numero del controller corrispondente per ciascun driver:

drvcfg driver number

10



1.
12.
13.
14.
15.
16.
17.

18.

19.

20.

21.

Nell’esempio seguente, 27 € il numero del controller corrispondente per il driver 23 e. 26 € il numero del
controller corrispondente per il driver 24:

Shell> drvcfg 23
Configurable Components
Drv[23] Ctrl[27] Lang[eng]

Shell> drvcfg 24
Configurable Components
Drv[24] Ctrl[26] Lang[eng]

. Aprire il BIOS del driver:

drvcfg drv_number ctrl number -s

. Invio 4 per selezionare 4. Modifica impostazioni di avvio.

10.

In Edit Boot Settings (Modifica impostazioni di avvio), immettere 6 per selezionare 6. Variabile EFI
EFIFCScanLevel.

Invio 1 Per modificare il valore della variabile EFI EFIFCScanLevel da 0 a 1.
Invio 7 per selezionare 7. Attiva World Login.

Invio y per attivare world login.

Invio 0 per passare al menu precedente.

Nel menu principale, immettere 11 per salvare le modifiche.

Invio 12 per uscire.

Nel prompt della shell, eseguire nuovamente la scansione dei dispositivi:
reconnect -r
Visualizzare il LUN per ottenere il percorso del LUN da cui si desidera eseguire I'avvio:

map -r

| percorsi LUN sono elencati nella colonna Device (dispositivo). | dischi SAN avviabili vengono visualizzati

sotto la colonna della tabella di mappatura e presentano “WWN” e “Part 1” nella stringa di output.
Immettere il percorso LUN del LUN di avvio SAN.

Un esempio di percorso LUN ¢ fs0.

Uscire dalla shell EFI:

cd efi

Inserire la directory HPUX:

cd hpux

11



22.

23.
24,

25.

26.

12

Fare in modo che il nuovo LUN di avvio SAN di Clustered Data ONTAP sia il LUN di avvio primario:
bcfg boot add 1 hpux.efi "HP-UX-Primary Boot"

Aggiornare manualmente il BIOS HBA inserendo una voce in EFI per IL LUN di avvio SAN.

Creare un percorso di boot alternativo:

bcfg boot add 2 hpux.efi “HPUX alternate boot”
Creare un terzo percorso di boot:

bcfg boot add 2 hpux.efi “HPUX third boot”
Creare un quarto percorso di boot:

becfg boot add 2 hpux.efi “HPUX fourth boot”
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per iscritto da NetApp. L'utilizzo o I'acquisto del presente prodotto non comporta il rilascio di una licenza
nell’ambito di un qualche diritto di brevetto, marchio commerciale o altro diritto di proprieta intellettuale di
NetApp.

Il prodotto descritto in questa guida puo essere protetto da uno o piu brevetti degli Stati Uniti, esteri o in attesa
di approvazione.

LEGENDA PER I DIRITTI SOTTOPOSTI A LIMITAZIONE: I'utilizzo, la duplicazione o la divulgazione da parte
degli enti governativi sono soggetti alle limitazioni indicate nel sottoparagrafo (b)(3) della clausola Rights in
Technical Data and Computer Software del DFARS 252.227-7013 (FEB 2014) e FAR 52.227-19 (DIC 2007).

| dati contenuti nel presente documento riguardano un articolo commerciale (secondo la definizione data in
FAR 2.101) e sono di proprieta di NetApp, Inc. Tutti i dati tecnici e il software NetApp forniti secondo i termini
del presente Contratto sono articoli aventi natura commerciale, sviluppati con finanziamenti esclusivamente
privati. Il governo statunitense ha una licenza irrevocabile limitata, non esclusiva, non trasferibile, non cedibile,
mondiale, per l'utilizzo dei Dati esclusivamente in connessione con e a supporto di un contratto governativo
statunitense in base al quale i Dati sono distribuiti. Con la sola esclusione di quanto indicato nel presente
documento, i Dati non possono essere utilizzati, divulgati, riprodotti, modificati, visualizzati o mostrati senza la
previa approvazione scritta di NetApp, Inc. | diritti di licenza del governo degli Stati Uniti per il Dipartimento
della Difesa sono limitati ai diritti identificati nella clausola DFARS 252.227-7015(b) (FEB 2014).

Informazioni sul marchio commerciale

NETAPP, il logo NETAPP e i marchi elencati alla pagina http://www.netapp.com/TM sono marchi di NetApp,
Inc. Gli altri nomi di aziende e prodotti potrebbero essere marchi dei rispettivi proprietari.
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