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Correzione degli host Solaris

Se si utilizza 7-Mode Transition Tool (7MTT) per passare da ONTAP in 7-Mode a
Clustered ONTAP in un ambiente SAN, è necessario eseguire una serie di passaggi
sull’host Solaris prima e dopo la transizione per evitare complicazioni di transizione.

I seguenti scenari non sono supportati per alcun flusso di lavoro di transizione (supporto per transizioni basate
su copia o senza copia):

• Transizione delle LUN di avvio SAN

È possibile configurare un LUN di boot SAN per lavorare in un ambiente Veritas Dynamic Multipathing
(DMP) o in un ambiente Solaris MPIxIO eseguendo le utility host Solaris e utilizzando il protocollo FC. Il
metodo utilizzato per impostare un LUN di avvio SAN può variare, a seconda del volume manager e del file
system.

"Guida all’installazione e all’installazione di Solaris host Utilities 6.2"

• Transizione al clustering degli host Solaris

• Configurazione Veritas

Transizione dei LUN di dati host Solaris con file system ZFS

Se si esegue la transizione di un LUN di dati host Solaris con file system ZFS da Data
ONTAP in 7-Mode a Clustered Data ONTAP utilizzando il tool di transizione 7-Mode
(7MTT), è necessario eseguire passaggi specifici prima e dopo la transizione per
risolvere i problemi di transizione sull’host.

Preparazione alla transizione dei LUN dei dati host Solaris con il file system ZFS

Prima di eseguire la transizione dei LUN host Solaris con file system ZFS da Data
ONTAP in 7-Mode a Clustered Data ONTAP, è necessario raccogliere le informazioni
necessarie per il processo di transizione.

Questo vale per le transizioni basate sulla copia e le transizioni senza copia.

Fasi

1. Sul controller 7-Mode, identificare il nome del LUN da trasferire:

lun show
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 fas8040-shu01> lun show

        /vol/ufs/ufs1                  5g (5368709120)    (r/w, online,

mapped)

        /vol/ufs/ufs2                  5g (5368709120)    (r/w, online,

mapped)

        /vol/zfs/zfs1                  6g (6442450944)    (r/w, online,

mapped)

        /vol/zfs/zfs2                  6g (6442450944)    (r/w, online,

mapped)

2. Sull’host, individuare il nome del file del dispositivo SCSI per il LUN:

sanlun lun show

Il nome del file del dispositivo SCSI si trova in device filename colonna.

# sanlun lun show

controller(7mode)/                    device

host                  lun

vserver(Cmode)       lun-pathname     filename

adapter    protocol   size    mode

------------------------------------------------------------------------

--------------------------------------------------

fas8040-shu01        /vol/zfs/zfs2

/dev/rdsk/c0t60A98000383035356C2447384D396550d0s2 scsi_vhci0 FCP

6g      7

fas8040-shu01        /vol/zfs/zfs1

/dev/rdsk/c0t60A98000383035356C2447384D39654Ed0s2 scsi_vhci0 FCP

6g      7

fas8040-shu01        /vol/ufs/ufs2

/dev/rdsk/c0t60A98000383035356C2447384D39654Ad0s2 scsi_vhci0 FCP

5g      7

fas8040-shu01        /vol/ufs/ufs1

/dev/rdsk/c0t60A98000383035356C2447384D396548d0s2 scsi_vhci0 FCP

5g      7

3. Elencare lo zpool:

zpool list

4. Registrare lo zpool e ottenere i dischi associati allo zpool:

zpool status pool-name

2



# zpool list

NAME     SIZE  ALLOC   FREE  CAP  HEALTH  ALTROOT

n_pool  11.9G  2.67G  9.27G  22%  ONLINE  -

# zpool status

  pool: n_pool

 state: ONLINE

 scan: none requested

config:

        NAME                                     STATE     READ WRITE

CKSUM

        n_pool                                   ONLINE       0     0

0

          c0t60A98000383035356C2447384D396550d0  ONLINE       0     0

0

          c0t60A98000383035356C2447384D39654Ed0  ONLINE       0     0

0

errors: No known data errors

5. Elencare e registrare i set di dati ZFS all’interno di un pool di storage ZFS:

zfs list

# zfs list

NAME           USED  AVAIL  REFER  MOUNTPOINT

n_pool        2.67G  9.08G   160K  /n_pool

n_pool/pool1  1.50G  2.50G  1.50G  /n_pool/pool1

n_pool/pool2  1.16G  2.84G  1.16G  /n_pool/pool2

Test delle LUN dei dati su host Solaris con file system ZFS prima della fase di
cutover delle transizioni basate sulla copia

Se si utilizza 7-Mode Transition Tool (7MTT) 2.2 o versione successiva e Data ONTAP
8.3.2 o versione successiva per la transizione dei LUN di dati ZFS dell’host Solaris, è
possibile testare i LUN Data ONTAP in cluster sottoposti a transizione per verificare che
sia possibile montare il dispositivo MPIO prima della fase di cutover.

• L’host di origine con LUN dati ZFS deve essere offline prima di iniziare la transizione della fase di test.

Per ulteriori informazioni, consulta la sezione Oracle Doc ID 1316472.1: La copia LUN non è supportata

mentre ZFS zpool è online.

• Le nuove LUN Data ONTAP in cluster devono essere mappate all’host di test e le LUN devono essere
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pronte per la transizione.

• L’esportazione dello zpool sull’host di produzione causa l’interruzione dell’applicazione; tutte le operazioni
di i/o devono essere interrotte prima del LUN 7-Mode.

È necessario mantenere la parità hardware tra l’host di test e l’host di origine ed eseguire le seguenti
operazioni sull’host di test.

Le LUN Data ONTAP in cluster sono in modalità di lettura/scrittura durante il test. Si convertono in modalità di
sola lettura quando il test è completo e si sta preparando per la fase di cutover.

1. Sull’host di produzione (di origine), esportare lo zpool:

#zpool export pool-name

# zpool export n_pool

# zpool import

  pool: n_pool

    id: 5049703405981005579

 state: ONLINE

action: The pool can be imported using its name or numeric identifier.

config:

        n_pool                                   ONLINE

          c0t60A98000383035356C2447384D396550d0  ONLINE

          c0t60A98000383035356C2447384D39654Ed0  ONLINE

2. Una volta completata la copia dei dati di riferimento, selezionare Test Mode nell’interfaccia utente 7MTT.

3. Nell’interfaccia utente 7MTT, fare clic su Apply Configuration (Applica configurazione).

Dopo questo passaggio, è possibile impostare nuovamente l’applicazione in linea e avviare
le operazioni di i/o su LUN 7-Mode. Le fasi successive non causano interruzioni
dell’applicazione.

4. Sull’host di produzione, importare lo zpool:

#zpool import pool-name

# zpool import n_pool

5. Sull’host di test, eseguire nuovamente la scansione delle nuove LUN Data ONTAP in cluster:

a. Identificare le porte host FC (tipo fc-fabric):
#cfgadm –l

b. Disconfigurare la prima porta del fabric fc:
#cfgadm –c unconfigure c1

c. Configurare la prima porta del fabric fc:
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#cfgadm –c unconfigure c2

d. Ripetere la procedura per le altre porte fc-fabric.

e. Visualizzare le informazioni sulle porte host e sui dispositivi collegati:
# cfgadm –al

f. Ricaricare il driver:
# devfsadm –Cv

# devfsadm –i iscsi

6. Verificare che i LUN Clustered Data ONTAP siano presenti:

#sanlun lun show

# sanlun lun show

controller(7mode)/                    device

host                  lun

vserver(Cmode)       lun-pathname     filename

adapter    protocol   size    mode

------------------------------------------------------------------------

--------------------------------------------------

vs_5           /vol/zfs/zfs2

/dev/rdsk/c5t600A0980383030444D2B466542485935d0s2 scsi_vhci0 FCP

6g      C

vs_5           /vol/zfs/zfs1

/dev/rdsk/c5t600A0980383030444D2B466542485934d0s2 scsi_vhci0 FCP

6g      C

vs_5           /vol/ufs/ufs2

/dev/rdsk/c5t600A0980383030444D2B466542485937d0s2 scsi_vhci0 FCP

5g      C

vs_5           /vol/ufs/ufs1

/dev/rdsk/c5t600A0980383030444D2B466542485936d0s2 scsi_vhci0 FCP

5g      C

7. Verificare che il test di zpool pianificato sia disponibile per l’importazione:

#zpool import
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# zpool import

  pool: n_pool

    id: 5049703405981005579

 state: ONLINE

action: The pool can be imported using its name or numeric identifier.

config:

        n_pool                                   ONLINE

          c5t600A0980383030444D2B466542485935d0  ONLINE

          c5t600A0980383030444D2B466542485934d0  ONLINE

8. Importare lo zpool utilizzando il nome del pool o l’ID del pool:

◦ #zpool import pool-name

◦ #zpool import pool-id

#zpool import n_pool

#zpool import 5049703405981005579

1. Verificare che i set di dati ZFS siano montati:

◦ zfs list

◦ df -ah

# zfs list

NAME           USED  AVAIL  REFER  MOUNTPOINT

n_pool        2.67G  9.08G   160K  /n_pool

n_pool/pool1  1.50G  2.50G  1.50G  /n_pool/pool1

n_pool/pool2  1.16G  2.84G  1.16G  /n_pool/pool2

2. Eseguire i test in base alle necessità.

3. Spegnere l’host di test.

4. Nell’interfaccia utente 7MTT, fare clic su fine test.

Se le LUN Data ONTAP in cluster devono essere rimappate all’host di origine, è necessario preparare l’host di
origine per la fase di cutover. Se i LUN Data ONTAP in cluster devono rimanere mappati all’host di test, non
sono necessarie ulteriori operazioni sull’host di test.
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Preparazione per la fase di cutover durante la transizione dei LUN di dati host
Solaris con file system ZFS

Se si sta passando un LUN di dati host Solaris con file system ZFS da Data ONTAP in 7-
Mode a Clustered Data ONTAP, è necessario eseguire alcuni passaggi prima di entrare
nella fase di cutover.

Se si utilizza una configurazione FC, è necessario stabilire la connettività fabric e lo zoning ai nodi Data
ONTAP in cluster.

Se si utilizza una configurazione iSCSI, è necessario rilevare e accedere alle sessioni iSCSI dei nodi Clustered
Data ONTAP.

Per le transizioni basate sulla copia, eseguire questi passaggi prima di avviare l’operazione Storage Cutover
nel 7-Mode Transition Tool (7MTT).

Per le transizioni senza copia, eseguire questi passaggi prima di avviare l’operazione Export & Halt 7-Mode in
7MTT.

Fasi

1. Arrestare l’i/o su tutti i punti di montaggio.

2. Chiudere ogni applicazione che accede alle LUN in base alle raccomandazioni del vendor
dell’applicazione.

3. Esportare lo zpool:

zpool export pool-name

# zpool export n_pool

4. Verificare che gli zpool siano esportati:

◦ Dovrebbe elencare lo zpool esportato:
zpool import

◦ Non deve elencare lo zpool esportato:
zpool list
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# zpool export n_pool

# zpool list

no pools available

# zpool import

  pool: n_pool

    id: 5049703405981005579

 state: ONLINE

action: The pool can be imported using its name or numeric identifier.

config:

        n_pool                                   ONLINE

          c0t60A98000383035356C2447384D396550d0  ONLINE

          c0t60A98000383035356C2447384D39654Ed0  ONLINE

Montaggio di LUN host Solaris con file system ZFS dopo la transizione

Dopo la transizione dei LUN host Solaris con file system ZFS da Data ONTAP in 7-Mode
a Clustered Data ONTAP, è necessario montare i LUN.

Per le transizioni basate sulla copia, eseguire questi passaggi dopo aver completato l’operazione Storage
Cutover nel 7-Mode Transition Tool (7MTT).

Per le transizioni senza copia, eseguire questi passaggi dopo il completamento dell’operazione Import Data &
Configuration (Importa dati e configurazione) in 7MTT.

1. Scopri i tuoi nuovi LUN Data ONTAP in cluster eseguendo una nuova scansione dell’host.

a. Identificare le porte host FC (tipo fc-fabric):
#cfgadm –l

b. Disconfigurare la prima porta fabric fc:
#cfgadm –c unconfigure c1

c. Unfigurare la seconda porta del fabric fc:
#cfgadm –c unconfigure c2

d. Ripetere la procedura per le altre porte fc-fabric.

e. Verificare che le informazioni relative alle porte host e ai dispositivi collegati siano corrette:
# cfgadm –al

f. Ricaricare il driver:
# devfsadm –Cv # devfsadm –i iscsi

2. Verificare che i LUN Clustered Data ONTAP siano stati rilevati:

sanlun lun show Il lun-pathname I valori per le LUN Data ONTAP in cluster devono essere gli

stessi di lun-pathname Valori per i LUN 7-Mode prima della transizione.  Il mode La colonna
dovrebbe visualizzare “C” invece di “7”.
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# sanlun lun show

controller(7mode)/                    device

host                  lun

vserver(Cmode)       lun-pathname     filename

adapter    protocol   size    mode

------------------------------------------------------------------------

--------------------------------------------------

vs_sru17_5           /vol/zfs/zfs2

/dev/rdsk/c5t600A0980383030444D2B466542485935d0s2 scsi_vhci0 FCP

6g      C

vs_sru17_5           /vol/zfs/zfs1

/dev/rdsk/c5t600A0980383030444D2B466542485934d0s2 scsi_vhci0 FCP

6g      C

vs_sru17_5           /vol/ufs/ufs2

/dev/rdsk/c5t600A0980383030444D2B466542485937d0s2 scsi_vhci0 FCP

5g      C

vs_sru17_5           /vol/ufs/ufs1

/dev/rdsk/c5t600A0980383030444D2B466542485936d0s2 scsi_vhci0 FCP

5g      C

3. Verificare la presenza di zpool disponibili per l’importazione:

zpool import

# zpool import

  pool: n_vg

    id: 3605589027417030916

 state: ONLINE

action: The pool can be imported using its name or numeric identifier.

config:

        n_vg                                     ONLINE

          c0t600A098051763644575D445443304134d0  ONLINE

          c0t600A098051757A46382B445441763532d0  ONLINE

4. Importare gli zpool utilizzati per la transizione in base al nome del pool o utilizzando l’ID pool:

◦ zpool import pool-name

◦ zpool import pool-id

9



# zpool list

no pools available

# zpool import

  pool: n_pool

    id: 5049703405981005579

 state: ONLINE

action: The pool can be imported using its name or numeric

identifier.

config:

        n_pool                                   ONLINE

          c0t60A98000383035356C2447384D396550d0  ONLINE

          c0t60A98000383035356C2447384D39654Ed0  ONLINE

# zpool import n_pool

# zpool import 5049703405981005579

[59] 09:55:53 (root@sunx2-shu04) /tmp

# zpool list

NAME     SIZE  ALLOC   FREE  CAP  HEALTH  ALTROOT

n_pool  11.9G  2.67G  9.27G  22%  ONLINE  -

1. Verificare che zpool sia online eseguendo una delle seguenti operazioni:

◦ zpool status

◦ zpool list
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# zpool status

  pool: n_pool

 state: ONLINE

 scan: none requested

config:

        NAME                                     STATE     READ WRITE

CKSUM

        n_pool                                   ONLINE       0     0

0

          c0t60A98000383035356C2447384D396550d0  ONLINE       0     0

0

          c0t60A98000383035356C2447384D39654Ed0  ONLINE       0     0

0

errors: No known data errors

# zpool list

NAME     SIZE  ALLOC   FREE  CAP  HEALTH  ALTROOT

n_pool  11.9G  2.67G  9.27G  22%  ONLINE  -

1. Verificare i punti di montaggio utilizzando uno dei seguenti comandi:

◦ zfs list

◦ df –ah

# zfs list

NAME           USED  AVAIL  REFER  MOUNTPOINT

n_pool        2.67G  9.08G   160K  /n_pool

n_pool/pool1  1.50G  2.50G  1.50G  /n_pool/pool1

n_pool/pool2  1.16G  2.84G  1.16G  /n_pool/pool2

#df –ah

n_pool                  12G   160K   9.1G     1%    /n_pool

n_pool/pool1           4.0G   1.5G   2.5G    38%    /n_pool/pool1

n_pool/pool2           4.0G   1.2G   2.8G    30%    /n_pool/pool2

Transizione dei LUN dei dati host Solaris con Sun Volume
Manager

Se si esegue la transizione di un LUN di dati host Solaris con Gestore volumi Solaris da
Data ONTAP in 7-Mode a Clustered Data ONTAP utilizzando il tool di transizione 7-Mode
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(7MTT), è necessario eseguire passaggi specifici prima e dopo la transizione per
risolvere i problemi di transizione sull’host.

Preparazione alla transizione dei LUN host Solaris con Sun Volume Manager

Prima di eseguire la transizione dei LUN dei dati host Solaris con Sun Volume Manager
da ONTAP in 7-Mode a Clustered ONTAP, è necessario raccogliere le informazioni
necessarie per il processo di transizione.

Questa attività si applica alle transizioni basate sulla copia e alle transizioni senza copia.

Fasi

1. Visualizzare i LUN per identificare il nome dei LUN da trasferire:

lun show

 fas8040-shu01> lun show

        /vol/ufs/ufs1                  5g (5368709120)    (r/w, online,

mapped)

        /vol/ufs/ufs2                  5g (5368709120)    (r/w, online,

mapped)

        /vol/zfs/zfs1                  6g (6442450944)    (r/w, online,

mapped)

        /vol/zfs/zfs2                  6g (6442450944)    (r/w, online,

mapped)

2. Sull’host, individuare il nome del file del dispositivo per il LUN:

#sanlun lun show

Il nome del file della periferica è elencato in device filename colonna.
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# sanlun lun show

controller(7mode)/                    device

host                  lun

vserver(Cmode)       lun-pathname     filename

adapter    protocol   size    mode

------------------------------------------------------------------------

--------------------------------------------------

fas8040-shu01        /vol/zfs/zfs2

/dev/rdsk/c0t60A98000383035356C2447384D396550d0s2 scsi_vhci0 FCP

6g      7

fas8040-shu01        /vol/zfs/zfs1

/dev/rdsk/c0t60A98000383035356C2447384D39654Ed0s2 scsi_vhci0 FCP

6g      7

fas8040-shu01        /vol/ufs/ufs2

/dev/rdsk/c0t60A98000383035356C2447384D39654Ad0s2 scsi_vhci0 FCP

5g      7

fas8040-shu01        /vol/ufs/ufs1

/dev/rdsk/c0t60A98000383035356C2447384D396548d0s2 scsi_vhci0 FCP

5g

3. Elencare e registrare la SVM, quindi ottenere i dischi associati alla SVM:

metaset

metaset -s set-name

# metaset

Set name = svm, Set number = 1

Host                Owner

  Solarisx2-shu04        Yes

Drive                                            Dbase

/dev/dsk/c0t60A98000383035356C2447384D39654Ad0   Yes

/dev/dsk/c0t60A98000383035356C2447384D396548d0   Yes
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# metastat -s svm

svm/d2: Concat/Stripe

    Size: 10452992 blocks (5.0 GB)

    Stripe 0:

        Device                                             Start Block

Dbase   Reloc

        /dev/dsk/c0t60A98000383035356C2447384D396548d0s0          0

No      Yes

svm/d1: Concat/Stripe

    Size: 10452992 blocks (5.0 GB)

    Stripe 0:

        Device                                             Start Block

Dbase   Reloc

        /dev/dsk/c0t60A98000383035356C2447384D39654Ad0s0          0

No      Yes

Device Relocation Information:

Device                                           Reloc  Device ID

/dev/dsk/c0t60A98000383035356C2447384D396548d0   Yes

id1,sd@n60a98000383035356c2447384d396548

/dev/dsk/c0t60A98000383035356C2447384D39654Ad0   Yes

id1,sd@n60a98000383035356c2447384d39654a

4. Elencare e registrare i punti di montaggio:

df –ah

# df -ah

Filesystem             size   used  avail capacity  Mounted on

/dev/md/svm/dsk/d1     4.9G   1.5G   3.4G    31%    /d1

/dev/md/svm/dsk/d2     4.9G   991M   3.9G    20%    /d2

Test delle LUN dei dati su host Solaris con Sun Volume Manager prima della fase di
cutover delle transizioni basate su copia

Se si utilizza 7-Mode Transition Tool (7MTT) 2.2 o versione successiva e Data ONTAP
8.3.2 o versione successiva per la transizione dei LUN di dati ZFS dell’host Solaris, è
possibile testare i LUN Data ONTAP in cluster sottoposti a transizione per verificare che
sia possibile montare il dispositivo MPIO prima della fase di cutover. L’host di origine può
continuare a eseguire i/o sui LUN 7-Mode di origine durante il test.

L’host di origine con LUN dati Sun Volume Manager deve essere offline prima di iniziare la transizione della
fase di test.
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Le nuove LUN Data ONTAP in cluster devono essere mappate all’host di test e le LUN devono essere pronte
per la transizione

È necessario mantenere la parità hardware tra l’host di test e l’host di origine ed eseguire le seguenti
operazioni sull’host di test.

Le LUN Data ONTAP in cluster sono in modalità di lettura/scrittura durante il test. Si convertono in modalità di
sola lettura quando il test è completo e si sta preparando per la fase di cutover.

Fasi

1. Nell’host di produzione, disattivare i set di dischi:

metaset -s svm -t

metaset -s svm -A disable

metaset -s svm -r

metaset -s svm -P

metaset

2. Una volta completata la copia dei dati di riferimento, selezionare Test Mode nell’interfaccia utente 7MTT.

3. Nell’interfaccia utente 7MTT, fare clic su Apply Configuration (Applica configurazione).

4. Nell’host di produzione, importare i set di dischi:

metaimport –s set-name

15



# metaimport -s svm

Drives in regular diskset including disk

c0t60A98000383035356C2447384D39654Ad0:

  c0t60A98000383035356C2447384D39654Ad0

  c0t60A98000383035356C2447384D396548d0

More info:

  metaimport -r -v c0t60A98000383035356C2447384D39654Ad0

[22] 04:51:29 (root@sunx2-shu04) /

# metastat -s svm

svm/d2: Concat/Stripe

    Size: 10452992 blocks (5.0 GB)

    Stripe 0:

        Device                                             Start Block

Dbase   Reloc

        /dev/dsk/c0t60A98000383035356C2447384D396548d0s0          0

No      Yes

svm/d1: Concat/Stripe

    Size: 10452992 blocks (5.0 GB)

    Stripe 0:

        Device                                             Start Block

Dbase   Reloc

        /dev/dsk/c0t60A98000383035356C2447384D39654Ad0s0          0

No      Yes

Device Relocation Information:

Device                                           Reloc  Device ID

/dev/dsk/c0t60A98000383035356C2447384D396548d0   Yes

id1,sd@n60a98000383035356c2447384d396548

/dev/dsk/c0t60A98000383035356C2447384D39654Ad0   Yes

id1,sd@n60a98000383035356c2447384d39654a

5. Sull’host di test, eseguire nuovamente la scansione delle nuove LUN Data ONTAP in cluster:

a. Identificare le porte host FC (tipo fc-fabric):
#cfgadm –l

b. Disconfigurare la prima porta del fabric fc:
#cfgadm –c unconfigure c1

c. Configurare la prima porta del fabric fc:
#cfgadm –c unconfigure c2

d. Ripetere la procedura per le altre porte fc-fabric.

e. Visualizzare le informazioni sulle porte host e sui dispositivi collegati:
# cfgadm –al
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f. Ricaricare il driver:
# devfsadm –Cv

# devfsadm –i iscsi

6. Verificare che i LUN Clustered Data ONTAP siano presenti:

sanlun lun show

# sanlun lun show

controller(7mode)/                    device

host                  lun

vserver(Cmode)       lun-pathname     filename

adapter    protocol   size    mode

------------------------------------------------------------------------

--------------------------------------------------

vs_5           /vol/zfs/zfs2

/dev/rdsk/c5t600A0980383030444D2B466542485935d0s2 scsi_vhci0 FCP

6g      C

vs_5           /vol/zfs/zfs1

/dev/rdsk/c5t600A0980383030444D2B466542485934d0s2 scsi_vhci0 FCP

6g      C

vs_5           /vol/ufs/ufs2

/dev/rdsk/c5t600A0980383030444D2B466542485937d0s2 scsi_vhci0 FCP

5g      C

vs_5           /vol/ufs/ufs1

/dev/rdsk/c5t600A0980383030444D2B466542485936d0s2 scsi_vhci0 FCP

5g      C

7. Verificare che il test pianificato per Sun Volume Manager sia disponibile per l’importazione:

metaimport –r –v

# metaimport -r -v

Import: metaimport -s <newsetname> c5t600A0980383030444D2B466542485937d0

Device                                      offset       length replica

flags

c5t600A0980383030444D2B466542485937d0           16         8192      a m

luo

c5t600A0980383030444D2B466542485936d0           16         8192      a

luo

8. Importare il metaset con un nuovo nome:

metaimport –s set-name disk-id

17



L’id disco viene ottenuto da metaimport --r --v comando.

# metaimport -s svm c5t600A0980383030444D2B466542485937d0

Drives in regular diskset including disk

c5t600A0980383030444D2B466542485937d0:

  c5t600A0980383030444D2B466542485937d0

  c5t600A0980383030444D2B466542485936d0

More info:

  metaimport -r -v c5t600A0980383030444D2B466542485937d0

9. Verificare che il metaset sia disponibile:

metaset

10. Eseguire il controllo del file system:

fsck -F ufs /dev/md/svm/rdsk/d1

11. Utilizzare il comando mount per il montaggio manuale.

12. Eseguire i test in base alle necessità.

13. Spegnere l’host di test.

14. Nell’interfaccia utente 7MTT, fare clic su fine test.

Se le LUN Data ONTAP in cluster devono essere rimappate all’host di origine, è necessario preparare l’host di
origine per la fase di cutover. Se i LUN Data ONTAP in cluster devono rimanere mappati all’host di test, non
sono necessarie ulteriori operazioni sull’host di test.

Preparazione per la fase di cutover durante la transizione dei LUN dei dati Sun
Volume Manager dell’host Solaris

Se si esegue la transizione di un LUN di dati host Solaris con Sun Volume Manager da
Data ONTAP in 7-Mode a Clustered Data ONTAP, è necessario eseguire alcuni passaggi
prima di accedere alla fase di cutover.

Se si utilizza una configurazione FC, è necessario stabilire la connettività fabric e lo zoning ai nodi Data
ONTAP in cluster.

Se si utilizza una configurazione iSCSI, è necessario rilevare e accedere alle sessioni iSCSI dei nodi Clustered
Data ONTAP.

Per le transizioni basate sulla copia, eseguire questi passaggi prima di avviare l’operazione Storage Cutover
nel 7-Mode Transition Tool (7MTT).

Per le transizioni senza copia, eseguire questi passaggi prima di avviare l’operazione Export & Halt 7-Mode in
7MTT.

1. Arrestare l’i/o su tutti i punti di montaggio.

2. Chiudere ogni applicazione che accede alle LUN in base alle raccomandazioni del vendor
dell’applicazione.
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3. Smontare tutti i punti di montaggio:

umount mount_point

#umount /d1

#umount /d2

4. Eseguire le seguenti operazioni sul metaset:

metaset –s set-name –A disable

metaset –s set-name –r

metaset –s set-name –P

metaset -s n_vg -A disable

metaset -s n_vg -r

metaset -s n_vg -P

Montaggio dei LUN host Solaris con Solaris Volume Manager dopo la transizione

Dopo la transizione dei LUN host Solaris con Volume Manager di Solaris da ONTAP in 7-
Mode a Clustered ONTAP, è necessario montare i LUN.

Per le transizioni basate sulla copia, eseguire questi passaggi dopo aver completato l’operazione Storage
Cutover nel 7-Mode Transition Tool (7MTT).

Per le transizioni senza copia, eseguire questi passaggi dopo il completamento dell’operazione Import Data &
Configuration (Importa dati e configurazione) in 7MTT.

Fasi

1. Scopri i tuoi nuovi LUN ONTAP in cluster eseguendo una nuova scansione dell’host.

a. Identificare le porte host FC (tipo fc-fabric):
#cfgadm –l

b. Disconfigurare la prima porta del fabric fc:
#cfgadm –c unconfigure c1

c. Disconfigurare la seconda porta del fabric fc:
#cfgadm –c unconfigure c2

d. Ripetere la procedura per le altre porte fc-fabric.

e. Verificare le porte host e i relativi dispositivi collegati:
# cfgadm –al

f. Ricaricare il driver:
# devfsadm –Cv

# devfsadm –i iscsi
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2. Verificare che i LUN Clustered ONTAP siano stati rilevati:

sanlun lun show

◦ Il lun-pathname I valori per le LUN ONTAP in cluster devono essere gli stessi di lun-pathname
Valori per i LUN 7-Mode prima della transizione.

◦ Il mode La colonna dovrebbe visualizzare “C” invece di “7”.

# sanlun lun show

controller(7mode)/                    device

host                  lun

vserver(Cmode)       lun-pathname     filename

adapter    protocol   size    mode

------------------------------------------------------------------------

--------------------------------------------------

vs_sru17_5           /vol/zfs/zfs2

/dev/rdsk/c5t600A0980383030444D2B466542485935d0s2 scsi_vhci0 FCP

6g      C

vs_sru17_5           /vol/zfs/zfs1

/dev/rdsk/c5t600A0980383030444D2B466542485934d0s2 scsi_vhci0 FCP

6g      C

vs_sru17_5           /vol/ufs/ufs2

/dev/rdsk/c5t600A0980383030444D2B466542485937d0s2 scsi_vhci0 FCP

5g      C

vs_sru17_5           /vol/ufs/ufs1

/dev/rdsk/c5t600A0980383030444D2B466542485936d0s2 scsi_vhci0 FCP

5g      C

3. Importare set di dischi nelle configurazioni esistenti di Solaris Volume Manager, utilizzando lo stesso nome
di set di dischi:

metaimport -s set-name
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# metaimport -s svm

Drives in regular diskset including disk

c0t60A98000383035356C2447384D39654Ad0:

  c0t60A98000383035356C2447384D39654Ad0

  c0t60A98000383035356C2447384D396548d0

More info:

  metaimport -r -v c0t60A98000383035356C2447384D39654Ad0

# metastat -s svm

svm/d2: Concat/Stripe

    Size: 10452992 blocks (5.0 GB)

    Stripe 0:

        Device                                             Start Block

Dbase   Reloc

        /dev/dsk/c0t60A98000383035356C2447384D396548d0s0          0

No      Yes

svm/d1: Concat/Stripe

    Size: 10452992 blocks (5.0 GB)

    Stripe 0:

        Device                                             Start Block

Dbase   Reloc

        /dev/dsk/c0t60A98000383035356C2447384D39654Ad0s0          0

No      Yes

Device Relocation Information:

Device                                           Reloc  Device ID

/dev/dsk/c0t60A98000383035356C2447384D396548d0   Yes

id1,sd@n60a98000383035356c2447384d396548

/dev/dsk/c0t60A98000383035356C2447384D39654Ad0   Yes

id1,sd@n60a98000383035356c2447384d39654a

4. Eseguire il controllo del file system:

fsck -F ufs /dev/md/svm/rdsk/d1
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# fsck -F ufs /dev/md/svm/rdsk/d1

** /dev/md/svm/rdsk/d1

** Last Mounted on /d1

** Phase 1 - Check Blocks and Sizes

** Phase 2 - Check Pathnames

** Phase 3a - Check Connectivity

** Phase 3b - Verify Shadows/ACLs

** Phase 4 - Check Reference Counts

** Phase 5 - Check Cylinder Groups

3 files, 1573649 used, 3568109 free (13 frags, 446012 blocks, 0.0%

fragmentation)

5. Montare manualmente ciascun dispositivo utilizzando mount comando.

# /sbin/mount -F ufs -o largefiles /dev/md/svm/dsk/d1  /d1

  # /sbin/mount -F ufs -o largefiles /dev/md/svm/dsk/d2  /d2

6. Verificare il punto di montaggio:

df -ah
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