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Configurazione del database

Configurazione CPU

Le prestazioni di SQL Server dipendono in modo multiplo dalla CPU e dalla
configurazione di base.

Hyper-threading

L'Hyper-threading si riferisce allimplementazione simultanea del multithreading (SMT), che migliora la
parallelizzazione dei calcoli eseguiti su processori x86. SMT & disponibile sia sui processori Intel che AMD.

L'Hyper-threading produce CPU logiche che appaiono come CPU fisiche nel sistema operativo. SQL Server
vede quindi le CPU aggiuntive e le utilizza come se vi fossero piu core di quelli fisicamente presenti. Questo
pud migliorare notevolmente le prestazioni aumentando la parallelizzazione.

Si noti che ogni versione di SQL Server presenta dei limiti specifici sulla potenza di calcolo che pud utilizzare.
Per ulteriori informazioni, vedere "Limiti di capacita di calcolo per edizione di SQL Server".

Core e licenze

Esistono due opzioni per la licenza di SQL Server. Il primo € noto come modello server + licenza di accesso
client (CAL); il secondo € il modello core per processore. Sebbene sia possibile accedere a tutte le funzioni del
prodotto disponibili in SQL Server con la strategia server + CAL, esiste un limite hardware di 20 core CPU per
socket. Anche se si dispone di SQL Server Enterprise Edition + CAL per un server con piu di 20 core di CPU
per socket, 'applicazione non pud utilizzare tutti questi core alla volta in tale istanza.

L'immagine seguente mostra il messaggio di registro di SQL Server dopo I'avvio che indica I'imposizione del
limite principale.


https://learn.microsoft.com/en-us/sql/sql-server/compute-capacity-limits-by-edition-of-sql-server?view=sql-server-ver16&redirectedfrom=MSDN
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Pertanto, per utilizzare tutte le CPU, & necessario utilizzare la licenza core per processore. Per informazioni
dettagliate sulle licenze di SQL Server, vedere "SQL Server 2022: La tua moderna piattaforma per i dati”.

Affinita della CPU

E improbabile che sia necessario modificare le impostazioni predefinite di affinita del processore a meno che
non si verifichino problemi di prestazioni, ma vale ancora la pena capire cosa sono e come funzionano.

SQL Server supporta I'affinita del processore mediante due opzioni:

* Maschera di affinita della CPU

» Maschera i/o di affinita

SQL Server utilizza tutte le CPU disponibili dal sistema operativo (se si sceglie la licenza core per processore).
Inoltre, crea degli scheduler fOr per ogni CPU per utilizzare al meglio le risorse per qualsiasi carico di lavoro.
Durante il multitasking, il sistema operativo o altre applicazioni sul server possono passare da un processore
all’altro. SQL Server € un’applicazione che richiede molte risorse e in tal caso le prestazioni possono
risentirne. Per ridurre al minimo I'impatto, & possibile configurare i processori in modo che tutto il carico di SQL
Server venga indirizzato a un gruppo preselezionato di processori. Cio si ottiene utilizzando la maschera di
affinita della CPU.

L'opzione maschera i/o affinita associa I'i/o del disco di SQL Server a un sottoinsieme di CPU. Negli ambienti


https://www.microsoft.com/en-us/sql-server/sql-server-2022-comparison

OLTP di SQL Server, questa estensione pud migliorare significativamente le prestazioni dei thread di SQL
Server che emettono operazioni i/O.

Massimo grado di parallelismo (MAXDOP)

Per impostazione predefinita, SQL Server utilizza tutte le CPU disponibili durante I'esecuzione delle query, se
si sceglie la licenza core per processore.

Sebbene sia utile per query di grandi dimensioni, pud causare problemi di prestazioni e limitare la
concorrenza. Un approccio migliore consiste nel limitare il parallelismo al numero di core fisici in un singolo
socket CPU. Ad esempio, su un server con due socket CPU fisici con 12 core per socket, indipendentemente
dall’Hyper-threading, MAXDOP deve essere impostato su 12. MAXDOP Non & possibile limitare o dettare quale
CPU utilizzare. Limita invece il numero di CPU che possono essere utilizzate da una singola query batch.

NetApp consiglia per DSS, ad esempio data warehouse, iniziare con MAXDOP 50 ed esplorare
la messa a punto su o giu, se necessario. Assicurarsi di misurare le query critiche
nell’applicazione quando si apportano modifiche.

Numero massimo di thread di lavoro

L'opzione numero massimo di thread di lavoro consente di ottimizzare le prestazioni quando un numero
elevato di client € connesso a SQL Server.

In genere, per ogni query viene creato un thread del sistema operativo separato. Se vengono effettuate
centinaia di connessioni simultanee a SQL Server, la configurazione con un solo thread per query pud
consumare troppe risorse di sistema. L' "max worker threads opzione consente di migliorare le prestazioni
consentendo a SQL Server di creare un pool di thread di lavoro in grado di gestire collettivamente un maggior
numero di richieste di query.

Il valore predefinito & 0, che consente a SQL Server di configurare automaticamente il numero di thread di
lavoro all’avvio. Funziona per la maggior parte dei sistemi. Max worker Threads € un’opzione avanzata e non
deve essere alterata senza I'assistenza di un amministratore di database esperto (DBA).

Quando & necessario configurare SQL Server per utilizzare piu thread di lavoro? Se la lunghezza media della
coda di lavoro per ogni pianificatore & superiore a 1, si potrebbe trarre vantaggio dall’aggiunta di piu thread al
sistema, ma solo se il carico non € legato alla CPU o se si verificano altre attese pesanti. Se si verifica uno di
questi due eventi, 'aggiunta di altri thread non aiuta perché sono in attesa di altri colli di bottiglia del sistema.
Per ulteriori informazioni sui thread di lavoro max, vedere "Configurare 'opzione di configurazione del server
numero massimo di thread di lavoro".


https://learn.microsoft.com/en-us/sql/database-engine/configure-windows/configure-the-max-worker-threads-server-configuration-option?view=sql-server-ver16&redirectedfrom=MSDN
https://learn.microsoft.com/en-us/sql/database-engine/configure-windows/configure-the-max-worker-threads-server-configuration-option?view=sql-server-ver16&redirectedfrom=MSDN
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Configurazione di max worker threads con SQL Server Management Studio.

Nell’esempio seguente viene illustrato come configurare 'opzione numero massimo di thread di lavoro
utilizzando T-SQL.

EXEC sp configure 'show advanced options', 1;
GO

RECONFIGURE ;

GO

EXEC sp configure 'max worker threads', 900 ;
GO

RECONFIGURE;

GO

Configurazione della memoria

La sezione seguente illustra le impostazioni della memoria di SQL Server necessarie per
ottimizzare le prestazioni del database.



Memoria massima del server

L'opzione memoria massima del server imposta la quantita massima di memoria che I'istanza di SQL Server
pud utilizzare. Viene generalmente utilizzata se piu applicazioni vengono eseguite sullo stesso server in cui
SQL Server € in esecuzione e si desidera garantire che queste applicazioni dispongano di memoria sufficiente
per funzionare correttamente.

Alcune applicazioni utilizzano solo la memoria disponibile all’avvio e non richiedono memoria aggiuntiva,
anche se sono sotto pressione della memoria. E qui che entra in gioco I'impostazione della memoria massima
del server.

In un cluster SQL Server con diverse istanze SQL Server, ciascuna istanza potrebbe competere per le risorse.
L'impostazione di un limite di memoria per ciascuna istanza di SQL Server puo contribuire a garantire le
migliori prestazioni per ciascuna istanza.

NetApp consiglia di lasciare almeno 4GB o 6GB GB di RAM per il sistema operativo per
evitare problemi di prestazioni.
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Regolazione della memoria minima e massima del server mediante SQL Server Management Studio.

L'utilizzo di SQL Server Management Studio per regolare la memoria minima o massima del server richiede il
riavvio del servizio SQL Server. E inoltre possibile regolare la memoria del server utilizzando Transact SQL (T-



SQL) utilizzando il seguente codice:

EXECUTE sp configure 'show advanced options', 1

GO
EXECUTE sp configure 'min server memory (MB)', 2048
GO
EXEC sp configure 'max server memory (MB)', 120832
GO

RECONFIGURE WITH OVERRIDE

Accesso alla memoria non uniforme

L'accesso alla memoria non uniforme (NUMA, non Uniform Memory Access) € una tecnologia di ottimizzazione
dell’accesso alla memoria che consente di evitare un carico extra sul bus del processore.

Se NUMA é configurato su un server in cui & installato SQL Server, non & necessaria alcuna configurazione
aggiuntiva, in quanto SQL Server & compatibile con NUMA e funziona bene sull’hardware NUMA.

Indice creare memoria

L'opzione di creazione della memoria di indice &€ un’altra opzione avanzata che non dovrebbe normalmente
essere modificata dai valori predefiniti.

Controlla la quantita massima di RAM inizialmente allocata per la creazione degli indici. Il valore predefinito per
questa opzione € 0, il che significa che & gestita automaticamente da SQL Server. Tuttavia, se si riscontrano
difficolta nella creazione degli indici, € consigliabile aumentare il valore di questa opzione.

Memoria minima per query

Quando viene eseguita una query, SQL Server tenta di allocare la quantita ottimale di memoria per
un’esecuzione efficiente.

Per impostazione predefinita, I'impostazione memoria minima per query assegna >= a 1024KB per ogni query
da eseguire. E consigliabile lasciare questa impostazione al valore predefinito per consentire a SQL Server di
gestire dinamicamente la quantita di memoria allocata per le operazioni di creazione dell'indice. Tuttavia, se
SQL Server dispone di una quantita di RAM superiore a quella necessaria per un’esecuzione efficiente, le
prestazioni di alcune query possono essere migliorate se si aumenta questa impostazione. Pertanto, se sul
server non viene utilizzata SQL Server, altre applicazioni o il sistema operativo & disponibile memoria, il
miglioramento di questa impostazione puo contribuire alle prestazioni complessive di SQL Server. Se non &
disponibile memoria libera, 'aumento di questa impostazione potrebbe compromettere le prestazioni
complessive.
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Istanza condivisa contro istanza dedicata

SQL Server puo essere configurato come singola istanza per server o come istanze
multiple. La decisione giusta dipende in genere da fattori quali I'utilizzo del server per la
produzione o lo sviluppo, indipendentemente dal fatto che I'istanza sia considerata di
importanza critica per le operazioni aziendali e gli obiettivi prestazionali.

Le configurazioni delle istanze condivise possono essere inizialmente piu semplici da configurare, ma possono
causare problemi in cui le risorse vengono divise o bloccate, il che a sua volta causa problemi di prestazioni
per altre applicazioni che hanno database ospitati nell'istanza condivisa di SQL Server.

La risoluzione dei problemi di prestazioni pud essere complicata, perché € necessario capire quale istanza ¢é la
causa principale. Questa domanda € valutata rispetto ai costi delle licenze del sistema operativo e delle
licenze di SQL Server. Se le performance applicative sono fondamentali, si consiglia vivamente un’istanza
dedicata.

Microsoft concede in licenza SQL Server per core a livello di server e non per istanza. Per questo motivo, gli
amministratori di database sono tentati di installare tutte le istanze di SQL Server che il server € in grado di
gestire per risparmiare sui costi di licenza, il che pud portare a gravi problemi di performance in un secondo
momento.



NetApp consiglia di scegliere istanze dedicate di SQL Server quando possibile per ottenere
prestazioni ottimali.

File tempdb

Il database Tempdb pud essere utilizzato in modo intensivo. Oltre al posizionamento
ottimale dei file di database degli utenti su ONTAP, anche il posizionamento dei file di dati
tempdb & fondamentale per ridurre il conflitto di allocazione. Tempdb deve essere
posizionato su un disco separato e non condiviso con i file di dati dell’utente.

Il conflitto di pagina pud verificarsi nelle pagine GAM (Global allocation map), SGAM (Shared Global allocation
map) o PFS (page free space) quando SQL Server deve scrivere in pagine di sistema speciali per allocare
nuovi oggetti. | fermi bloccano queste pagine in memoria. In un’istanza SQL Server occupata, pud essere
necessario molto tempo per ottenere un blocco in una pagina di sistema in tempdb. Cio si traduce in tempi di
esecuzione delle query piu lenti ed € noto come conflitto di latch. Per la creazione di file di dati tempdb, vedere
le procedure consigliate riportate di seguito:

* Per <0 =a 8 core: File di dati tempdb = numero di core

* Per piu di 8 core: 8 file di dati tempdb

« |l file dati tempdb deve essere creato con le stesse dimensioni

Lo script di esempio seguente modifica tempdb creando otto file tempdb di pari dimensioni e spostando
tempdb sul punto di montaggio C: \MSSQL\ tempdb per SQL Server 2012 e versioni successive.

use master

go

-— Change logical tempdb file name first since SQL Server shipped with
logical file name called tempdev

alter database tempdb modify file (name = 'tempdev', newname =
'tempdev01l"') ;

-- Change location of tempdev0l and log file

alter database tempdb modify file (name = 'tempdev0l', filename =
'C:\MSSQL\tempdb\tempdev0l.mdf") ;

alter database tempdb modify file (name
'C:\MSSQL\tempdb\templog.ldf"') ;

'"templog', filename =

GO

-—- Assign proper size for tempdevOl



ALTER DATABASE [tempdb] MODIFY FILE ( NAME N'tempdev01l', SIZE = 10GB );
ALTER DATABASE [tempdb] MODIFY FILE ( NAME = N'templog', SIZE = 10GB );
GO

-— Add more tempdb files

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdev02', FILENAME =
N'C:\MSSQL\tempdb\tempdev02.ndf' , SIZE = 10GB , FILEGROWTH = 10%);

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdeVO3', FILENAME =
N'C:\MSSQL\tempdb\tempdev03.ndf' , SIZE = 10GB , FILEGROWTH = 10%);

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdeVO4', FILENAME =
N'C:\MSSQL\tempdb\tempdev04.ndf' , SIZE = 10GB , FILEGROWTH = 10%);

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdev05', FILENAME =
N'C:\MSSQL\ tempdb\tempdev05.ndf' , SIZE = 10GB , FILEGROWTH = 10%);

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdev06', FILENAME =
N'C:\MSSQL\tempdb\tempdev06.ndf' , SIZE = 10GB , FILEGROWTH = 10%);

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdev07', FILENAME =
N'C:\MSSQL\tempdb\tempdev07.ndf' , SIZE = 10GB , FILEGROWTH = 10%);

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdev08', FILENAME =
N'C:\MSSQL\tempdb\tempdev08.ndf' , SIZE = 10GB , FILEGROWTH = 10%);

GO

A partire da SQL Server 2016, il numero di core di CPU visibili al sistema operativo viene rilevato
automaticamente durante l'installazione e, in base a tale numero, SQL Server calcola e configura il numero di
file tempdb necessari per ottenere prestazioni ottimali.
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