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Configurazione e Best practice
EPIC su ONTAP - Utilita host

Le utilita host NetApp sono pacchetti software per vari sistemi operativi che contengono
utility di gestione come il sanlun binario CLI, i driver multipath e altri file importanti
necessari per le operazioni SAN corrette.

NetApp consiglia di installare le utilita host NetApp sugli host connessi ai sistemi di
archiviazione NetApp e che accedono ad essi. Per ulteriori informazioni, vedere "Tool di matrice
di interoperabilita” e "Host SAN" la documentazione.

Con AlX, ¢ particolarmente importante che le utilita host siano installate prima di rilevare i LUN.
In questo modo si garantisce che il comportamento del multipathing LUN sia configurato

@ correttamente. Se il rilevamento ¢ stato eseguito senza le utilita host, & necessario
deconfigurare i LUN dal sistema utilizzando il rmdev -d1 comando e quindi eseguire
nuovamente il rilevamento tramite cfgmgr 0 un riavvio.

Configurazione EPIC di LUN e volume

I documento Epic Database Storage Layout Recommendations fornisce indicazioni sulle
dimensioni e sul numero di LUN per ogni database.

E importante rivedere questo documento con il supporto degli Epic DBA e Epic cosi come finalizzare il numero
di LUN e le dimensioni delle LUN che potrebbero essere necessarie una modifica. Questi consigli relativi allo
storage sono importanti in termini di profondita della coda degli HBA, prestazioni dello storage, facilita di
funzionamento e facilita di espansione.

Per la profondita della coda del sistema operativo del server, utilizzare un minimo di otto LUN (un LUN per
volume) per un database. Aumentare il numero di LUN in base al numero di nodi nel cluster ONTAP. Ad
esempio, Aggiungi 4 LUN quando utilizzi un cluster da 4 nodi (2 coppie ha). Per gli ambienti piu grandi
potrebbe essere necessario un numero maggiore di LUN, ovvero utilizzare lo stesso numero di volumi (otto
totali distribuiti nel nodo storage) e aggiungere LUN in multipli di due nei nodi e volumi del cluster. Questo
approccio ti consente di scalare facilmente il tuo ambiente Epic.

Esempio 1: Cluster ONTAP a 2 nodi

2 nodi, 1 ha Pair 8 volumi, 4 volumi per nodo 8 LUN, una LUN per volume che aggiunge 2 LUN aggiuntive, una
su node01 in volume01, una su node02 in volume02.

Esempio 2: Cluster ONTAP a 4 nodi

4 nodi, 2 ha Pair 8 volumi, 2 volumi per nodo 8 LUN, una LUN per volume che aggiunge 4 LUN aggiuntive, una
su node01 in volume01, una su node02 in volume02, una su node03 in volume03, una su node04 in
volume04.

Per massimizzare le performance di un carico di lavoro, ad esempio Epic ODB o Clarity, ogni layout funziona al
meglio anche per lo storage NetApp. Utilizzando otto volumi, I'io in scrittura viene distribuito in modo uniforme
tra i controller, massimizzando I'utilizzo della CPU. Per la replica e il backup, € consigliabile limitare il numero
di volumi a otto per semplificare le operazioni.


https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://docs.netapp.com/us-en/ontap-sanhost/

Opzioni di scalabilita

Se il server richiede piu storage, I'opzione piu semplice € aumentare le LUN che contengono volumi. La
seconda opzione consiste nell’aggiungere LUN ai gruppi di volumi in multipli di due alla volta (uno per volume
per nodo).

Esempio:

Volume e layout di 8 LUN

[Layout EPIC a 8 LUN]

Se in un ambiente di grandi dimensioni che richiede piu di 4 nodi o 8 LUN, consulta il nostro
@ Alliance team Epic per confermare le progettazioni delle LUN. Il team pud essere raggiunto a
EPIC@NetApp.com.

Best practice

« Utilizzare 8 LUN in volumi 8 per iniziare, aggiungendo 2 LUN alla volta, in tutti i nodi del cluster.
* Bilancia i carichi di lavoro nella coppia ha per massimizzare performance ed efficienza.

* Creare LUN delle dimensioni previste per 3 anni di crescita. (Per conoscere le dimensioni massime dei
LUN, consulta la"Documentazione ONTAP").

» USA volumi e LUN con thin provisioning.

* Utilizzare un minimo di otto LUN del database, due LUN di journal e due LUN delle applicazioni. Questa
configurazione massimizza le prestazioni dello storage e la profondita della coda del sistema operativo. Se
necessario, & possibile utilizzarne di piu per motivi di capacita o di altro tipo.

» Se non € necessario aggiungere LUN ai gruppi di volumi, aggiungere otto LUN alla volta.
* | gruppi di coerenza (CGS) sono necessari per il gruppo di volumi e LUN di cui eseguire il backup insieme.
* Non utilizzare la QoS durante Genio o le prestazioni i/O.

* Dopo il test genio o Clarity, NetApp consiglia di eliminare lo storage e di eseguire nuovamente il
provisioning prima di caricare i dati di produzione.

* E importante che -space-allocation I'opzione abilitato sia impostata sui LUN. In caso contrario, i dati
eliminati sulle LUN non verranno rilevati da ONTAP e potrebbero causare problemi di capacita. Per ulteriori
informazioni, consulta la Epic Storage Configuration Quick Reference Guide.

Protocolli EPIC e file

E supportata la combinazione di NAS e SAN sullo stesso array all-flash.

NetApp consiglia I'utilizzo di volumi FlexGroup per condivisioni NAS, ad esempio WebBLOB
(se disponibile).

WebBLOB offre fino al 95% di dati cold. Puoi facoltativamente liberare spazio sul tuo array all-flash e sfruttare
il tiering dei backup e dei dati cold nello storage a oggetti on-premise o nel cloud utilizzando la "FabricPool"
funzionalita di ONTAP. Tutto cid pud essere realizzato senza alcun effetto significativo sulle prestazioni.
FabricPool € una funzione inclusa in ONTAP. | clienti possono generare un report di dati cold (o inattivi) per
esaminare quanti benefici possono essere realizzati abilitando FabricPool. Puoi impostare I'eta dei dati da Tier
tramite le policy. | clienti EPIC hanno ottenuto risparmi significativi grazie a questa funzionalita.


mailto:EPIC@NetApp.com
https://docs.netapp.com/us-en/ontap/san-admin/resize-lun-task.html
https://docs.netapp.com/us-en/ontap/fabricpool/index.html

Gestione epica delle performance

La maggior parte degli array all-flash offre le performance richieste per i workload Epic. |l
fattore di differenziazione di NetApp € la sua capacita di impostare policy sulle
performance a livello minimo e garantire performance coerenti per ogni applicazione.

Qualita del servizio (QoS)

NetApp consiglia di utilizzare la qualita del servizio. Il beneficio della qualita del servizio € la capacita di
consolidare tutti i workload Epic. Tutti i protocolli € i pool di storage possono risiedere su meno hardware. Non
hai bisogno di separare pool di storage.

* NetApp consiglia di assegnare tutti i workload nel cluster a una policy di qualita del servizio per una
migliore gestione dello spazio nel cluster.
* NetApp consiglia di eseguire un bilanciamento uniforme dei workload nella coppia ha.

* Non utilizzare i criteri QoS durante I'esecuzione di test di i/0; in caso contrario, il test Genio non riuscira.
Analizza i diversi workload di produzione per 2-4 settimane prima di assegnare qualsiasi policy QoS.

EPIC su ONTAP - protocolli

FCP ¢ il protocollo preferito per la presentazione dei LUN.

NetApp Recommended Single Initiator zoning: Un iniziatore per zona con tutte le porte di

destinazione richieste sullo storage utilizzando nomi di porte internazionali (WWPN). La
presenza di piu di un iniziatore in una singola zona pud causare un crosstalk intermittente
del’lHBA, che causa un’interruzione significativa.

Dopo aver creato il LUN, associare il LUN al gruppo iniziatore (igroup) contenente i WWPN dell’host per
abilitare I'accesso.

NetApp supporta anche I'utilizzo di NVMe/FC (se disponi di versioni dei sistemi operativi AIX e RHEL che sono
capaci) e migliora le performance. FCP e NVMe/FC possono coesistere sullo stesso fabric.

Configurazione straordinaria dell’efficienza dello storage

Le efficienze inline di ONTAP sono attive per impostazione predefinita e funzionano
indipendentemente dal protocollo storage, dall’applicazione o dal Tier storage.

Lefficienza riduce la quantita di dati scritti sul costoso storage flash e limita il numero di dischi richiesti. ONTAP

preserva l'efficienza con la replica. Ognuna di queste efficienze ha poco o nessun effetto sulle performance,
anche per un’applicazione sensibile alla latenza come Epic.

NetApp consiglia di attivare tutte le impostazioni di efficienza per ottimizzare I'utilizzo del disco.
‘ Queste impostazioni sono attivate per impostazione predefinita nei sistemi basati su AFF e
ASA.

Le seguenti caratteristiche rendono possibile questa efficienza dello storage:

» La deduplica consente di risparmiare spazio sullo storage primario rimuovendo copie ridondanti dei blocchi



di un volume che ospita le LUN. Questa opzione consigliata & attivata per impostazione predefinita.

« La compressione inline riduce la quantita di dati da scrivere su disco e con i workload Epic vengono
realizzati considerevoli risparmi di spazio. Questa opzione consigliata € attivata per impostazione
predefinita.

* La inline compaction impiega blocchi da 4K KB e li combina in un singolo blocco. Questa opzione
consigliata € attivata per impostazione predefinita.

 La replica con risorse limitate € al centro del portfolio di software per la protezione dei dati di NetApp, che
include il software NetApp SnapMirror. La thin Replication SnapMirror protegge i dati business-critical
riducendo i requisiti di capacita dello storage. NetApp consiglia di attivare questa opzione.

» Deduplica aggregata. La deduplica € sempre stata a livello di volume. Con ONTAP 9.2, ¢ stata resa
disponibile la deduplica aggregata, che offre ulteriori risparmi in termini di riduzione dei dischi. La deduplica
dell’aggregato post-processo € stata aggiunta con ONTAP 9.3. NetApp consiglia di attivare questa
opzione.

Configurazione straordinaria dell’efficienza dello storage

Le applicazioni con storage distribuito su piu di un volume con una o piu LUN di quantita
appropriate per il carico di lavoro richiedono un backup dei contenuti, garantendo una
protezione dei dati coerente.

| gruppi di coerenza (in breve CGS) offrono queste funzionalita e molto altro ancora. Possono essere utilizzate
di notte per creare snapshot coerenti on-demand o pianificate utilizzando una policy. Tutto questo & utile per
ripristinare, clonare e persino replicare i dati.

Per ulteriori informazioni sul CGS, fare riferimento alla "Panoramica dei gruppi di coerenza”

Una volta eseguito il provisioning di volumi e LUN come descritto nelle precedenti sezioni di questo
documento, € possibile configurarli in un set di CGS. La procedura consigliata consiste nel configurarli come
illustrato nella figura seguente:

[Layout del gruppo di coerenza EPIC]

Snapshot di gruppo di coerenza

E necessario impostare una pianificazione degli snapshot del CG notturno su ciascuno dei CGS figlio associati
ai volumi che forniscono spazio di archiviazione per il database di produzione. Cid comportera una nuova serie
di backup coerenti di questi CGS ogni notte. Questi possono essere utilizzati per il cloning del database di
produzione per l'utilizzo in ambienti non di produzione, come test e sviluppo. NetApp ha sviluppato workflow
Ansible automatizzati basati su CG proprietari per Epic per automatizzare il backup dei database di
produzione, il refresh e gli ambienti di test.

Gli snapshot CG possono essere utilizzati per supportare le operazioni di ripristino del database in produzione
di Epic.

Per i volumi SAN, disattiva la policy di snapshot predefinita su ciascun volume utilizzato per CGS. Questi
snapshot sono generalmente gestiti dall’applicazione di backup in uso o dal servizio di automazione Ansible
Epic di NetApp.

Per volumi SAN, disattivare la policy di snapshot predefinita su ogni volume. Questi snapshot vengono in
genere gestiti da un’applicazione di backup o dall’automazione Epic Ansible.[NS2]

| set di dati WebBLOB e VMware devono essere configurati come soli volumi, non associati a CGS. Puoi


https://docs.netapp.com/us-en/ontap/consistency-groups/

utilizzare SnapMirror per mantenere le snapshot su sistemi storage separati dalla produzione.
Al termine, la configurazione sara la seguente:

[EPIC con snapshot CG]

Dimensionamento dello storage per Epic

Devi collaborare con il nostro Alliance team Epic per confermare eventuali design Epic. lI
team puo essere raggiunto a EPIC@NetApp.com. Ogni implementazione deve
soddisfare le richieste dei clienti, rispettando al contempo le Best practice consigliate da
Epic e NetApp.

Per informazioni su come utilizzare i tool di dimensionamento NetApp per determinare le dimensioni e il

numero corretti dei gruppi RAID per le esigenze di storage dell’ambiente software Epic, consulta "TR-3930i:
Linee guida per il dimensionamento degli NetApp per Epic" (& richiesto 'accesso a NetApp).

@ E richiesto I'accesso al Field Portal di NetApp.


mailto:EPIC@NetApp.com
https://fieldportal.netapp.com/content/192412?assetComponentId=192510
https://fieldportal.netapp.com/content/192412?assetComponentId=192510
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