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Topologia di rete

Accesso uniforme

Una rete ad accesso uniforme significa che gli host sono in grado di accedere ai percorsi
su entrambi i siti (o ai domini di errore all'interno dello stesso sito).

Una caratteristica importante di SM-AS ¢ la capacita di configurare i sistemi storage per sapere dove si
trovano gli host. Quando si mappano i LUN a un determinato host, € possibile indicare se sono prossimali o
meno a un determinato sistema di archiviazione.

Impostazioni di prossimita

La prossimita si riferisce a una configurazione per cluster che indica che un determinato WWN host o ID
iniziatore iISCSI appartiene a un host locale. Si tratta di un secondo passo opzionale per la configurazione
dell’accesso LUN.

Il primo passo € la normale configurazione di igroup. Ogni LUN deve essere mappato a un igroup che contiene
gli ID WWN/iSCSI degli host che devono accedere a quel LUN. Controlla quale host ha accesso a un LUN.

Il secondo passo, opzionale, consiste nel configurare la prossimita all’host. Questo non controlla 'accesso,
controlla priority.

Ad esempio, un host del sito A potrebbe essere configurato in modo da accedere a una LUN protetta dalla
sincronizzazione attiva di SnapMirror e, poiché la SAN € estesa tra i siti, i percorsi sono disponibili per tale
LUN utilizzando lo storage sul sito A o lo storage sul sito B.

Senza impostazioni di prossimita, I'host utilizzera entrambi i sistemi storage allo stesso modo perché entrambi
i sistemi storage pubblicizzeranno i percorsi attivi/ottimizzati. Se la latenza SAN e/o la larghezza di banda tra i
siti € limitata, questa operazione potrebbe non essere disattivabile e potrebbe essere necessario assicurarsi
che durante il normale funzionamento ogni host utilizzi preferenzialmente i percorsi verso il sistema di storage
locale. Viene configurato aggiungendo I'ID WWN/iSCSI dell’host al cluster locale come host prossimale.
Questa operazione pu0 essere eseguita dalla CLI o da SystemManager.

AFF

Con un sistema AFF, i percorsi vengono visualizzati come mostrato di seguito quando é stata configurata la
prossimita dell’host.
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Durante le normali operazioni, tutti i io sono i/o locali. Le letture e le scritture sono gestite dallo storage array
locale. Gli io in scrittura, naturalmente, dovranno anche essere replicati dal controller locale sul sistema remoto
prima di essere riconosciuti, ma tutti gli io in lettura saranno serviti localmente e non subiranno una latenza
aggiuntiva attraverso il collegamento SAN tra i siti.

L'unica volta in cui verranno utilizzati i percorsi non ottimizzati &€ quando tutti i percorsi attivi/ottimizzati vengono
persi. Ad esempio, se l'intero array sul sito A perde energia, gli host sul sito A sarebbero comunque in grado di
accedere ai percorsi dell’array sul sito B e di rimanere quindi operativi, anche se sperimenterebbero una
latenza piu elevata.

Esistono percorsi ridondanti attraverso il cluster locale non mostrati in questi diagrammi per semplicita. |
sistemi di storage ONTAP sono ad alta disponibilita, pertanto un guasto a un controller non dovrebbe causare
guasti nel sito. Cio dovrebbe comportare solo una modifica dei percorsi locali utilizzati nel sito interessato.

ASA

| sistemi NetApp ASA offrono multipathing Active-Active su tutti i percorsi di un cluster. Questo vale anche per
le configurazioni SM-AS.
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Se i due siti fossero a una distanza di 100 metri con connettivita in fibra non dovrebbe esserci una latenza
aggiuntiva rilevabile che attraversa la WAN, ma se i siti fossero a lunga distanza gli uni dagli altri, le
performance in lettura risulterebbero compromesse su entrambi i siti. Al contrario, con AFF questi percorsi
WAN sarebbero utilizzati solo se non ci fossero percorsi locali disponibili e le performance quotidiane
sarebbero migliori, perché tutti i io sarebbero io locali. ASA con rete di accesso non uniforme sarebbe
un’opzione per ottenere i vantaggi in termini di costi e funzionalita di ASA senza incorrere in penalizzazioni per
'accesso alla latenza tra siti.

ASA con SM-as in una configurazione a bassa latenza offre due benefici interessanti. In primo luogo,
essenzialmente raddoppia le prestazioni per ogni singolo host perché io puo essere gestito dal doppio dei
controller utilizzando il doppio dei percorsi. In secondo luogo, in un ambiente a sito singolo offre una
disponibilita estrema, perché & possibile perdere un intero sistema storage senza interrompere I'accesso degli
host.

Accesso non uniforme

Una rete di accesso non uniforme significa che ogni host ha solo accesso alle porte sul
sistema di storage locale. LA SAN non e estesa a piu siti (o0 presenta errori nei domini
dello stesso sito).
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Il vantaggio principale di questo approccio € la semplicita DELLE SAN, eliminando I'esigenza di stretching di
una SAN via rete. Alcuni clienti non dispongono di connettivita a latenza sufficientemente bassa tra i siti o non



dispongono dell’infrastruttura per il tunnel del traffico FC SAN su una rete intersito.

Lo svantaggio legato all’accesso non uniforme € che alcuni scenari di errore, inclusa la perdita del
collegamento di replica, provocheranno la perdita del’accesso allo storage da parte di alcuni host. In caso di
interruzione della connettivita dello storage locale, le applicazioni eseguite come istanze singole, come ad
esempio i database non in cluster, eseguiti in maniera intrinseca solo su un singolo host in uno qualsiasi dei
supporti di montaggio, si guasterebbero. | dati sarebbero comunque protetti, ma il server di database non
avrebbe piu accesso. Dovrebbe essere riavviato su un sito remoto, preferibilmente tramite un processo
automatizzato. Ad esempio, VMware ha € in grado di rilevare una situazione di tutti i percorsi verso I'esterno
su un server e di riavviare una macchina virtuale su un altro server in cui sono disponibili i percorsi.

Al contrario, un’applicazione in cluster come Oracle RAC pud offrire un servizio disponibile
contemporaneamente in due siti diversi. Perdere un sito non significa perdere il servizio dell’applicazione nel
suo complesso. Le istanze sono ancora disponibili e in esecuzione nel sito sopravvissuto.

In molti casi, 'overhead della latenza aggiuntivo di un’applicazione che accede allo storage attraverso un
collegamento da sito a sito sarebbe inaccettabile. Cio significa che la migliore disponibilita di una rete uniforme
€ minima, poiché la perdita di storage su un sito comporterebbe comunque la necessita di arrestare i servizi
sul sito in cui si € verificato I'errore.

Esistono percorsi ridondanti attraverso il cluster locale non mostrati in questi diagrammi per

@ semplicita. | sistemi di storage ONTAP sono ad alta disponibilita, pertanto un guasto a un
controller non dovrebbe causare guasti nel sito. Cido dovrebbe comportare solo una modifica dei
percorsi locali utilizzati nel sito interessato.
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