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Installare

Lista di controllo per la preinstallazione

Lista di controllo per la preparazione e la configurazione dell’host

Preparare ciascuno degli host hypervisor in cui viene implementato un nodo ONTAP
Select. Durante la preparazione degli host, valutare attentamente l’ambiente di
implementazione per assicurarsi che gli host siano configurati correttamente e pronti a
supportare la distribuzione di un cluster ONTAP Select.

L’utility di amministrazione di ONTAP Select Deploy non esegue la configurazione di rete e
storage richiesta dagli host dell’hypervisor. È necessario preparare manualmente ciascun host
prima di implementare un cluster ONTAP Select.

Preparazione generale dell’hypervisor

È necessario preparare gli host dell’hypervisor.

Hypervisor KVM

Preparare il server Linux

È necessario preparare ciascuno dei server KVM Linux in cui viene implementato un nodo ONTAP Select. È
inoltre necessario preparare il server in cui viene distribuita l’utilità di amministrazione di distribuzione di
ONTAP Select.

Installare Red Hat Enterprise Linux

È necessario installare il sistema operativo Red Hat Enterprise Linux (RHEL) utilizzando l’immagine ISO.
Durante l’installazione, è necessario configurare il sistema come segue:

• Selezionare predefinito come criterio di protezione

• Scegliere la selezione software Virtualized host (host virtualizzato)

• La destinazione deve essere il disco di avvio locale e non un LUN RAID utilizzato da ONTAP Select

• Verificare che l’interfaccia di gestione host sia attiva dopo l’avvio del sistema

È possibile modificare il file di configurazione di rete corretto in /etc/sysconfig/network-scripts e
quindi richiamare l’interfaccia utilizzando il ifup comando.

Installare pacchetti aggiuntivi necessari per ONTAP Select

ONTAP Select richiede diversi pacchetti software aggiuntivi. L’elenco esatto dei pacchetti varia in base alla
versione di Linux che si sta utilizzando. Come primo passo, verificare che l’archivio yum sia disponibile sul
server. Se non è disponibile, è possibile recuperarlo utilizzando il wget your_repository_location
comando:

Alcuni dei pacchetti richiesti potrebbero essere già installati se si sceglie Virtualized host per la
selezione del software durante l’installazione del server Linux. Potrebbe essere necessario
installare il pacchetto openvswitch dal codice sorgente come descritto nella "Aprire la
documentazione di vSwitch".
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 For additional information about the necessary packages and other

configuration requirements, see the

link:https://imt.netapp.com/matrix/#welcome[NetApp Interoperability Matrix

Tool^].

.Pacchetti aggiuntivi richiesti per RHEL 7,7

Installare la stessa serie di pacchetti richiesti per RHEL 7,6.

Pacchetti aggiuntivi richiesti per RHEL 7,6

Verificare che i seguenti pacchetti e dipendenze siano installati quando si utilizza RHEL 7,6 o CentOS 7,6. In
ogni caso, sono inclusi il nome e la versione del pacchetto.

• qemu-kvm (1,5.3-160)

Quando si utilizza RAID software, è necessario utilizzare la versione 2.9.0.

• libvirt (4,5.0-10)

• interruttore di apertura (2,7.3)

• virt-install (1,5.0-1)

• Lshw (B.02.18-12)

• lsscsi (0,27-6)

• lsof (4,87-6)

Se si utilizza vNAS su KVM (storage esterno) e si prevede di migrare le macchine virtuali da un host all’altro, è
necessario installare i seguenti pacchetti e dipendenze aggiuntivi:

• agenti-recinzione-tutti (4,2.1-11)

• lvm2 cluster (2.02.180-8)

• pacemaker (1,1.19-8)

• pcs (0,9.165-6)

Pacchetti aggiuntivi richiesti per RHEL 7,5

Verificare che i seguenti pacchetti e dipendenze siano installati quando si utilizza RHEL 7,5 o CentOS 7,5. In
ogni caso, sono inclusi il nome e la versione del pacchetto.

• qemu-kvm (1,5.3-141)

Quando si utilizza RAID software, è necessario utilizzare la versione 2.9.0.

• libvirt (3,9.0)

• interruttore di apertura (2,7.3)

• virt-install (1,4.1-7)

• Lshw (B.02.18-12)

• lsscsi (0,27-6)

• lsof (4,87-5)
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Se si utilizza vNAS su KVM (storage esterno) e si prevede di migrare le macchine virtuali da un host all’altro, è
necessario installare i seguenti pacchetti e dipendenze aggiuntivi:

• agenti-recinzione-tutti (4,0.11-86)

• lvm2 cluster (2.02.177-4)

• pacemaker (1,1.18-11)

• pcs (0,9.16205)

Pacchetti aggiuntivi richiesti per RHEL 7,4

Verificare che i seguenti pacchetti e dipendenze siano installati quando si utilizza RHEL 7,4 o CentOS 7,4. In
ogni caso sono inclusi il nome e la versione del pacchetto.

• qemu-kvm (1,5.3-141)

Quando si utilizza RAID software, è necessario utilizzare la versione 2.9.0.

• libvirt (3,2.0-14)

• interruttore di apertura (2,7.3)

• virt-install (1,4.1-7)

• Lshw (B.02.18-7)

• lsscsi (0,27-6)

• lsof (4,87-4)

Se si utilizza vNAS su KVM (storage esterno) e si prevede di migrare le macchine virtuali da un host all’altro, è
necessario installare i seguenti pacchetti e dipendenze aggiuntivi:

• agenti-recinzione-tutti (4,0.11-66)

• lvm2 cluster (2.02.171-8)

• pacemaker (1,1.16-12)

• pcs (0,9.158-6)

Configurazione dei pool di storage

Un pool di storage ONTAP Select è un contenitore di dati logico che astrae lo storage fisico sottostante.
Occorre gestire i pool di storage sugli host KVM in cui viene implementato ONTAP Select.

Creare un pool di storage

È necessario creare almeno un pool di storage in ogni nodo ONTAP Select. Se si utilizza RAID software invece
di un RAID hardware locale, i dischi storage sono collegati al nodo degli aggregati root e dati. In questo caso, è
comunque necessario creare un pool di archiviazione per i dati di sistema.

Prima di iniziare

Verificare che sia possibile accedere alla CLI di Linux sull’host in cui viene distribuito ONTAP Select.

A proposito di questa attività

L’utility di amministrazione di distribuzione di ONTAP Select prevede che la posizione di destinazione del pool
di storage venga specificata come /dev/<pool_name>, in cui <pool_name> è un nome di pool univoco sull’host.
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L’intera capacità del LUN viene allocata quando viene creato un pool di storage.

Fasi

1. Visualizzare i dispositivi locali sull’host Linux e scegliere il LUN che conterrà il pool di archiviazione:

lsblk

È probabile che il LUN appropriato sia il dispositivo con la maggiore capacità di storage.

2. Definire il pool di archiviazione sul dispositivo:

virsh pool-define-as <pool_name> logical --source-dev <device_name>

--target=/dev/<pool_name>

Ad esempio:

virsh pool-define-as select_pool logical --source-dev /dev/sdb

--target=/dev/select_pool

3. Creare il pool di storage:

virsh pool-build <pool_name>

4. Avviare il pool di storage:

virsh pool-start <pool_name>

5. Configurare il pool di storage in modo che venga avviato automaticamente all’avvio del sistema:

virsh pool-autostart <pool_name>

6. Verificare che il pool di archiviazione sia stato creato:

virsh pool-list

Eliminazione di un pool di archiviazione

Puoi eliminare un pool di storage quando non è più necessario.

Prima di iniziare
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Verificare di poter accedere alla CLI di Linux in cui viene distribuito ONTAP Select.

A proposito di questa attività

L’utilità di amministrazione distribuzione ONTAP Select prevede che la posizione di destinazione per il pool di
archiviazione venga specificata come /dev/<pool_name>, dove <pool_name> è un nome di pool univoco
sull’host.

Fasi

1. Verificare che il pool di storage sia definito:

virsh pool-list

2. Distruggere il pool di storage:

virsh pool-destroy <pool_name>

3. Annullare la definizione della configurazione per il pool di archiviazione inattivo:

virsh pool-undefine <pool_nanme>

4. Verificare che il pool di archiviazione sia stato rimosso dall’host:

virsh pool-list

5. Verificare che tutti i volumi logici per il gruppo di volumi del pool di archiviazione siano stati eliminati.

a. Visualizzare i volumi logici:

lvs

b. Se sono presenti volumi logici per il pool, eliminarli:

lvremove <logical_volume_name>

6. Verificare che il gruppo di volumi sia stato eliminato:

a. Visualizzare i gruppi di volumi:

vgs

b. Se esiste un gruppo di volumi per il pool, eliminarlo:
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vgremove <volume_group_name>

7. Verificare che il volume fisico sia stato eliminato:

a. Visualizzare i volumi fisici:

pvs

b. Se esiste un volume fisico per il pool, eliminarlo:

pvremove <physical_volume_name>

Hypervisor ESXi

Ciascun host deve essere configurato con i seguenti elementi:

• Un hypervisor preinstallato e supportato

• Una licenza VMware vSphere

Inoltre, lo stesso server vCenter deve essere in grado di gestire tutti gli host in cui viene implementato un nodo
ONTAP Select all’interno del cluster.

Inoltre, assicurarsi che le porte del firewall siano configurate per consentire l’accesso a vSphere. Queste porte
devono essere aperte per supportare la connettività della porta seriale alle macchine virtuali ONTAP Select.

Per impostazione predefinita, VMware consente l’accesso alle seguenti porte:

• Porta 22 e porte 1024 – 65535 (traffico in entrata)

• Porte 0 – 65535 (traffico in uscita)

NetApp consiglia di aprire le seguenti porte firewall per consentire l’accesso a vSphere:

• Porte 7200 – 7400 (traffico in entrata e in uscita)

Inoltre, è necessario conoscere i diritti vCenter richiesti. Per ulteriori informazioni, vedere "Server VMware
vCenter" .

Preparazione della rete del cluster ONTAP Select

È possibile implementare ONTAP Select come cluster a più nodi o come cluster a nodo singolo. In molti casi,
un cluster multi-nodo è preferibile a causa della capacità di storage aggiuntiva e della capacità ha.

Immagine delle reti e dei nodi ONTAP Select

Le figure seguenti illustrano le reti utilizzate con un cluster a nodo singolo e un cluster a quattro nodi.
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Cluster a nodo singolo che mostra una rete

La figura seguente illustra un cluster a nodo singolo. La rete esterna supporta il traffico di replica client,
gestione e cross-cluster (SnapMirror/SnapVault).

Cluster a quattro nodi che mostra due reti

La figura seguente illustra un cluster a quattro nodi. La rete interna consente la comunicazione tra i nodi a
supporto dei servizi di rete del cluster ONTAP. La rete esterna supporta il traffico di replica client, gestione e
cross-cluster (SnapMirror/SnapVault).
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Nodo singolo all’interno di un cluster a quattro nodi

La figura seguente illustra la configurazione di rete tipica per una singola macchina virtuale ONTAP Select
all’interno di un cluster a quattro nodi. Esistono due reti separate: ONTAP-Internal e ONTAP-External.

Host KVM

Configurare Open vSwitch su un host KVM

È necessario configurare uno switch software-defined su ogni nodo ONTAP Select utilizzando Open vSwitch.

Prima di iniziare

Verificare che Network Manager sia disattivato e che il servizio di rete Linux nativo sia attivato.

A proposito di questa attività

ONTAP Select richiede due reti separate, entrambe che utilizzano il bonding delle porte per fornire funzionalità
ha alle reti.

Fasi

1. Verificare che Open vSwitch sia attivo sull’host:

a. Determinare se Open vSwitch è in esecuzione:

systemctl status openvswitch

b. Se Open vSwitch non è in esecuzione, avviarlo:

systemctl start openvswitch

2. Visualizzare la configurazione Open vSwitch:
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ovs-vsctl show

La configurazione appare vuota se Open vSwitch non è già stato configurato sull’host.

3. Aggiungere una nuova istanza vSwitch:

ovs-vsctl add-br <bridge_name>

Ad esempio:

ovs-vsctl add-br ontap-br

4. Disattivare le interfacce di rete:

ifdown <interface_1>

ifdown <interface_2>

5. Combinare i collegamenti utilizzando LACP:

ovs-vsctl add-bond <internal_network> bond-br <interface_1>

<interface_2> bond_mode=balance-slb lacp=active other_config:lacp-

time=fast

È necessario configurare un collegamento solo se sono presenti più interfacce.

1. Attivare le interfacce di rete:

ifup <interface_1>

ifup <interface_2>

Host ESXi

Configurazione di vSwitch su un host hypervisor

VSwitch è il componente principale dell’hypervisor utilizzato per supportare la connettività per le reti interne ed
esterne. Nella configurazione di ogni vSwitch hypervisor è necessario prendere in considerazione diversi
aspetti.

Configurazione vSwitch per un host con due porte fisiche (2 x 10 GB)

Quando ciascun host include due porte da 10 GB, è necessario configurare vSwitch come segue:
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• Configurare un vSwitch e assegnare entrambe le porte a vSwitch. Creare un raggruppamento NIC
utilizzando le due porte.

• Impostare il criterio di bilanciamento del carico su "Route based on the origining virtual port ID"
(instradamento basato sull’ID della porta virtuale di origine).

• Contrassegnare entrambi gli adattatori come "attivi" o contrassegnare un adattatore come "attivo" e l’altro
come "standby".

• Impostare l’opzione "Failback" su "Yes" (Sì).

• Configurare vSwitch per l’utilizzo di frame jumbo (9000 MTU).

• Configurare un gruppo di porte su vSwitch per il traffico interno (ONTAP-interno):

◦ Il gruppo di porte viene assegnato alle schede di rete virtuali ONTAP Select e0c-e0g utilizzate per il
cluster, l’interconnessione ha e il traffico di mirroring.

◦ Il gruppo di porte deve trovarsi su una VLAN non instradabile perché si prevede che questa rete sia
privata. Aggiungere il tag VLAN appropriato al gruppo di porte per tenere conto di questo.

◦ Le impostazioni di bilanciamento del carico, failback e ordine di failover del gruppo di porte devono
essere le stesse di vSwitch.

• Configurare un gruppo di porte su vSwitch per il traffico esterno (ONTAP-esterno):

◦ Il gruppo di porte viene assegnato agli adattatori di rete virtuale ONTAP Select e0a-e0c utilizzati per il
traffico di dati e di gestione.

◦ Il gruppo di porte può trovarsi su una VLAN instradabile. Inoltre, a seconda dell’ambiente di rete, è
necessario aggiungere un tag VLAN appropriato o configurare il gruppo di porte per il trunking VLAN.
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◦ Le impostazioni di bilanciamento del carico, failback e ordine di failover del gruppo di porte devono
essere le stesse di vSwitch.

La suddetta configurazione vSwitch è per un host con 2 porte da 10 GB in un ambiente di rete tipico.

Informazioni richieste per l’installazione dell’utility di implementazione

Prima di installare l’utilità di amministrazione di distribuzione in un ambiente hypervisor,
esaminare le informazioni di configurazione richieste e le informazioni di configurazione
di rete opzionali per preparare la corretta distribuzione.

Informazioni di configurazione richieste

Nell’ambito della pianificazione della distribuzione, è necessario determinare le informazioni di configurazione
richieste prima di installare l’utilità di amministrazione di ONTAP Select Deploy.

Informazioni richieste Descrizione

Nome della macchina virtuale di
implementazione

Identificatore da utilizzare per la macchina virtuale.

Nome dell’host dell’hypervisor Identificatore per l’host hypervisor VMware ESXi o KVM in cui è
installata l’utilità di distribuzione.

Nome dell’archivio dati Identificatore dell’archivio dati dell’hypervisor che contiene i file
della macchina virtuale (sono necessari circa 40GB MB).

Rete per la macchina virtuale Identificatore della rete a cui è connessa la macchina virtuale di
implementazione.

Informazioni opzionali sulla configurazione di rete

Per impostazione predefinita, la macchina virtuale di implementazione viene configurata utilizzando DHCP.
Tuttavia, se necessario, è possibile configurare manualmente l’interfaccia di rete per la macchina virtuale.

Informazioni di rete Descrizione

Nome host Identificatore del computer host.

Host IP address (Indirizzo IP host) Indirizzo IPv4 statico del computer host.

Subnet mask Subnetwork mask, in base alla rete di cui fa parte la macchina virtuale.

Gateway Gateway o router predefinito.

Server DNS primario Server dei nomi di dominio primario.

Server DNS secondario Server dei nomi di dominio secondario.

Cerca domini Elenco dei domini di ricerca da utilizzare.

Informazioni richieste per l’installazione di ONTAP Select

Durante la preparazione all’implementazione di un cluster ONTAP Select in un ambiente
VMware, raccogliere le informazioni necessarie quando si utilizza l’utility di
amministrazione di ONTAP Select Deploy per implementare e configurare il cluster.
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Alcune delle informazioni raccolte si applicano al cluster stesso, mentre altre si applicano ai singoli nodi del
cluster.

Informazioni a livello di cluster

È necessario raccogliere informazioni relative al cluster ONTAP Select.

Informazioni sul cluster Descrizione

Nome del cluster Identificatore univoco del cluster.

Modalità licensing Valutazione o licenze acquistate.

Configurazione IP per il cluster Configurazione IP per cluster e nodi, tra cui: * Indirizzo IP di gestione
del cluster * Subnet mask * Gateway predefinito

Informazioni a livello di host

È necessario raccogliere informazioni relative a ciascuno dei nodi nel cluster ONTAP Select.

Informazioni sul cluster Descrizione

Nome dell’host Identificatore univoco dell’host.

Nome di dominio dell’host Nome di dominio completo dell’host.

Configurazione IP per i nodi Indirizzo IP di gestione per ciascun nodo del cluster.

Nodo mirror Nome del nodo associato nella coppia ha (solo cluster multi-nodo).

Pool di storage Nome del pool di storage utilizzato.

Dischi di storage Elenco dei dischi se si utilizza RAID software.

Numero di serie Se si esegue l’implementazione con una licenza acquistata, il numero
seriale univoco a nove cifre fornito da NetApp.

Configurazione di un host per l’utilizzo di dischi NVMe

Se si intende utilizzare dischi NVMe con RAID software, è necessario configurare l’host
per il riconoscimento dei dischi.

Utilizza il pass-through i/o VMDirectPath sui dispositivi NVMe per massimizzare l’efficienza dei dati. Questa
impostazione espone i dischi alla macchina virtuale ONTAP Select, consentendo a ONTAP di accedere
direttamente al dispositivo tramite PCI.

Prima di iniziare

Assicurarsi che l’ambiente di implementazione soddisfi i seguenti requisiti minimi:

• ONTAP Select 9,7 o versione successiva con un’utilità di amministrazione di distribuzione supportata

• Offerta di licenza per piattaforma Premium XL o licenza di valutazione per 90 giorni

• VMware ESXi versione 6.7 o successiva

• Dispositivi NVMe conformi alla specifica 1.0 o successiva

Per ulteriori informazioni"checklist per la preparazione dell’host", seguire la "Informazioni richieste per
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l’installazione dell’utility di implementazione", la e gli "Informazioni richieste per l’installazione di ONTAP Select"
argomenti .

A proposito di questa attività

Questa procedura deve essere eseguita prima di creare un nuovo cluster ONTAP Select. È inoltre possibile
eseguire la procedura per configurare ulteriori unità NVMe per un cluster NVMe SW-RAID esistente. In questo
caso, dopo aver configurato i dischi, è necessario aggiungerli attraverso l’implementazione come se fossero
dischi SSD aggiuntivi. La differenza principale è che l’implementazione rileva i dischi NVMe e riavvia i nodi.
Quando si aggiungono dischi NVMe a un cluster esistente, tenere presente quanto segue per il processo di
riavvio:

• L’implementazione gestisce l’orchestrazione del riavvio.

• L’acquisizione E il giveback HA vengono eseguiti in modo ordinato, ma la risincronizzazione degli
aggregati può richiedere tempo.

• Un cluster a nodo singolo può subire downtime.

Per ulteriori informazioni, vedere"Aumentare la capacità di storage".

Fasi

1. Accedere al menu BIOS Configuration (Configurazione del BIOS) sull’host per abilitare il supporto per la
virtualizzazione i/O.

2. Attivare l’impostazione Intel® VT for Directed i/o (VT-d).

3. Alcuni server supportano Intel Volume Management Device (Intel VMD). Se attivata, questa opzione
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rende i dispositivi NVMe disponibili invisibili all’hypervisor ESXi; disattivare questa opzione prima di
procedere.

4. Configurare le unità NVMe per il pass-through alle macchine virtuali.

a. In vSphere, aprire la vista host Configure e fare clic su Edit sotto hardware: PCI Devices.

b. Selezionare le unità NVMe che si desidera utilizzare per ONTAP Select.
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È necessario un datastore VMFS supportato anche da un dispositivo NVMe per ospitare i
dischi di sistema delle macchine virtuali ONTAP Select e la NVRAM virtuale. Lasciare
almeno un disco NVMe disponibile per questo scopo quando si configurano gli altri per il
pass-through PCI.

a. Fare clic su OK. I dispositivi selezionati indicano disponibile (in sospeso).

5. Fare clic su Reboot the host (Riavvia l’host).

Al termine

Una volta preparati gli host, è possibile installare l’utilità di implementazione di ONTAP Select.
L’implementazione ti guida nella creazione di cluster di storage ONTAP Select sui tuoi host appena preparati.
Durante questo processo, l’implementazione rileverà la presenza dei dischi NVMe configurati per il pass-
through e li selezionerà automaticamente per l’utilizzo come dischi dati ONTAP. Se necessario, è possibile
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regolare la selezione predefinita.

Sono supportati fino a 14 dispositivi NVMe per ogni nodo ONTAP Select.

Una volta implementato correttamente il cluster, Gestore di sistema di ONTAP consente di eseguire il
provisioning dello storage in base alle Best practice. ONTAP abilita automaticamente funzionalità di efficienza
dello storage ottimizzate per la flash che consentono di utilizzare al meglio lo storage NVMe.
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Installare ONTAP Select Deploy

È necessario installare l’utility di amministrazione di ONTAP Select Deploy e utilizzare
l’utility per creare un cluster ONTAP Select.

Scarica l’immagine della macchina virtuale

È possibile scaricare il pacchetto ONTAP Select dal NetApp sito di supporto.

Prima di iniziare

"Hai un account registrato sul sito di supporto NetApp".

A proposito di questa attività

L’utility di amministrazione ONTAP Select Deploy è distribuita come macchina virtuale (VM) basata sullo
standard Open Virtualization Format (OVF). Il singolo file compresso ha il suffisso ova. La VM fornisce il server
Deploy e le immagini di installazione per i nodi ONTAP Select.
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Fasi

1. Accedi al "Sito di supporto NetApp" utilizzando un browser web ed effettua l’accesso.

2. Seleziona Downloads dal menu, quindi seleziona Downloads dal menu a discesa.

3. Nella pagina Downloads, in All Products A-Z, seleziona la lettera O.

4. Scorri verso il basso e seleziona ONTAP Select.

5. Seleziona la release desiderata del pacchetto.

6. Leggere il Contratto di licenza con l’utente finale (EULA) e selezionare Accetta e continua.

7. Seleziona e scarica il pacchetto appropriato, rispondendo a tutte le richieste secondo necessità.

Verificare la firma ONTAP Select Deploy OVA

Dovresti verificare la firma di ONTAP Select Open Virtualization Appliance (OVA) prima di installare il pacchetto
di installazione.

Prima di iniziare

Verificare che il sistema soddisfi i seguenti requisiti:

• OpenSSL versioni da 1.0.2 a 3,0 per la verifica di base

• Accesso Internet pubblico per la verifica OCSP (Online Certificate Status Protocol)

Fasi

1. Ottieni i seguenti file dalla pagina di download del prodotto sul sito di supporto NetApp:

File Descrizione

ONTAP-Select-Deploy-Production.pub La chiave pubblica utilizzata per verificare la firma.

csc-prod-chain-ONTAP-Select-Deploy.pem La catena di trust dell’autorità di certificazione
pubblica (CA).

csc-prod-ONTAP-Select-Deploy.pem Il certificato utilizzato per generare la chiave.

ONTAPdeploy.ova Il file eseguibile di installazione del prodotto per
ONTAP Select.

ONTAPdeploy.ova.sig L’algoritmo SHA-256 viene sottoposto a hash e
quindi firmato dal Remote Support Agent (RSA)
utilizzando la chiave e la csc-prod firma per
l’installatore.

2. Verificare che il ONTAPdeploy.ova.sig file utilizzi i certificati e i comandi di convalida associati.

3. Verificare la firma con il seguente comando:

openssl dgst  -sha256 -verify ONTAP-Select-Deploy-Production.pub

-signature ONTAPdeploy.ova.sig  ONTAPdeploy.ova
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Distribuisci la macchina virtuale

È necessario installare e avviare la ONTAP Select Deploy VM utilizzando l’immagine VM OVF. Come parte del
processo di installazione, si configura l’interfaccia di rete per utilizzare DHCP o una configurazione IP statica.

Prima di iniziare

Per un hypervisor ESXi, è necessario prepararsi a implementare ONTAP Select Deploy VM:

• Abilitare la funzionalità OVF nel browser installando il plug-in di integrazione del client VMware o
eseguendo una configurazione simile in base alle necessità

• Abilitare il DHCP nell’ambiente VMware se si assegna dinamicamente un indirizzo IP alla VM di
distribuzione

Per gli hypervisor ESXi e KVM, è necessario disporre delle informazioni di configurazione da utilizzare durante
la creazione della macchina virtuale, incluso il nome della macchina virtuale, della rete esterna e del nome
host. Quando si definisce una configurazione di rete statica, sono necessarie le seguenti informazioni
aggiuntive:

• Indirizzo IP della macchina virtuale da implementare

• Netmask

• Indirizzo IP del gateway (router)

• Indirizzo IP del server DNS primario

• Indirizzo IP del secondo server DNS

• Domini di ricerca DNS

A proposito di questa attività

Se si utilizza vSphere, la procedura guidata di implementazione dei modelli OVF include un modulo che
fornisce tutte le informazioni di configurazione di implementazione, inclusa la configurazione di rete. Tuttavia,
se si sceglie di non utilizzare questo modulo, è possibile utilizzare la console della macchina virtuale di
distribuzione per configurare la rete.

Fasi

I passaggi che segui dipendono dall’utilizzo di un hypervisor ESXi o KVM.
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ESXi

1. Accedere al client vSphere e accedere.

2. Individuare la posizione appropriata nella gerarchia e selezionare Deploy OVF Template

(implementa modello OVF).

3. Seleziona il file OVA e completa la procedura guidata Deploy OVF Template, selezionando le opzioni
appropriate per il tuo ambiente.

È necessario definire la password per l’account amministratore. È necessario fornire questa password
quando si effettua l’accesso all’utilità di implementazione.

4. Dopo che la VM è stata distribuita, seleziona la nuova VM e accendila se non è già accesa in base al
tuo input nella procedura guidata di distribuzione.

5. Se necessario, è possibile configurare la rete Deploy utilizzando la console VM:

a. Fare clic sulla scheda Console per accedere alla shell di configurazione dell’host ESXi e
monitorare il processo di accensione.

b. Attendere la seguente richiesta:

Nome host:

c. Digitare il nome host e premere Invio.

d. Attendere la seguente richiesta:

Inserire una password per l’utente amministratore:

e. Digitare la password e premere Invio.

f. Attendere la seguente richiesta:

Utilizzare DHCP per impostare le informazioni di rete? [n]:

g. Digitare n per definire una configurazione IP statica o y per utilizzare il DHCP, quindi selezionare
Invio.

h. Se si sceglie una configurazione statica, fornire tutte le informazioni di configurazione di rete
necessarie.

KVM

1. Accedere alla CLI dal server Linux:

ssh root@<ip_address>

2. Creare una nuova directory ed estrarre l’immagine di macchina virtuale non elaborata:

mkdir /home/select_deploy25

cd /home/select_deploy25

mv /root/<file_name> .

tar -xzvf <file_name>
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3. Creare e avviare KVM VM con l’utilità di amministrazione Deploy:

virt-install --name=select-deploy --vcpus=2 --ram=4096 --os

-variant=debian10 --controller=scsi,model=virtio-scsi --disk

path=/home/deploy/ONTAPdeploy.raw,device=disk,bus=scsi,format=raw

--network "type=bridge,source=ontap-

br,model=virtio,virtualport_type=openvswitch" --console=pty --import

--noautoconsole

4. Se necessario, è possibile configurare la rete Deploy utilizzando la console VM:

a. Collegamento alla console della macchina virtuale:

virsh console <vm_name>

b. Attendere la seguente richiesta:

Host name :

c. Digitare il nome host e selezionare Invio.

d. Attendere la seguente richiesta:

Use DHCP to set networking information? [n]:

e. Digitare n per definire una configurazione IP statica o y per utilizzare il DHCP, quindi selezionare
Invio.

f. Se si sceglie una configurazione statica, fornire tutte le informazioni di configurazione di rete
necessarie.

Sign in all’interfaccia web di Deploy

Dovresti effettuare l’accesso all’interfaccia utente web per confermare che l’utilità Deploy sia disponibile ed
eseguire la configurazione iniziale.

Fasi

1. Puntare il browser verso l’utility di implementazione utilizzando l’indirizzo IP o il nome di dominio:

https://<ip_address>/

2. Fornire il nome e la password dell’account amministratore (admin) e accedere.

3. Se viene visualizzata la finestra a comparsa Benvenuti in ONTAP Select, esaminare i prerequisiti e
selezionare OK per continuare.

4. Se è la prima volta che si effettua l’accesso e non si installa Deploy utilizzando la procedura guidata
disponibile con vCenter, fornire le seguenti informazioni di configurazione quando richiesto:
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◦ Nuova password per l’account amministratore (obbligatoria)

◦ AutoSupport (opzionale)

◦ Server vCenter con credenziali dell’account (opzionale)

Informazioni correlate

"Accedere per eseguire la distribuzione utilizzando SSH"

Implementare un cluster ONTAP Select

È possibile utilizzare l’interfaccia utente Web fornita con l’utility di amministrazione di
ONTAP Select Deploy per implementare un cluster ONTAP Select a nodo singolo o a più
nodi.

Quando si crea un cluster ONTAP Select utilizzando l’interfaccia Web dell’utilità di implementazione, viene
visualizzata una sequenza specifica di passaggi. Il processo esatto varia a seconda che si implementi un
cluster a nodo singolo o a più nodi.

È anche possibile "Implementa i cluster ONTAP Select utilizzando la CLI dell’utility Deploy".

Prima di iniziare

È necessario prepararsi per l’implementazione per assicurarsi che sia riuscita.

Pianificazione iniziale

Consultare le sezioni Plan e License della documentazione. In base a ciò, è possibile prendere decisioni sul
cluster, tra cui:

• Hypervisor

• Numero di nodi

• Tipo di licenza

• Dimensione della piattaforma (tipo di istanza)

• Versione di ONTAP Select

Preparazione dell’host

È necessario preparare gli host hypervisor in cui verranno eseguiti i nodi ONTAP Select e disporre dei file di
licenza storage necessari in base al modello di licenza. Per visualizzare i requisiti di preparazione:

1. Accedere all’interfaccia utente Web di implementazione.

2.
Fare clic su  nella parte superiore della pagina.

3. Fare clic su Prerequisiti.

4. Scorrere verso il basso per esaminare i requisiti e fare clic su OK.

File di licenza

Se si prevede di implementare il cluster in un ambiente di produzione, è necessario acquisire i file di licenza
dello storage in base al modello di licenza in uso.
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Implementare l’installazione e le credenziali dell’account

È necessario installare l’utilità di amministrazione di deploy ed eseguire la configurazione iniziale. Per
ulteriori informazioni, vedere "Installare ONTAP Select Deploy" . È necessario disporre della password per
l’account dell’amministratore di implementazione configurato come parte del processo di installazione.

Installazione delle immagini dei nodi ONTAP Select precedenti

Per impostazione predefinita, l’utility di amministrazione di distribuzione contiene la versione più recente di
ONTAP Select al momento del rilascio. Se si desidera distribuire i cluster utilizzando una versione
precedente di ONTAP Select, è necessario aggiungere l’immagine ONTAP Select all’istanza di
distribuzione. Per ulteriori informazioni, vedere "Aggiungere un’immagine ONTAP Select da distribuire" .

Pagina iniziale di lancio

La pagina iniziale Guida introduttiva a ONTAP Select Deploy guida l’utente attraverso il processo multi-
fase di creazione di un cluster. Sono disponibili cinque passaggi principali, tra cui:

• Aggiungere licenze

• Aggiungere host all’inventario

• Creare un cluster

• Verifica preliminare della rete

• Implementare il cluster

È possibile eseguire le stesse operazioni in modo indipendente facendo clic sulle schede nella
parte superiore della pagina (Clusters, host hypervisor, Amministrazione).

Network checker

Se si intende implementare un cluster a più nodi, si dovrebbe avere familiarità con il Network checker.

Dopo l’implementazione di un cluster

È necessario eseguire il backup dei dati di configurazione di ONTAP Select Deploy.

Creare un cluster a nodo singolo o a nodi multipli

È possibile utilizzare l’interfaccia utente Web ONTAP Select Deploy per implementare un cluster ONTAP
Select a nodo singolo o multi-nodo.

Prima di iniziare

Consultare "Prima di iniziare" per prepararsi all’implementazione del cluster. L’amministrazione di deploy deve
essere installata e configurata inizialmente (password, AutoSupport e vCenter).

A proposito di questa attività

Viene creato un cluster ONTAP Select con uno o più nodi per un’implementazione in produzione.

Fasi

I passaggi che segui dipendono dalla creazione di un cluster a nodo singolo o a più nodi.
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Cluster a nodo singolo

1. Accedere all’utilità di implementazione tramite l’interfaccia Web utilizzando l’account amministratore
(admin).

2. Se viene visualizzata la finestra a comparsa Benvenuti in ONTAP Select, verificare di aver
soddisfatto i prerequisiti di configurazione e fare clic su OK.

3.
Se la pagina di avvio del cluster Getting Started non viene visualizzata, fare clic su  nella parte
superiore della pagina e fare clic su Getting Started.

4. Nella pagina Getting Started, fare clic su Upload (carica), selezionare una licenza dalla workstation
locale e fare clic su Open (Apri) per caricare la licenza.

5. Fare clic su Refresh (Aggiorna) e verificare che la licenza sia stata aggiunta.

6. Fare clic su Avanti per aggiungere un host hypervisor, quindi fare clic su Aggiungi.

Puoi aggiungere l’host hypervisor direttamente o collegandoti a un server vCenter. Fornire le
credenziali e i dettagli host appropriati in base alle necessità.

7. Fare clic su Refresh (Aggiorna) e verificare che il valore Type dell’host sia ESX.

Tutte le credenziali dell’account fornite vengono aggiunte al database delle credenziali di
implementazione.

8. Fare clic su Avanti per avviare il processo di creazione del cluster.

9. Nella sezione Cluster Details, fornire tutte le informazioni necessarie che descrivono il cluster e fare
clic su Done (fine).

10. In Node Setup, fornire l’indirizzo IP di gestione del nodo e selezionare la licenza per il nodo; se
necessario, è possibile caricare una nuova licenza. Se necessario, è anche possibile modificare il
nome del nodo.

11. Fornire la configurazione Hypervisor e Network.

Esistono tre configurazioni di nodi che definiscono le dimensioni della macchina virtuale e il set di
funzionalità disponibili. Questi tipi di istanze sono supportati rispettivamente dalle offerte XL standard,
premium e premium della licenza acquistata. La licenza selezionata per il nodo deve corrispondere o
superare il tipo di istanza.

Selezionare l’host dell’hypervisor, nonché le reti di gestione e dati.

12. Fornire la configurazione Storage e fare clic su Done.

È possibile selezionare i dischi in base al livello di licenza della piattaforma e alla configurazione
dell’host.

13. Esaminare e confermare la configurazione del cluster.

È possibile modificare la configurazione facendo clic  nella sezione appropriata.

14. Fare clic su Avanti e fornire la password dell’amministratore di ONTAP.

15. Fare clic su Create Cluster (Crea cluster) per avviare il processo di creazione del cluster, quindi fare
clic su OK nella finestra a comparsa.

La creazione del cluster può richiedere fino a 30 minuti.
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16. Monitorare il processo di creazione del cluster in più fasi per confermare che il cluster è stato creato
correttamente.

La pagina viene aggiornata automaticamente a intervalli regolari.

Cluster multi-nodo

1. Accedere all’utilità di implementazione tramite l’interfaccia Web utilizzando l’account amministratore
(admin).

2. Se viene visualizzata la finestra a comparsa Benvenuti in ONTAP Select, verificare di aver
soddisfatto i prerequisiti di configurazione e fare clic su OK.

3.
Se la pagina di avvio del cluster Getting Started non viene visualizzata, fare clic su  nella parte
superiore della pagina e fare clic su Getting Started.

4. Nella pagina Getting Started, fare clic su Upload (carica), selezionare una licenza dalla workstation
locale e fare clic su Open (Apri) per caricare la licenza. Ripetere l’operazione per aggiungere una
seconda licenza.

5. Fare clic su Aggiorna e confermare che le licenze sono state aggiunte.

6. Fare clic su Avanti per aggiungere due host hypervisor, quindi fare clic su Aggiungi.

Puoi aggiungere gli host hypervisor direttamente o collegandoti a un server vCenter. Fornire le
credenziali e i dettagli host appropriati in base alle necessità.

7. Fare clic su Refresh (Aggiorna) e verificare che il valore Type dell’host sia ESX.

Tutte le credenziali dell’account fornite vengono aggiunte al database delle credenziali di
implementazione.

8. Fare clic su Avanti per avviare il processo di creazione del cluster.

9. Nella sezione Dettagli cluster, selezionare cluster a 2 nodi per dimensione cluster, fornire tutte le
informazioni richieste che descrivono i cluster e fare clic su fine.

10. In impostazione nodo, fornire gli indirizzi IP di gestione dei nodi e selezionare le licenze per ogni
nodo; è possibile caricare una nuova licenza se necessario. Se necessario, è anche possibile
modificare i nomi dei nodi.

11. Fornire la configurazione Hypervisor e Network.

Esistono tre configurazioni di nodi che definiscono le dimensioni della macchina virtuale e il set di
funzionalità disponibili. Questi tipi di istanze sono supportati rispettivamente dalle offerte XL standard,
premium e premium della licenza acquistata. La licenza selezionata per i nodi deve corrispondere o
superare il tipo di istanza.

Seleziona gli host dell’hypervisor come pure la gestione, i dati e le reti interne.

12. Fornire la configurazione Storage e fare clic su Done.

È possibile selezionare i dischi in base al livello di licenza della piattaforma e alla configurazione
dell’host.

13. Esaminare e confermare la configurazione del cluster.

È possibile modificare la configurazione facendo clic  nella sezione appropriata.
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14. Fare clic su Avanti ed eseguire il controllo preliminare rete facendo clic su Esegui. In questo modo,
la rete interna selezionata per il traffico del cluster ONTAP funziona correttamente.

15. Fare clic su Avanti e fornire la password dell’amministratore di ONTAP.

16. Fare clic su Create Cluster (Crea cluster) per avviare il processo di creazione del cluster, quindi fare
clic su OK nella finestra a comparsa.

La creazione del cluster può richiedere fino a 45 minuti.

17. Monitorare il processo di creazione del cluster multi-step per confermare che il cluster è stato creato
correttamente.

La pagina viene aggiornata automaticamente a intervalli regolari.

Al termine

Verificare che la funzione ONTAP Select AutoSupport sia configurata e quindi eseguire il backup dei dati di
configurazione di ONTAP Select Deploy.

Se l’operazione di creazione del cluster viene avviata ma non viene completata, la password
amministrativa di ONTAP definita potrebbe non essere applicata. In tal caso, è possibile
determinare la password amministrativa temporanea per il cluster ONTAP Select utilizzando il
seguente comando CLI:

(ONTAPdeploy) !/opt/netapp/tools/get_cluster_temp_credentials

--cluster-name my_cluster

Stato iniziale del cluster dopo l’implementazione

È necessario conoscere lo stato iniziale di un cluster dopo averlo implementato e
configurarlo in base alle esigenze dell’ambiente.

Dopo la creazione, un cluster ONTAP Select presenta diverse caratteristiche.

La limitazione dei ruoli e delle autorizzazioni per l’account amministratore di ONTAP può limitare
la capacità di ONTAP Select Deploy di gestire il cluster. Per ulteriori informazioni, vedere
l’articolo della Knowledge base "L’aggiornamento del cluster di implementazione dell’OTS non
riesce con un errore".

LIF

Sono stati assegnati due tipi di LIF specificati dal cliente:

• Gestione del cluster (una per cluster)

• Gestione dei nodi (uno per nodo)

Un cluster multi-nodo dispone di una rete interna con LIF generate automaticamente.

SVM

Sono attive tre SVM:
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• Admin SVM. (WS amministratore

• SVM nodo

• SVM di sistema (cluster)

Le SVM dei dati non vengono create durante l’implementazione del cluster di ONTAP Select.
Devono essere creati dall’amministratore del cluster dopo la distribuzione. Per ulteriori
informazioni, vedere "Creare un SVM".

Aggregati

Viene creato l’aggregato root.

Caratteristiche

Tutte le funzioni sono concesse in licenza e disponibili. Sia SnapLock che FabricPool richiedono licenze
separate.

Informazioni correlate

• "Tipi di SVM contenute in un cluster"

• "Funzionalità ONTAP attivate per impostazione predefinita"
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del presente Contratto sono articoli aventi natura commerciale, sviluppati con finanziamenti esclusivamente
privati. Il governo statunitense ha una licenza irrevocabile limitata, non esclusiva, non trasferibile, non cedibile,
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