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Configurare I'accesso NFS a una SVM esistente

L’aggiunta dell’'accesso per i client NFS a una SVM esistente implica I'aggiunta di
configurazioni NFS a SVM, I'apertura della policy di esportazione del volume root SVM, la
configurazione opzionale di LDAP e la verifica dell’accesso NFS da un host di
amministrazione UNIX. E quindi possibile configurare I'accesso al client NFS.

Aggiungere I'accesso NFS a una SVM esistente

L'aggiunta dell’accesso NFS a una SVM esistente implica la creazione di una LIF dei dati,
la configurazione opzionale di NIS, il provisioning di un volume, I'esportazione del volume
e la configurazione dei criteri di esportazione.

Prima di iniziare
« E necessario sapere quali dei seguenti componenti di rete verranno utilizzati da SVM:

° Il nodo e la porta specifica su quel nodo in cui verra creata I'interfaccia logica dati (LIF)

> La subnet da cui verra fornito I'indirizzo IP del LIF dei dati o, facoltativamente, I'indirizzo IP specifico
che si desidera assegnare al LIF dei dati

« Tutti i firewall esterni devono essere configurati in modo appropriato per consentire 'accesso ai servizi di
rete.

* |l protocollo NFS deve essere consentito su SVM.
Per ulteriori informazioni, consultare "Documentazione sulla gestione della rete".

Fasi
1. Accedere all’area in cui € possibile configurare i protocolli di SVM:

a. Selezionare la SVM che si desidera configurare.

b. Nel riguadro Dettagli, accanto a protocolli, fare clic su NFS.

Protocols: Fs | ECIFCoE |

2. Nella finestra di dialogo Configure NFS Protocol (Configura protocollo NFS), creare una LIF dati.

a. Assegnare automaticamente un indirizzo IP alla LIF da una subnet specificata o immetterlo
manualmente.

b. Fare clic su Browse (Sfoglia) e selezionare un nodo e una porta da associare alla LIF.

< | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clients.
Data Interface details for CIF:S

Assign IP Address: | Without a subnet v

IP Address: 10.224.107.188%  Change

2 )Port abccorp_1:elb | Browse... |

3. Se il sito utilizza NIS per la mappatura dei nomi o dei nomi, specificare il dominio e gli indirizzi IP dei server
NIS e selezionare i tipi di database per i quali si desidera aggiungere l'origine del servizio dei nomi NIS.


https://docs.netapp.com/us-en/ontap/networking/index.html

4« | MI5 Configuration {Optional}

Canfigure M5 domain an the 5Wh to autharize MFS users.

Domain Mames: example.com

IP Addresses: 182.0.2.145,182.0.2.746,192.0.2.147

Se i servizi NIS non sono disponibili, non tentare di configurarli. | servizi NIS configurati in modo non
corretto possono causare problemi di accesso al datastore.

4. Creare ed esportare un volume per I'accesso NFS:

a. Per Nome esportazione, digitare un nome che sia il nome dell’esportazione e I'inizio del nome del
volume.

b. Specificare una dimensione per il volume che conterra i file.

Provizion a volume for NFS storage.

Export

Marne: Eng
Size: 10 GB v
Permission: Change

Non & necessario specificare I'aggregato per il volume perché viene posizionato automaticamente
sull’aggregato con lo spazio piu disponibile.

c. Nel campo Permission, fare clic su Change e specificare una regola di esportazione che consente a
NFSv3 di accedere a un host di amministrazione UNIX, incluso I'accesso Superuser.



Create Export Rule

Client Specification: | admin_host

Enter comma-=eparated values for multiple client specification=

Access Protocals: [ CIFS
= =0 B =20

[T Flexcache

0 Ifywou do not =elect any protocol, access is provided
through any of the abowve protocols |CIF5 MFE or FlexCache)
configured on the Storage Yirtual Wachine {34 hi).

Access Details: v Fead-Cnly ¥ Readinrite
UNIX W v
Kerberos 5 r v
Kerberos 5i r ¥
Kerberos Sp r ¥
MTLM r v

I allow Superuser Access

Superuzer access is =8t to all

E possibile creare un volume da 10 GB denominato Eng, esportarlo come Eng e aggiungere una regola
che consente al client “admin_host” di accedere all’esportazione, incluso I'accesso Superuser.

5. Fare clic su Submit & Close, quindi su OK.

Aprire la policy di esportazione del volume root SVM
(configurare I’accesso NFS a una SVM esistente)

E necessario aggiungere una regola al criterio di esportazione predefinito per consentire
'accesso a tutti i client tramite NFSv3. Senza tale regola, a tutti i client NFS viene negato
I'accesso alla macchina virtuale di storage (SVM) e ai relativi volumi.

A proposito di questa attivita

Specificare tutti gli accessi NFS come policy di esportazione predefinita e in seguito limitare 'accesso ai singoli
volumi creando policy di esportazione personalizzate per i singoli volumi.

Fasi

1.

o o > w0 Db

Accedere alla finestra SVM.

Fare clic sulla scheda Impostazioni SVM.

Nel riquadro Policies, fare clic su Export Policies (Esporta policy).

Selezionare il criterio di esportazione denominato default, che viene applicato al volume root SVM.
Nel riquadro inferiore, fare clic su Aggiungi.

Nella finestra di dialogo Create Export Rule (Crea regola di esportazione), creare una regola che apra
'accesso a tutti i client per i client NFS:



a. Nel campo Client Specification, immettere 0.0.0.0/0 in modo che la regola si applichi a tutti i client.
b. Mantenere il valore predefinito 1 per I'indice della regola.

c. Selezionare NFSv3.

d. Deselezionare tutte le caselle di controllo ad eccezione della casella di controllo UNIX in sola lettura.

e. Fare clic su OK.

Create Export Rule *

Client Specification: | 0.0.0.0/0

Rule Index: 1 $
Access Protocols: L) CIFS
| NFS | NFSv3 | NFSw4
| Flexcache
If you do not 2elect any protocol, access iz provided
through any of the above profocolz (CIFS, NF5, or

FlexCache) configured on the Storage Vidusl Machine

[SVI).

Access Details: #| Read-Onhy | Read/Write

LINLX |
Kerberos 5
Kerberos Si

HWTLM

| Allow Superuser AcCcess

Superuzer sccess iz zef fo all

Risultati
| client NFSv3 possono ora accedere a qualsiasi volume creato su SVM.

Configurare LDAP (configurare I'accesso NFS a una SVM
esistente)

Se si desidera che la macchina virtuale di storage (SVM) ottenga le informazioni utente
dal protocollo LDAP (Lightweight Directory Access Protocol) basato su Active Directory, &
necessario creare un client LDAP, attivarlo per la SVM e assegnare la priorita LDAP ad
altre fonti di informazioni utente.

Prima di iniziare
 La configurazione LDAP deve utilizzare Active Directory (ad).
Se si utilizza un altro tipo di LDAP, & necessario utilizzare I'interfaccia della riga di comando (CLI) e altra
documentazione per configurare LDAP. Per ulteriori informazioni, vedere "Panoramica sull’utilizzo di
LDAP".

+ E necessario conoscere il dominio e i server di ad, nonché le seguenti informazioni di binding: Il livello di


https://docs.netapp.com/us-en/ontap/nfs-config/using-ldap-concept.html
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autenticazione, I'utente e la password di binding, il DN di base e la porta LDAP.

Fasi
1. Accedere alla finestra SVM.

2. Selezionare la SVM richiesta

3. Fare clic sulla scheda Impostazioni SVM.

4. Impostare un client LDAP per SVM da utilizzare:

a. Nel riquadro servizi, fare clic su Client LDAP.

b. Nella finestra LDAP Client Configuration (Configurazione client LDAP), fare clic su Add (Aggiungi).

c. Nella scheda Generale della finestra Crea client LDAP, digitare il nome della configurazione del client

LDAP, ad esempio vsOclientl.

d. Aggiungere il dominio ad o i server ad.

Create LDAP Client

General Binding

LOAP Client velclient
Configuration:

Servers

#® Active Directory Domain example.com

Preferred Active Directory Servers
Server

152.0.2.145

Active Directory Servers

Add [

e. Fare clic su binding e specificare il livello di autenticazione, I'utente e la password di binding, il DN di

base e la porta.



Edit LDAP Client

General Binding

Authentication level: sasl W
Bind DN (User): uzer

Bind user password:

Base DN: DC=example,DC=com

Tep port: 389 E

ﬂThe Bind Distinguizhed Mame (DN} is the identity which will be used to connect the
LODAP =erver whenever a Sterage Virtual Machine reguires CIFS user information
during data access.

f. Fare clic su Save and Close (Salva e chiudi).

Viene creato un nuovo client che puo essere utilizzato da SVM.
5. Abilitare il nuovo client LDAP per SVM:

a. Nel riquadro di navigazione, fare clic su Configurazione LDAP.
b. Fare clic su Edit (Modifica).

c. Assicurarsi che il client appena creato sia selezionato in Nome client LDAP.

d. Selezionare Enable LDAP client (attiva client LDAP) e fare clic su OK.

Active LDAP Client

LDAP client name: valclient w7

|#| Enable LDWP client

Active Directory Domain gxample.com

Servers

SVM utilizza il nuovo client LDAP.

6. Assegnare la priorita LDAP ad altre fonti di informazioni utente, ad esempio NIS (Network Information

Service) e utenti e gruppi locali:
a. Accedere alla finestra SVM.
b. Selezionare la SVM e fare clic su Edit (Modifica).

c. Fare clic sulla scheda servizi.

d. In Name Service Switch, specificare LDAP come origine preferita dello switch name service per i tipi

di database.

e. Fare clic su Save and Close (Salva e chiudi).



Edit Storage ¥irtual Machine

Details Resource Allocation Services

Mame service switches are used ta look up and retrigve usear infarmation tao
provide proper gccess to clients. The order of the sendices listed determines in
which order the name seryice sources gre consulted to retrieve information.

Marne Service Switch

hosts: files ¥ |dns hd
narnemap: Idap ¥ files d
Eroup: Idap ¥ files ¥ nis 7
netgroup: Idap ¥ iles ¥ |nis hd
passwd: Idap M [ files ¥ | nis h

LDAP ¢ la fonte principale delle informazioni utente per i servizi di nome e la mappatura dei nomi su
questa SVM.

Verificare I’accesso NFS da un host di amministrazione
UNIX

Dopo aver configurato I'accesso NFS alla macchina virtuale di storage (SVM), &
necessario verificare la configurazione accedendo a un host di amministrazione NFS e
leggendo i dati da e scrivendo i dati su SVM.
Prima di iniziare
« |l sistema client deve disporre di un indirizzo IP consentito dalla regola di esportazione specificata in
precedenza.

« E necessario disporre delle informazioni di accesso per l'utente root.
Fasi
1. Accedere come utente root al sistema client.
2. Invio cd /mnt/ per modificare la directory nella cartella mount.

3. Creare e montare una nuova cartella utilizzando I'indirizzo IP di SVM:

a. Inviomkdir /mnt/folder per creare una nuova cartella.

b. Invio mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder per
montare il volume in questa nuova directory.

C. Invio cd folder per modificare la directory nella nuova cartella.

| seguenti comandi creano una cartella denominata test1, montano il volume vol1 all’'indirizzo IP
192.0.2.130 sulla cartella di montaggio test1 e cambiano nella nuova directory test1:



host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. Creare un nuovo file, verificarne I'esistenza e scriverne del testo:

a. Invio touch filename per creare un file di test.

b. Invio 1s -1 filename per verificare I'esistenza del file.

C. Invio cat >filename, Digitare del testo, quindi premere Ctrl+D per scrivere il testo nel file di prova.
d. Invio cat filename per visualizzare il contenuto del file di test.

€. Invio rm filename perrimuovere il file di test.

f. Invio cd .. per tornare alla directory principale.

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r—-—- 1 root root O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd

Risultati
Hai confermato di aver attivato 'accesso NFS a SVM.

Configurare e verificare I’accesso al client NFS (configurare
I’'accesso NFS a una SVM esistente)

Quando si € pronti, & possibile concedere ai client selezionati I'accesso alla condivisione
impostando le autorizzazioni per i file UNIX su un host di amministrazione UNIX e
aggiungendo una regola di esportazione in System Manager. Quindi, verificare che gli
utenti o i gruppi interessati possano accedere al volume.

Fasi
1. Decidere quali client e utenti o gruppi avranno accesso alla condivisione.

2. Su un host di amministrazione UNIX, utilizzare I'utente root per impostare la proprieta e le autorizzazioni
UNIX sul volume.

3. In System Manager, aggiungere regole ai criteri di esportazione per consentire ai client NFS di accedere
alla condivisione.

a. Selezionare la macchina virtuale di storage (SVM) e fare clic su SVM Settings (Impostazioni SVM).



b. Nel riquadro Policies, fare clic su Export Policies (Esporta policy).
c. Selezionare il criterio di esportazione con lo stesso nome del volume.
d. Nella scheda regole di esportazione, fare clic su Aggiungi e specificare un set di client.

e. Selezionare 2 come Rule Index in modo che questa regola venga eseguita dopo la regola che
consente I'accesso all’host di amministrazione.

f. Selezionare NFSv3.

g. Specificare i dettagli di accesso desiderati e fare clic su OK.

E possibile fornire 'accesso completo in lettura/scrittura ai client digitando la subnet 10.1.1.0/24
Come Client Specification (specifica client) e selezionando tutte le caselle di controllo Access
(accesso) ad eccezione di Allow Superuser Access (Consenti accesso superutente).

Create Export Rule *

Client Specification: | 10.1.1.0/24

Rulg Index:

Access Protocols: ) CIFS
L) NFs v NFSv3 [ NFSv4
|| Flexcache
If you do not 2elect any protocol, access iz provided
through any of the above profocolz (CIFS, NF5, or

FlexCache) configured on the Storage Vidusl Machine
SV

Access Details: [#| Read-Only |#| Readnirite
UM | L]
Kerberos S o] [+
Kerberos 5 (] ||
NTLK | o]

| Allow Superuser Access

Superuzer sccess iz zef fo all

4. Su un client UNIX, accedere come uno degli utenti che ora ha accesso al volume e verificare che sia
possibile montare il volume e creare un file.
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