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Configurazione del client NFS per il workflow
ESXi

Quando si rende disponibile lo storage a un host ESXi utilizzando NFS, si effettua il
provisioning di un volume su utilizzando per e quindi si effettua la connessione
all’esportazione NFS dall’host ESXi.

Verify that the entire configuration is supported.

v

Complete the NF5 client configuration worksheet.

ra

Install VaC for WMware vSphere and register with vCenter.

—

Add the storage cluster to V5C, if necessary.

ra

Configure the NFS network for best performance.

| —

Configure the ESXi host,

—

Create a new aggregate, if necessary,

here to provision the volume:

On the storage | ] 1

cluster Existing SV with NES anatied Existing SV without MFS enabled Hew SVM
. . Enable MF5 on an existing Create a new 5V and
verify that MFs bled.
rify that NFS is enable EVM. enable NFs.

Provision a datastore and its containing volume.

«—

Verify NFS access from an ESXi host.

On the E5Xi host

—

Install the MetApp NFS Plug-In for Vidware VAAIL

v

Mount the datastore on the ESXi host.

Verificare che la configurazione sia supportata

Per un funzionamento affidabile, € necessario verificare che I'intera configurazione sia
supportata. Elenca le configurazioni supportate per NFS e per Virtual Storage Console.



Fasi
1. Accedere a per verificare di disporre di una combinazione supportata dei seguenti componenti:

"Tool di matrice di interoperabilita NetApp"

o Software ONTAP

> Protocollo storage NFS

> Versione del sistema operativo ESXi

o Tipo e versione del sistema operativo guest
o Per il software (VSC)

o Plug-in NFS per VAAI

2. Fare clic sul nome della configurazione selezionata.
| dettagli della configurazione vengono visualizzati nella finestra Dettagli configurazione.

3. Esaminare le informazioni nelle seguenti schede:

> Note
Elenca avvisi e informazioni importanti specifici della configurazione.
> Policy e linee guida

Fornisce linee guida generali per tutte le configurazioni NAS.

Completare il foglio di lavoro per la configurazione del
client NFS

Sono necessari indirizzi di rete e informazioni di configurazione dello storage per
eseguire le attivita di configurazione del client NFS.
Indirizzi di rete di destinazione

E necessaria una subnet con due indirizzi IP per i file LIF dei dati NFS per ciascun nodo del cluster. Per I'alta
disponibilita, sono necessarie due reti separate. Gli indirizzi IP specifici vengono assegnati da ONTAP quando
si creano le LIF come parte della creazione della SVM.

Se possibile, separare il traffico di rete su reti fisiche separate o su VLAN.


https://mysupport.netapp.com/matrix
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Configurazione dello storage

Se l'aggregato e sono gia stati creati, registrare i nomi qui; in caso contrario, € possibile crearli come richiesto:

Nodo per I'esportazione NFS

Nome dell’'aggregato

nome

Informazioni sull’esportazione NFS

Dimensione di esportazione

Nome esportazione (opzionale)

Descrizione dell’esportazione (opzionale)

Informazioni SVM

Se non si utilizza un esistente , sono necessarie le seguenti informazioni per crearne uno nuovo:

Nome SVM
Aggregato per il volume root SVM Nome utente SVM (opzionale)
Password SVM (opzionale) LIF di gestione SVM (opzionale)
Subnet:
Indirizzo IP:
Maschera di rete:
Gateway:
Nodo principale:
Installare

Virtual Storage Console per automatizzare molte delle attivita di configurazione e
provisioning necessarie per utilizzare lo storage con un host ESXi. E un plug-in di
vCenter Server.

Prima di iniziare
E necessario disporre delle credenziali di amministratore sul server vCenter utilizzato per gestire I'host ESXi.



A proposito di questa attivita

« Virtual Storage Console viene installata come appliance virtuale che include Virtual Storage Console,
vStorage API for Storage Awareness (VASA) Provider e Storage Replication Adapter (SRA) per le
funzionalita di VMware vSphere.

Fasi

1. Scaricare la versione di supportata per la configurazione, come mostrato nello strumento matrice di
interoperabilita.

"Supporto NetApp"

2. Implementare I'appliance virtuale e configurarla seguendo la procedura descritta nella Guida
all’installazione e allimplementazione.

Aggiungere il cluster di storage a VSC

Prima di eseguire il provisioning del primo datastore a un host ESXi nel data center, &
necessario aggiungere il cluster o una specifica macchina virtuale di storage (SVM) a
Virtual Storage Console per VMware vSphere. L'aggiunta del cluster consente di eseguire
il provisioning dello storage su qualsiasi SVM del cluster.

Prima di iniziare
E necessario disporre delle credenziali di amministratore per il cluster di storage o per il che si sta
aggiungendo.

A proposito di questa attivita

A seconda della configurazione, il cluster potrebbe essere stato rilevato automaticamente o potrebbe essere
gia stato aggiunto.

Fasi
1. Accedere a vSphere Web Client.

2. Selezionare Virtual Storage Console.
3. Selezionare Storage Systems, quindi fare clic sull'icona Add.

4. Nella finestra di dialogo Aggiungi sistema di storage, immettere il nome host e le credenziali di
amministratore per il cluster di storage oppure fare clic su OK.

Configura la tua rete per ottenere le migliori performance

Le reti Ethernet variano notevolmente in termini di performance. E possibile
massimizzare le prestazioni della rete selezionando valori di configurazione specifici.

Fasi
1. Collegare le porte host e storage alla stessa rete.

Si consiglia di collegarsi agli stessi switch.
2. Selezionare le porte piu veloci disponibili.

Le porte da 10 GbE o superiori sono le migliori. Le porte 1 GbE sono il minimo.


https://mysupport.netapp.com/site/global/dashboard

3. Abilitare i frame jumbo se lo si desidera e se supportati dalla rete.

| frame Jumbo devono avere un MTU di 9000 per gli host e i sistemi storage ESXi e 9216 per la maggior
parte degli switch. Tutti i dispositivi di rete nel percorso dati, inclusi NIC ESXi, NIC storage e switch,
devono supportare frame jumbo e devono essere configurati per i valori MTU massimi.

Per ulteriori informazioni, vedere "Controllare le impostazioni di rete sugli switch dati" e la documentazione
del vendor dello switch.

Configurare I’host ESXi

La configurazione del’host ESXi comporta la configurazione di porte e vSwitch e I'utilizzo
delle impostazioni delle Best practice per I'host ESXi. Dopo aver verificato che queste
impostazioni siano corrette, € possibile creare un aggregato e decidere dove eseguire il
provisioning del nuovo volume.

Configurare porte host e vSwitch
L’host ESXi richiede porte di rete per le connessioni NFS al cluster di storage.

A proposito di questa attivita

Si consiglia di utilizzare IP Hash come criterio di raggruppamento NIC, che richiede una singola porta
VMkernel su un singolo vSwitch.

Le porte host e le porte del cluster di storage utilizzate per NFS devono avere indirizzi IP nella stessa
sottorete.

Questa attivita elenca i passaggi di alto livello per la configurazione dell’host ESXi. Per istruzioni piu
dettagliate, consultare la pubblicazione VMware Storage relativa alla versione di ESXi in uso.

"VMware"

Fasi
1. Accedere al client vSphere, quindi selezionare I’host ESXi dal riquadro dell'inventario.

2. Nella scheda Gestisci, fare clic su rete.

3. Fare clic su Add Networking, quindi selezionare VMkernel e Create a vSphere standard switch per
creare la porta VMkernel e vSwitch.

4. Configurare i frame jumbo per vSwitch (dimensione MTU di 9000, se utilizzato).

Configurare le impostazioni delle Best practice per I’host ESXi

E necessario assicurarsi che le impostazioni delle Best practice per 'host ESXi siano
corrette in modo che I'’host ESXi possa gestire correttamente la perdita di una
connessione NFS o di uno storage.

Fasi
1. Dalla pagina iniziale di VMware vSphere Web Client, fare clic su vCenter > hosts.

2. Fare clic con il pulsante destro del mouse sull’host, quindi selezionare Actions > NetApp VSC > Set
recommended values.


https://docs.netapp.com/us-en/ontap/performance-admin/check-network-settings-data-switches-task.html
http://www.vmware.com

3. Nella finestra di dialogo NetApp Recommended Settings (Impostazioni consigliate NetApp), assicurarsi
che tutte le opzioni siano selezionate, quindi fare clic su OK.

Le impostazioni MPIO non si applicano a NFS. Tuttavia, se si utilizzano altri protocolli, assicurarsi che tutte
le opzioni siano selezionate.

VCenter Web Client visualizza 'avanzamento dell’attivita.

Creare un aggregato

Se non si desidera utilizzare un aggregato esistente, & possibile creare un nuovo
aggregato per fornire storage fisico al volume che si sta eseguendo il provisioning.

A proposito di questa attivita

Se si dispone di un aggregato esistente che si desidera utilizzare per il nuovo volume, € possibile ignorare
questa procedura.

Fasi

1. Inserire 'URL https://IP-address-of-cluster-management-LIF in un browser web e accedere a
utilizzando la credenziale dellamministratore del cluster.

2. Passare alla finestra aggregati.
3. Fare clic su Crea.

4. Seguire le istruzioni sullo schermo per creare I'aggregato utilizzando la configurazione RAID-DP
predefinita, quindi fare clic su Create (Crea).

Create Aggregate

To create an aggregate, select a disk type then specify the number of dizks.

MName: aggr?
&) Disk Type: GAS | Browse |
MNumnber of Dizks: 8 g Mzx: B fexcluding 1 hot spare), min: 5 for RAID-DP
RAID Configuration: RAID-DP; RAID group size of 16 disks Change
Mew Usable Capacity: 4558 TB (Estimated)

Risultati

L'aggregato viene creato con la configurazione specificata e aggiunto all’elenco degli aggregati nella finestra
aggregati.

Decidere dove eseguire il provisioning del nuovo volume

Prima di creare un volume NFS, & necessario decidere se posizionarlo in un volume
esistente e, in caso affermativo, in quale misura la configurazione richiede. Questa
decisione determina il tuo flusso di lavoro.



Procedura

» Se si desidera un nuovo , seguire la procedura per la creazione di una SVM abilitata NFS su una SVM
esistente.

"Creazione di una nuova SVM abilitata per NFS"
Scegliere questa opzione se NFS non € abilitato su una SVM esistente.

» Se si desidera eseguire il provisioning di un volume su un volume esistente che ha NFS attivato ma non
configurato, seguire la procedura descritta per configurare I'accesso NFS a una SVM esistente.

"Configurazione dell’accesso NFS a una SVM esistente”
Questo ¢ il caso se si & seguita questa procedura per creare la SVM.

» Se si desidera eseguire il provisioning di un volume su un volume esistente completamente configurato per
'accesso NFS, seguire la procedura per verificare le impostazioni su un SVM esistente.

"Verifica delle impostazioni su una SVM esistente"

Creare una nuova SVM abilitata per NFS

La configurazione di una nuova SVM implica la creazione di una nuova e attiva NFS. E
quindi possibile configurare 'accesso NFS sull’host ESXi e verificare che NFS sia attivato
per ESXi utilizzando Virtual Storage Console.

Prima di iniziare
 La rete deve essere configurata e le relative porte fisiche devono essere collegate alla rete.
« E necessario sapere quali dei seguenti componenti di rete verranno utilizzati da:
> Il nodo e la porta specifica su quel nodo in cui verra creata I'interfaccia logica dati (LIF)

o La subnet da cui verra fornito I'indirizzo IP del LIF dei dati o, facoltativamente, I'indirizzo IP specifico
che si desidera assegnare al LIF dei dati

« Tutti i firewall esterni devono essere configurati in modo appropriato per consentire 'accesso ai servizi di
rete.

A proposito di questa attivita

Puoi utilizzare una procedura guidata che ti guidera attraverso il processo di creazione della SVM,
configurazione del DNS, creazione di una LIF di dati e abilitazione di NFS.

Fasi
1. Accedere alla finestra SVM.

2. Fare clic su Create (Crea).

3. Nella finestra Storage Virtual Machine (SVM) Setup, creare il campo SVM:
a. Specificare un nome univoco per la SVM.

Il nome deve essere un FQDN (Fully Qualified Domain Name) o seguire un’altra convenzione che
garantisca nomi univoci in un cluster.



b. Selezionare NFS per il protocollo dati.

Se si prevede di utilizzare protocolli aggiuntivi sulla stessa SVM, selezionarli anche se non si desidera
configurarli immediatamente.

c. Mantenere I'impostazione predefinita della lingua, C.UTF-8.

Questa lingua viene ereditata dal volume creato in seguito e la lingua di un volume non puo essere
modificata.

d. Opzionale: Se é stato attivato il protocollo CIFS, modificare lo stile di protezione in UNIX.

Selezionando il protocollo CIFS, lo stile di protezione viene impostato su NTFS per impostazione
predefinita.

e. Opzionale: Selezionare I'aggregato root per contenere il volume root.

L’aggregato selezionato per il volume root non determina la posizione del volume di dati.

Storage Virtual Machine {S¥M) Setup

o () o

Enter Wi basic details
SVM Details

@ Specify a unique name and the data protocols for the S

A Marme: wslexdmple.com

@ IPspace: W
(@ DataProtocalss M QFs W NFs [T iscsl [T FOFCoE T

@ Default Language: | CUTF-8[ c.utf_2] v

The language of the Sk specifies the default language encoding setting for the Sk and

tsvalumes Usinga settingthat Incarparates UTF-8 character encoding |5 recommended.

(@) security Style: UNIX v

Root Aggregate: | data_01_agsr ™

f. Opzionale: Nella sezione Configurazione DNS, assicurarsi che il dominio di ricerca DNS e i server
dei nomi predefiniti siano quelli che si desidera utilizzare per questa SVM.



DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

?.J Search Domains: example.com

":J Name Servers: 182.0.2.145182.0. 2146 182.0.2.147

g. Fare clic su Invia e continua.
Viene creato, ma i protocolli non sono ancora configurati.

4. Nella sezione Data LIF Configuration della pagina Configure CIFS/NFS Protocol (Configura protocollo
CIFS/NFS), specificare i dettagli dei primi dati LIF del primo datastore.

a. Assegnare automaticamente un indirizzo IP alla LIF da una subnet specificata o immetterlo
manualmente.

b. Fare clic su Browse (Sfoglia) e selezionare un nodo e una porta da associare alla LIF.

“ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration for MFS clients.
Data Interface detdils for CIF;

Assign IP Address: | Without a subnet i

IP Address: 10.224.107.198  Change

?,,}P':"'t: gbcoorp_1:edb | Browse... |

Non inserire alcuna informazione per il provisioning di un volume. E possibile eseguire il provisioning degli
archivi dati in un secondo momento utilizzando

5. Fare clic su Invia e continua.
Vengono creati i seguenti oggetti:

o Una LIF di dati denominata con il suffisso “ nfs_lif1”
o Un server NFS

6. Per tutte le altre pagine di configurazione del protocollo visualizzate, fare clic su Skip, quindi configurare il
protocollo in un secondo momento.

7. Quando viene visualizzata la pagina SVM Administration (Amministrazione SVM), configurare o rinviare
la configurazione di un amministratore separato per questa SVM:

> Fare clic su Ignora, quindi configurare un amministratore in un secondo momento, se necessario.
o Inserire le informazioni richieste, quindi fare clic su Submit & Continue (Invia e continua).

8. Esaminare la pagina Riepilogo, annotare le informazioni che potrebbero essere necessarie in un secondo
momento, quindi fare clic su OK.

10



| client NFS devono conoscere I'indirizzo IP del file LIF dei dati.

Risultati
Viene creata una nuova SVM con NFS attivato.

Aggiungere I'accesso NFS a una SVM esistente

Per aggiungere I'accesso NFS a una SVM esistente, & necessario innanzitutto creare
un’interfaccia logica dati (LIF). E quindi possibile configurare 'accesso NFS sull’host
ESXi e verificare che NFS sia attivato per ESXi utilizzando Virtual Storage Console.

Prima di iniziare
« E necessario sapere quali dei seguenti componenti di rete verranno utilizzati da:
o Il nodo e la porta specifica su quel nodo in cui verranno creati i dati LIF

o La subnet da cui verra fornito I'indirizzo IP del LIF dei dati o, facoltativamente, I'indirizzo IP specifico
che si desidera assegnare al LIF dei dati

« Tutti i firewall esterni devono essere configurati in modo appropriato per consentire 'accesso ai servizi di
rete.

* |l protocollo NFS deve essere consentito su SVM.

Questo ¢ il caso se non si € seguita questa procedura per creare SVM durante la configurazione di un
protocollo diverso.

Fasi
1. Accedere al riqguadro Dettagli dove € possibile configurare i protocolli di SVM:

a. Selezionare la SVM che si desidera configurare.

b. Nel riguadro Dettagli, accanto a protocolli, fare clic su NFS.

Protocols: Fs | ECIFCoE |

2. Nella finestra di dialogo Configure NFS Protocol (Configura protocollo NFS), creare una LIF dati:

a. Assegnare automaticamente un indirizzo IP alla LIF da una subnet specificata o immetterlo
manualmente.

b. Fare clic su Browse (Sfoglia) e selezionare un nodo e una porta da associare alla LIF.

< | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration for MFS clients.
Data Interface details for CIFS

Aszign IP Address: | Without a subnet h

IP Address: 10224107188 Change

?,J Fort: gbccorp_1:edb | Browse... |

Non inserire alcuna informazione per il provisioning di un volume. E possibile eseguire il provisioning degli
archivi dati in un secondo momento utilizzando la Virtual Storage Console.
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3. Fare clic su Submit & Close, quindi su OK.

Verificare che NFS sia attivato su una SVM esistente

Se si sceglie di utilizzare una SVM esistente, € necessario prima verificare che NFS sia
attivato sulla SVM. E quindi possibile configurare I'accesso NFS e verificare che NFS sia
abilitato per ESXi utilizzando ESXi utilizzando Virtual Storage Console.

Fasi
1. Accedere alla finestra SVM.

2. Fare clic sulla scheda Impostazioni SVM.
3. Nel riquadro Protocols (protocolli), fare clic su NFS.

4. Verificare che NFS sia visualizzato come Enabled (attivato).

Se NFS non é attivato, &€ necessario abilitarlo o creare una nuova SVM.

Eseguire il provisioning di un datastore e crearne il volume
contenente

Un datastore contiene macchine virtuali e relativi VMDK sull’host ESXi. Il provisioning del
datastore sull’host ESXi viene eseguito su un volume nel cluster di storage.

Prima di iniziare
Virtual Storage Console per VMware vSphere per (VSC) deve essere installato e registrato con il vCenter
Server che gestisce I'host ESXi.

VSC deve disporre di un cluster o di credenziali sufficienti per creare il volume sulla SVM specificata.

A proposito di questa attivita
VSC automatizza il provisioning del datastore, inclusa la creazione di un volume sulla SVM specificata.

Fasi
1. Dalla pagina iniziale di vSphere Web Client, fare clic su host e cluster.

2. Nel riquadro di navigazione, espandere il data center in cui si desidera eseguire il provisioning del
datastore.

3. Fare clic con il pulsante destro del mouse sull’host ESXi, quindi selezionare NetApp VSC > Provision
Datastore.

In alternativa, € possibile fare clic con il pulsante destro del mouse sul cluster durante il provisioning per
rendere il datastore disponibile a tutti gli host del cluster.

4. Fornire le informazioni richieste nella procedura guidata:

12



Lpecify the parme and type of datasiode pou want 1o provision,

Delal Yo will Bo atie 1o sedect Bva Lage syl for your datyeiors in the ned pags of Thig wizand

Hiama

Npe & (8 NFS } VNFS

Cancel

Verificare I’accesso NFS da un host ESXi

Dopo aver eseguito il provisioning di un datastore, & possibile verificare che ’host ESXi
disponga dell’'accesso NFS creando una macchina virtuale nell’archivio dati e
accendendola.

Fasi
1. Dalla pagina iniziale di vSphere Web Client, fare clic su host e cluster.

2. Nel riquadro di navigazione, espandere il data center per individuare I'archivio dati creato in precedenza.

3. Fare clic su Create a new virtual machine (Crea una nuova macchina virtuale) e fornire le informazioni
richieste nella procedura guidata.

Per verificare 'accesso NFS, selezionare il data center, 'host ESXi e il datastore precedentemente creati.
La macchina virtuale viene visualizzata nell’inventario di vSphere Web Client.

4. Accendere la macchina virtuale.

Implementare il plug-in NFS per VMware VAAI

Il plug-in € una libreria software che integra le librerie di dischi virtuali VMware installate
sull’host ESXi. Il download e l'installazione del plug-in NFS per VMware VAAI consentono
di migliorare le performance delle operazioni di cloning utilizzando le opzioni di offload
delle copie e di spazio riservato.

A proposito di questa attivita

Per fornire un accesso coerente alle macchine virtuali che risiedono sull’host ESXi su cui si sta installando il
plug-in NFS, & possibile migrare le macchine virtuali o installare il plug-in NFS durante la manutenzione
pianificata.

Fasi
1. Scarica il plug-in NFS per VMware VAAI.

"Supporto NetApp"
E necessario scaricare il bundle online (NetAppNasPlugIn.vib) del plug-in pit recente
2. Verificare che VAAI sia attivato su ciascun host ESXi.

In VMware vSphere 5.0 e versioni successive, VAAI & attivato per impostazione predefinita.
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3. In Virtual Storage Console, selezionare Tools (Strumenti) > NFS VAAI Tools (Strumenti VAAI NFS).
4. Fare clic su Select file (Seleziona file) per caricare NetAppNasPlugIn.vib file.

5. Fare clic su carica.
Viene visualizzato un uploaded successfully messaggio.

6. Fare clic su Installa sull’host.
7. Selezionare gli host ESXi su cui si desidera installare il plug-in, fare clic su Installa, quindi fare clic su OK.
8. Riavviare I'host ESXi per attivare il plug-in.

Dopo aver installato il plug-in, € necessario riavviare I’'host ESXi prima del completamento
dell’installazione.

Non € necessario riavviare il sistema storage.

Montare gli archivi dati sugli host

Il montaggio di un datastore consente a un host di accedere allo storage. Quando gli
archivi dati vengono forniti da , vengono automaticamente montati sul’host o sul cluster.
Potrebbe essere necessario montare un datastore su un host dopo aver aggiunto I'host
allambiente VMware.

Fasi
1. Dalla pagina iniziale di vSphere Web Client, fare clic su host e cluster:

2. Nel riquadro di navigazione, espandere il data center che contiene I'host:
3. Fare clic con il pulsante destro del mouse sull’host, quindi selezionare NetApp VSC > Mount Datastores.

4. Selezionare gli archivi dati che si desidera montare, quindi fare clic su OK.
Informazioni correlate

"Virtual Storage Console, VASA Provider e Storage Replication Adapter per VMware vSphere Administration
per la release 9.6"
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