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Configurazione iSCSI per Windows

Panoramica della configurazione iSCSI per Windows

Utilizzando l'interfaccia classica di Gestore di sistema ONTAP (ONTAP 9.7 e versioni
precedenti), & possibile configurare rapidamente il servizio iSCSI su una macchina
virtuale di storage (SVM), eseguire il provisioning di un LUN e rendere disponibile il LUN
utilizzando un iniziatore iISCSI su un computer host Windows.

Queste procedure si basano sui seguenti presupposti:

« Si sta utilizzando Microsoft iISCSI software Initiator su Windows Server 2008 o Windows Server 2012.
* La rete utilizza l'indirizzamento IPv4.
+ Si desidera assegnare gli indirizzi alle interfacce logiche utilizzando uno dei seguenti metodi:
> Automaticamente, da una subnet definita
o Manualmente, utilizzando un indirizzo selezionato da una subnet esistente
o Manualmente, utilizzando un indirizzo che verra aggiunto a una subnet esistente
* Non si sta configurando I'avvio SAN iSCSI.

Per ulteriori informazioni su come configurare I'’host specifico con ONTAP, vedere "Configurazione host SAN
ONTAP".

Per ulteriori informazioni sul’amministrazione DELLA SAN, consultare "Panoramica sullamministrazione
DELLA SAN ONTAP 9"

Altri modi per farlo in ONTAP

Per completare questa attivita utilizzando... Fare riferimento a...

System Manager riprogettato (disponibile con 9.7 e "Eseguire il provisioning dello storage SAN per i
versioni successive) server Windows"

Interfaccia a riga di comando (CLI) di ONTAP "Workflow di setup del LUN con la CLI"

Workflow di provisioning e configurazione iSCSI

Quando si rende disponibile lo storage a un host utilizzando iISCSI, si esegue il
provisioning di un volume e di un LUN sulla macchina virtuale di storage (SVM), quindi si
effettua la connessione al LUN dall’host.


https://docs.netapp.com/us-en/ontap-sanhost/index.html
https://docs.netapp.com/us-en/ontap-sanhost/index.html
https://docs.netapp.com/us-en/ontap/san-admin/index.html
https://docs.netapp.com/us-en/ontap/san-admin/index.html
https://docs.netapp.com/us-en/ontap/task_san_provision_windows.html
https://docs.netapp.com/us-en/ontap/task_san_provision_windows.html
https://docs.netapp.com/us-en/ontap/san-admin/lun-setup-workflow-concept.html
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Initialize and format the LUN.
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Verify that the host can write to and read from the LUN.

Verificare che la configurazione iSCSI sia supportata

Per un funzionamento affidabile, & necessario verificare che l'intera configurazione iSCSI
sia supportata.

Fasi



1. Accedere alla matrice di interoperabilita per verificare di disporre di una combinazione supportata dei
seguenti componenti:

o Software ONTAP

o Architettura della CPU del computer host (per server rack standard)
> Modello specifico di blade del processore (per server blade)

> Protocollo storage (iISCSI)

o Versione del sistema operativo Windows

o Utility host unificate di Windows

2. Fare clic sul nome della configurazione selezionata.
| dettagli della configurazione vengono visualizzati nella finestra Dettagli configurazione.
3. Esaminare le informazioni nelle seguenti schede:
> Note
Elenca avvisi e informazioni importanti specifici della configurazione.
Esaminare gli avvisi per identificare le correzioni rapide necessarie per il sistema operativo in uso.
> Policy e linee guida

Fornisce linee guida generali per tutte le configurazioni SAN.

Completare il foglio di lavoro per la configurazione iSCSI

Sono necessari identificatori iISCSI, indirizzi di rete e informazioni di configurazione dello
storage per eseguire le attivita di configurazione iSCSI.

Identificatori iISCSI

Nome del nodo iSCSI (IQN) dell’iniziatore (host)

Alias di destinazione (opzionale)

Indirizzi di rete di destinazione

La macchina virtuale per lo storage (SVM) € la destinazione iSCSI.

E necessaria una subnet con due indirizzi IP per le LIF dei dati iSCSI per ciascun nodo del cluster. Per I'alta
disponibilita, sono necessarie due reti separate. Gli indirizzi IP specifici vengono assegnati da ONTAP quando
si creano le LIF come parte della creazione della SVM.

Se possibile, separare il traffico iISCSI su reti fisiche separate o su VLAN.

Subnet per LIF:



Nodo o LIF con Indirizzo IP Maschera di Gateway ID VLAN Porta home
porta a switch rete

Nodo 1/ LIF allo
switch 1

Nodo 2 / LIF allo
switch 1

Nodo 3/LIF allo
switch 1

Nodo 4/LIF allo
switch 1

Nodo 1/LIF allo
switch 2

Nodo 2/LIF allo
switch 2

Nodo 3/LIF allo
switch 2

Nodo 4/LIF allo
switch 2

Configurazione dello storage

Se I'aggregato e la SVM sono gia stati creati, registrare i nomi qui; in caso contrario, & possibile crearli come
richiesto:

Da nodo a LUN proprio

Nome dell’aggregato

Nome SVM

Informazioni sul LUN

Dimensione del LUN

Sistema operativo host

LUN name (opzionale)

Descrizione del LUN (opzionale)



Informazioni SVM

Se non si utilizza una SVM esistente, sono necessarie le seguenti informazioni per crearne una nuova:

Nome SVM
IPSpace di SVM Aggregato per il volume root SVM
Nome utente SVM (opzionale) Password SVM (opzionale)

LIF di gestione SVM (opzionale)
Subnet:

Indirizzo IP:

Maschera di rete:

Gateway:

Nodo principale:

Registrare il nome del nodo iSCSI Initiator

E necessario registrare il nome del nodo iSCSI Initiator dal programma iSCSI Initiator
sull’host Windows.

Fasi
1. Aprire la finestra di dialogo iSCSI Initiator Properties:

Se si utilizza... Selezionare...

Windows Server 2012 o Windows Server 2012 R2 o Server Manager > Dashboard > Tools > iSCSI
Windows Server 2016 Initiator > Configuration

Windows Server 2008, Windows Server 2008 R2 Start > Strumenti di amministrazione > iSCSI
Initiator

2. Copiare il valore Initiator Name o Initiator Node Name in un file di testo o annotarlo.

L'etichetta esatta nella finestra di dialogo varia in base alla versione di Windows. Il nome del nodo iSCSI
Initiator dovrebbe essere simile al seguente esempio:

igqn.1991-05.com.microsoft:server3



Installare Windows Unified host Utilities

Le utility host unificate di Windows includono un programma di installazione che imposta i
parametri HBA e di registro di Windows richiesti in modo che I’host Windows gestisca
correttamente i comportamenti del sistema di storage per le piattaforme NetApp ONTAP
ed e-Series.

Prima di iniziare

E necessario aver completato le seguenti attivita:
« Controllare la configurazione supportata nella matrice di interoperabilita
"Tool di matrice di interoperabilita NetApp"
+ Identificato qualsiasi hotfix Windows richiesto dalla matrice di interoperabilita
"Tool di matrice di interoperabilita NetApp"

» Aggiungere la licenza FCP e avviare il servizio di destinazione

« Verificare il cablaggio

Per informazioni dettagliate SU cavi e configurazione, consulta Configurazione SAN per la versione in uso
di ONTAP o cablaggio hardware per il tuo sistema di storage e-Series sul sito di supporto NetApp.

A proposito di questa attivita

E necessario specificare se includere il supporto multipathing quando si installa il pacchetto software Windows
Unified host Utilities. Scegliere MPIO se si dispone di pit percorsi dall’lhost Windows o dalla macchina virtuale
al sistema storage. Non scegliere MPIO solo se si utilizza un singolo percorso per il sistema storage.

@ La selezione di MPIO non ¢ disponibile per i sistemi Windows XP e Windows Vista; i/o multipath
non € supportato su questi sistemi operativi guest.

Per i guest Hyper-V, i dischi raw (pass-through) non vengono visualizzati nel sistema operativo guest se si
sceglie il supporto multipathing. E possibile utilizzare dischi raw o MPIO, ma non entrambi nel sistema
operativo guest.

Vedere "Installazione di Windows Unified host" per informazioni dettagliate.

Fasi
1. Scaricare la versione appropriata delle utility host unificate di Windows dal sito di supporto NetApp.

"Supporto NetApp"
2. Esegquire il file eseguibile e seguire le istruzioni visualizzate.
3. Riavviare I'host Windows quando richiesto.
Creare un aggregato

Se non si desidera utilizzare un aggregato esistente, € possibile creare un nuovo
aggregato per fornire storage fisico al volume che si sta eseguendo il provisioning.


https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
https://docs.netapp.com/us-en/ontap-sanhost/hu_wuhu_71.html
https://mysupport.netapp.com/site/global/dashboard

Fasi

1. Inserire 'URL https://IP-address-of-cluster-management-LIF In un browser Web e accedere
a System Manager utilizzando la credenziale dellamministratore del cluster.

2. Passare alla finestra aggregati.
3. Fare clic su Crea.

4. Seguire le istruzioni sullo schermo per creare I'aggregato utilizzando la configurazione RAID-DP
predefinita, quindi fare clic su Create (Crea).

Create Agaregate

To create an aggregate, select a disk type then specify the number of dizks.

Mame: aggr?
ﬁ Disk Type: SAS |-Browse |
Mumber of Disks: 8 g Mzx: & fexcluding 1 hot spare), min: 5 for RAID-DP
RAID Configuration: RAID-OP; RAID group size of 16 disks Change
Mew Usable Capacity: 4968 TB (Estimated)

Risultati

L’aggregato viene creato con la configurazione specificata e aggiunto all’elenco degli aggregati nella finestra
aggregati.

Decidere dove esegquire il provisioning del volume

Prima di eseguire il provisioning di un volume per contenere le LUN, € necessario
decidere se aggiungere il volume a una SVM (Storage Virtual Machine) esistente o se
creare una nuova SVM per il volume. Potrebbe inoltre essere necessario configurare
iISCSI su una SVM esistente.

A proposito di questa attivita

Se una SVM esistente & gia configurata con i protocolli necessari e dispone di LIF accessibili dall’host, & piu
semplice utilizzare la SVM esistente.

E possibile creare una nuova SVM per separare i dati o 'amministrazione da altri utenti del cluster di storage.
Non c’é alcun vantaggio nell’'utilizzo di SVM separate solo per separare protocolli diversi.

Procedura

» Se si desidera eseguire il provisioning dei volumi su una SVM gia configurata per iSCSI, verificare che il
servizio iISCSI sia in esecuzione e creare un LUN sulla SVM.

"Verificare che il servizio iSCSI sia in esecuzione su una SVM esistente"
"Creazione di un LUN"

« Se si desidera eseguire il provisioning di volumi su una SVM esistente con iSCSI abilitato ma non



configurato, configurare iISCSI sulla SVM esistente.
"Configurazione di iISCSI su una SVM esistente"

Questo accade quando non si segue questa procedura per creare la SVM durante la configurazione di un
protocollo diverso.

» Se si desidera eseguire il provisioning dei volumi su una nuova SVM, creare la SVM.

"Creazione di una nuova SVM"

Verificare che il servizio iSCSI sia in esecuzione su una SVM esistente

Se si sceglie di utilizzare una macchina virtuale di storage (SVM) esistente, &€ necessario
verificare che il servizio iISCSI sia in esecuzione su SVM.

Prima di iniziare
E necessario aver selezionato una SVM esistente in cui si intende creare una nuova LUN.

Fasi
1. Accedere alla finestra SVM.

2. Fare clic sulla scheda Impostazioni SVM.
3. Nel riquadro Protocols (protocolli), fare clic su iSCSI.

4. Verificare che il servizio iSCSI sia in esecuzione.

Service | Inftistor Securly

i Ex 0D s | EX Ratwan

EEE] Sarvice o-:-ﬂfr:ﬂ"- & M -runnag

SCSI Targel Node Hams gri 158208 com nedappias Fallas 22 et f a8 TO0S050STE0LT va d
SC5 Target Alay S

5051 Interfaces
0
Fiefwwiori infarface T Tacgst Ponal Group ¥ P Address
sca k1 1. ] 155338 %

T T 1029 10.53.33.5
5. Registrare le interfacce iSCSI elencate per SVM.
Cosa fare in seguito
Se il servizio iISCSI non € in esecuzione, avviare il servizio iISCSI o creare una nuova SVM.

Se sono presenti meno di due interfacce iISCSI per nodo, aggiornare la configurazione iSCSI sulla SVM o
creare una nuova SVM per iSCSI.

Creare un LUN

Per creare un LUN, utilizzare la procedura guidata Create LUN (Crea LUN). La procedura
guidata crea anche il igroup € mappa il LUN all'igroup, consentendo all’host specificato di



accedere al LUN.
Prima di iniziare
» Deve essere presente un aggregato con spazio libero sufficiente per contenere il LUN.

* Deve essere presente una macchina virtuale di storage (SVM) con il protocollo iSCSI abilitato e le
interfacce logiche (LIF) appropriate create.

« E necessario aver registrato il nome del nodo iSCSI Initiator dell’host.

I LUN vengono mappati a un sottoinsieme degli iniziatori nell’igroup per limitare il numero di percorsi dall’host
al LUN.

* Per impostazione predefinita, ONTAP utilizza la mappa LUN selettiva (SLM) per rendere il LUN accessibile
solo attraverso i percorsi sul nodo che possiede il LUN e il suo partner ad alta disponibilita (ha).

« E comunque necessario configurare tutte le LIF iSCSI su ogni nodo per la mobilita del LUN nel caso in cui
il LUN venga spostato in un altro nodo del cluster.

* Quando si sposta un volume o un LUN, & necessario modificare I'elenco dei nodi di reporting SLM prima di
spostarlo.

A proposito di questa attivita

Se l'organizzazione dispone di una convenzione di denominazione, & necessario utilizzare i nomi per il LUN, il
volume e cosi via che si adattano alla convenzione. In caso contrario, accettare i nomi predefiniti.

Fasi

1. Accedere alla finestra LUN.

2. Fare clic su Crea.

3. Cercare e selezionare una SVM in cui si desidera creare le LUN.
Viene visualizzata la procedura guidata di creazione del LUN.

4. Nella pagina General Properties (Proprieta generali), selezionare il tipo di LUN Windows 2008 o
versione successiva per i LUN utilizzati direttamente dall’host Windows oppure selezionare Hyper-V per i

LUN contenenti dischi rigidi virtuali (VHD) per le macchine virtuali Hyper-V.

Lasciare deselezionata la casella di controllo thin provisioning.

g You can specify the sze of the LUM. Storage will be optimized according to the type selected.

Type: ‘Windows 2008 or later v

Size: 750 GB -
] Thin Provisioned

5. Nella pagina LUN container, selezionare un volume FlexVol esistente.

E necessario assicurarsi che vi sia spazio sufficiente nel volume. Se non & disponibile spazio sufficiente
nei volumi esistenti, & possibile creare un nuovo volume.

6. Nella pagina Initiator Mapping, fare clic su Add Initiator Group (Aggiungi gruppo iniziatore), inserire le
informazioni richieste nella scheda General (Generale), quindi nella scheda Initiators (iniziatori), inserire il



nome del nodo iSCSI Initiator dell’host registrato.

7. Confermare i dettagli, quindi fare clic su fine per completare la procedura guidata.
Informazioni correlate

"Amministrazione del sistema"

Configurare iSCSI su una SVM esistente

E possibile configurare iSCSI su una macchina virtuale di storage (SVM) esistente e
creare un LUN e il relativo volume con una singola procedura guidata. Il protocollo iISCSI
deve essere gia abilitato ma non configurato su SVM. Queste informazioni sono destinate
alle SVM per le quali si stanno configurando piu protocolli, ma non sono ancora stati
configurati iISCSI.

Prima di iniziare
E necessario disporre di un numero sufficiente di indirizzi di rete per creare due LIF per ciascun nodo.

A proposito di questa attivita

I LUN vengono mappati a un sottoinsieme degli iniziatori nell’igroup per limitare il numero di percorsi dall’host
al LUN.

* ONTAP utilizza la mappa LUN selettiva (SLM) per rendere il LUN accessibile solo attraverso i percorsi sul
nodo che possiede il LUN e il suo partner ha.

« E comunque necessario configurare tutte le LIF iSCSI su ogni nodo per la mobilita del LUN nel caso in cui
il LUN venga spostato in un altro nodo del cluster.

« E necessario modificare I'elenco dei nodi di reporting SLM prima di spostare un volume o un LUN.

Fasi
1. Accedere alla finestra SVM.

2. Selezionare la SVM che si desidera configurare.

3. Nel riquadro SVMDetails (Dettagli SVM), verificare che iSCSI sia visualizzato con uno sfondo grigio, che
indica che il protocollo € abilitato ma non completamente configurato.

Se viene visualizzato iSCSI con uno sfondo verde, la SVM ¢ gia configurata.

Details
Protocols: MFS CIFS FCAFCoOE i5CSI
4. Fare clic sul collegamento del protocollo iSCSI con lo sfondo grigio.
Viene visualizzata la finestra Configure iSCSI Protocol (Configura protocollo iSCSI).
5. Configurare il servizio iSCSI e i LIF dalla pagina Configure iSCSI Protocol (Configura protocollo iSCSI):

a. Immettere un nome alias di destinazione.

b. Invio 2 Nel campo LIF per nodo.

Per garantire disponibilitd e mobilita dei dati, sono necessarie due LIF per ciascun nodo.

10
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c. Assegnare gli indirizzi IP per le LIF con una subnet o senza una subnet.

d. Nell’area Provision a LUN for iSCSI storage (fornitura di un LUN per lo storage iSCSI), immettere la
dimensione del LUN, il tipo di host e il nome dell'iniziatore iISCSI dell’host desiderati.

e. Fare clic su Invia e chiudi.

Configure New Protocol for Storage Yirtual Machine [SYM)

Configure iSCSI protocol

) Configure LIFs 1o access the data using 15051 protocol

Data Interface (LIF) Configuration

Provizian & LUN for iSCS] ctorage {Optional):

Target Alias vsl_alias

LIFs Per Node: s LLIM Size: S0 GB |¥
Miriun; 1, Maximm &) LUN 05 Type: |Windows 2008 or later | ¥

Azcipn IP Address Without 8 subnet T Host Initiatos: | ign. 2001-04.com axample:ats

IP Address: 10.10.10.10  Chaenge
Broadcast Domain; Default i

Adaprer Type MIC 2

I Review or mod ify LIF configuration (Advanced Settings)

6. Esaminare la pagina Riepilogo, registrare le informazioni LIF, quindi fare clic su OK.

Creare una nuova SVM

La SVM (Storage Virtual Machine) fornisce la destinazione iSCSI attraverso la quale un
host accede alle LUN. Quando si crea la SVM, si creano anche le interfacce logiche
(LIF), il LUN e il relativo volume. E possibile creare una SVM per separare i dati e le
funzioni di amministrazione di un utente da quelle degli altri utenti di un cluster.

Prima di iniziare
+ E necessario disporre di un numero sufficiente di indirizzi di rete per creare due LIF per ciascun nodo.

A proposito di questa attivita

I LUN vengono mappati a un sottoinsieme degli iniziatori nell’igroup per limitare il numero di percorsi dall’host
al LUN.

* Per impostazione predefinita, ONTAP utilizza la mappa LUN selettiva (SLM) per rendere il LUN accessibile
solo attraverso i percorsi sul nodo che possiede il LUN e il suo partner ha.

+ E comunque necessario configurare tutte le LIF iSCSI su ogni nodo per la mobilita del LUN nel caso in cui
il LUN venga spostato in un altro nodo del cluster.

* Quando si sposta un volume o un LUN, & necessario modificare I'elenco SLM-Reporting-Nodes prima di
procedere allo spostamento.

Fasi

11



1. Accedere alla finestra SVM.

2. Fare clic su Create (Crea).

3. Nella finestra Storage Virtual Machine (SVM) Setup, creare il campo SVM:

12

Storage Virtual Machine {SVM) Setup

o (1) o
Enter SWh basic details

SVM Details

@ Specify a unigue nare and the data protocols for the SYA

SWh Marme: wsll.example.cam

@ IPspace: R
(@ DataProtocals: W aFs W nFs W iscsl W OFOFCoE T

(7) Default Languaze: | CUTE-&[ cutf 2] h

The language af the Sk specifles the default language encoding setting for the S0R and

Itswolumes. Usinga settingthat Incorporates UTF-& character encoding 15 recommended.

@ Security Style: MTFS 7

Root Aggregater | data_D1_aggt h

. Specificare un nome univoco per la SVM.

Il nome deve essere un FQDN (Fully Qualified Domain Name) o seguire un’altra convenzione che
garantisca nomi univoci in un cluster.

. Selezionare I'lPSpace a cui appartiene la SVM.

Se il cluster non utilizza piu spazi IP, viene utilizzato I'lPSpace “Default”.

. Mantenere la selezione del tipo di volume predefinito.

Solo i volumi FlexVol sono supportati con i protocolli SAN.

. Selezionare tutti i protocolli per i quali si dispone di licenze e che & possibile utilizzare su SVM, anche

se non si desidera configurare immediatamente tutti i protocolli.

Selezionando sia NFS che CIFS quando si crea la SVM, questi due protocolli possono condividere le
stesse LIF. L'aggiunta di questi protocolli in un secondo momento non consente loro di condividere le
LIF.

Se CIFS € uno dei protocolli selezionati, lo stile di protezione viene impostato su NTFS. In caso
contrario, lo stile di protezione viene impostato su UNIX.

. Mantenere I'impostazione della lingua predefinita C.UTF-8.

. Selezionare I'aggregato root desiderato per contenere il volume root SVM.

L'aggregato per il volume di dati viene selezionato separatamente in una fase successiva.



g. Fare clic su Invia e continua.

La SVM viene creata, ma i protocolli non sono ancora configurati.

4. Se viene visualizzata la pagina Configure CIFS/NFS Protocol (Configura protocollo CIFS/NFS) perché
CIFS o NFS e stato attivato, fare clic su Skip (Ignora) e configurare CIFS o NFS in un secondo momento.

5. Configurare il servizio iISCSI e creare LIF, il LUN e il relativo volume dalla pagina Configure iSCSI
Protocol (Configura protocollo iSCSI):

a. Opzionale: inserire un nome alias di destinazione.
b. Assegnare I'indirizzo IP per le LIF utilizzando una subnet o senza una subnet.

C. Invio 2 Nel campo LIF per nodo.
Per garantire disponibilita e mobilita dei dati, sono necessarie due LIF per ciascun nodo.

d. Nell'area Provision a LUN for iSCSI storage (fornitura di un LUN per lo storage iSCSI), immettere la
dimensione del LUN, il tipo di host e il nome delliniziatore iISCSI dell’host desiderati.

e. Fare clic su Invia e continua.

Configure iSCSI protocol

'f__,' Configure LIFs to gccess the data using i5C51 protocol

Data Interface (LIF) Configuration

Provision @ LUM for i5C5l storage (Optionaly:

Target Alias: we]_dligs

LIFs Per Mode: 3 LU Size: 50 GE Vv
(Mfaiauar ¥, Maxiniuan & LUM O5 Type: Windows 2008 or later h

Assign IP Address: Without a subnet ¥ Hast Initiator: |iqn.2001-04.com.example:ab

IP Aaddress: 10.10.10010 Change
Broadeast Domain: Default w7

Adaptar Type: MIC i

I Review or rmodify LIF configuration (Advanced Settings)
6. Se viene visualizzata la pagina Configure FC/FCoE Protocol (Configura protocollo FC/FCoE) perché FC
e stato attivato, fare clic su Skip (Ignora), quindi configurare FC in un secondo momento.

7. Quando viene visualizzato il messaggio SVM Administration (Amministrazione SVM), configurare o
rinviare la configurazione di un amministratore separato per questa SVM:

o Fare clic su Ignora e configurare un amministratore in un secondo momento, se lo si desidera.
o Inserire le informazioni richieste, quindi fare clic su Submit & Continue (Invia e continua).

8. Esaminare la pagina Riepilogo, registrare le informazioni LIF, quindi fare clic su OK.

13



Avviare le sessioni iSCSI con la destinazione

L’host Windows deve disporre di una connessione iSCSI a ciascun nodo del cluster. Per
stabilire le sessioni dall’host, utilizzare la finestra di dialogo iISCSI Initiator Properties
(Proprieta iSCSI Initiator) sull’host.

Prima di iniziare
E necessario conoscere l'indirizzo IP di una LIF di dati iSCSI sulla macchina virtuale di storage (SVM) che
contiene il LUN a cui si sta accedendo.

A proposito di questa attivita

In ONTAP, I'host iSCSI deve disporre di percorsi per ciascun nodo del cluster. I| DSM nativo seleziona i
percorsi migliori da utilizzare. Se i percorsi non funzionano, il DSM nativo seleziona i percorsi alternativi.

| pulsanti e le etichette della finestra di dialogo Proprieta iSCSI Initiator variano a seconda delle versioni di
Windows. Alcuni dei passaggi dell’attivita includono piu di un pulsante o un nome di etichetta; € necessario
scegliere il nome che corrisponde alla versione di Windows in uso.

Fasi
1. Aprire la finestra di dialogo iSCSI Initiator Properties:

Per... Fare clic su...

Windows Server 2012 Server Manager > Dashboard > Tools > iSCSI
Initiator

Windows Server 2008 Start > Strumenti di amministrazione > iSCSI
Initiator

2. Nella scheda Discovery, fare clic su Discover Portal o Add Portal, quindi inserire 'indirizzo IP della porta
di destinazione iSCSI.

3. Nella scheda targets, selezionare la destinazione rilevata, quindi fare clic su Log on o Connect.

4. Selezionare Enable multi-path (attiva percorso multiplo), selezionare Automatically restore this
Connection when the computer starts (Ripristina automaticamente questa connessione all’avvio del
computer) o Add this Connection to the list of favorite targets (Aggiungi questa connessione all’elenco
di destinazioni preferite*), quindi

5. Per Local adapter, selezionare Microsoft iSCSI Initiator.

Il seguente esempio € da Windows Server 2008:
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Per Source IP o Initiator IP, selezionare l'indirizzo IP di una porta sulla stessa subnet o VLAN di una delle
LIF di destinazione iSCSI.

Mantenere i valori predefiniti per le restanti caselle di controllo, quindi fare clic su OK.

Nella scheda targets, selezionare nuovamente la stessa destinazione, quindi fare clic su Log on o
Connect.

Selezionare Enable multi-path (attiva percorso multiplo), selezionare Automatically restore this
Connection when the computer starts (Ripristina automaticamente questa connessione all’avvio del
computer) o Add this Connection to the list of favorite targets (Aggiungi questa connessione all’elenco
di destinazioni preferite*), quindi

Per Source IP (IP di origine) o Initiator IP (IP iniziatore), selezionare 'indirizzo IP di una porta diversa
sulla subnet o sulla VLAN di una LIF di destinazione iSCSI diversa.

Per Target Portal, selezionare I'indirizzo IP della LIF di destinazione iSCSI che corrisponde alla porta
appena selezionata per Source IP (IP di origine).

Mantenere i valori predefiniti per le restanti caselle di controllo, quindi fare clic su OK.

Ripetere i passaggi da 8 a 12 per connettersi a ciascun LIF di destinazione disponibile.

Rilevare nuovi dischi

| LUN sulla macchina virtuale di storage (SVM) vengono visualizzati come dischi sull’host
Windows. Tutti i nuovi dischi per LUN aggiunti al sistema non vengono rilevati
automaticamente dall’host. E necessario eseguire una nuova scansione manuale dei
dischi per rilevarli.
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Fasi
1. Aprire I'utility Gestione computer di Windows:

Se si utilizza... Selezionare...

Windows Server 2012 Strumenti > Gestione computer

Windows Server 2008 Start > Strumenti di amministrazione > Gestione
computer

Windows Server 2016 Start > Strumenti di amministrazione > Gestione
computer

2. Espandere il nodo Storage nella struttura di navigazione.
3. Fare clic su Disk Management (Gestione disco).

4. Fare clic su Action > Rescan Disks (Esegui scansione dischi).

Inizializzare e formattare il LUN

Quando I'host Windows accede per la prima volta a un nuovo LUN, non dispone di
partizione o file system. E necessario inizializzare il LUN e, facoltativamente, formattarlo
con un file system.

Prima di iniziare
I LUN deve essere stato rilevato dall’host di Windows.

A proposito di questa attivita
I LUN vengono visualizzati in Gestione disco di Windows come dischi.

E possibile inizializzare il disco come disco di base con una tabella di partizione GPT o MBR.
In genere si formatta il LUN con un file system come NTFS, ma alcune applicazioni utilizzano dischi raw.

Fasi
1. Avviare Gestione disco di Windows.

2. Fare clic con il pulsante destro del mouse sul LUN, quindi selezionare il tipo di disco o partizione richiesto.

3. Seguire le istruzioni della procedura guidata.
Se si sceglie di formattare il LUN come NTFS, selezionare la casella di controllo Esegui un rapido
formato.
Verificare che I’host sia in grado di scrivere e leggere dal LUN

Prima di utilizzare il LUN, verificare che I'host sia in grado di scrivere i dati sul LUN e di
leggerli.

Prima di iniziare

Il LUN deve essere inizializzato e formattato con un file system.
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A proposito di questa attivita

Se il nodo del cluster di storage su cui viene creata la LUN puo essere eseguito il failover nel nodo partner, &
necessario verificare la lettura dei dati mentre si verifica il failover del nodo. Questo test potrebbe non essere
possibile se il cluster di storage € in uso in produzione.

Se uno dei test non riesce, verificare che il servizio iISCSI sia in esecuzione e controllare i percorsi iISCSI verso
il LUN.

Fasi
1. Sull’host, copiare uno o piu file nel LUN.

2. Copiare di nuovo i file in un’altra cartella sul disco originale.

3. Confrontare i file copiati con l'originale.
E possibile utilizzare comp Al prompt dei comandi di Windows per confrontare due file.

4. Opzionale: eseguire il failover del nodo del cluster di storage contenente il LUN e verificare che sia ancora
possibile accedere ai file sul LUN.

5. Utilizzare il DSM nativo per visualizzare i percorsi al LUN e verificare di disporre del numero di percorsi
previsto.

Vengono visualizzati due percorsi per il nodo del cluster di storage su cui viene creata la LUN e due
percorsi per il nodo partner.
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