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Installa e configura

Installare I’hardware per lo switch NetApp CN1610

Per installare I'hardware dello switch NetApp CN1610, utilizzare le istruzioni contenute in
una delle seguenti guide.

* "Guida all'installazione 1G".
Panoramica delle caratteristiche hardware e software dello switch CN1601 e del processo di installazione.
* "Guida all'installazione 10G"

Panoramica delle funzionalita hardware e software dello switch CN1610 e descrizione delle funzionalita
per installare lo switch e accedere alla CLI.

Installa il software FASTPATH

Quando installi il software FASTPATH sugli switch NetApp , devi iniziare I'aggiornamento
dal secondo switch, cs2.

Requisiti di revisione
Prima di iniziare
Assicurati di avere quanto segue:

» Un backup attuale della configurazione dello switch.

» Un cluster completamente funzionante (nessun errore nei log, nessuna scheda di interfaccia di rete (NIC)
del cluster difettosa o problemi simili).

« Collegamenti delle porte completamente funzionali sullo switch del cluster.
« Tutte le porte del cluster sono configurate.
« Tutte le interfacce logiche del cluster (LIF) configurate (non devono essere state migrate).

* Un percorso di comunicazione di successo: I' ONTAP (privilegio: avanzato) cluster ping-cluster
-node nodel il comando deve indicare che larger than PMTU communication ha successo su tutti
i percorsi.

» Una versione supportata di FASTPATH e ONTAP.

Assicurati di consultare la tabella di compatibilita degli switch sul "Switch NetApp CN1601 e CN1610"
pagina per le versioni FASTPATH e ONTAP supportate.

Installa FASTPATH

La seguente procedura utilizza la sintassi clustered Data ONTAP 8.2. Di conseguenza, il cluster Vserver, i
nomi LIF e 'output CLI sono diversi da quelli in Data ONTAP 8.3.

Possono esserci dipendenze tra i comandi della sintassi nelle versioni RCF e FASTPATH.


https://library.netapp.com/ecm/ecm_download_file/ECMP1117853
https://library.netapp.com/ecm/ecm_download_file/ECMP1117824
http://mysupport.netapp.com/NOW/download/software/cm_switches_ntap/

Informazioni sugli esempi
Gli esempi in questa procedura utilizzano la seguente nomenclatura di switch e nodi:

* | due switch NetApp sono cs1 e cs2.

* | due cluster LIF sono clus1 e clus2.

| Vserver sono vs1 e vs2.

* IL cluster: :*> il prompt indica il nome del cluster.

* Le porte del cluster su ciascun nodo sono denominate e1a ed e2a.

"Hardware Universe"contiene maggiori informazioni sulle porte cluster effettivamente supportate sulla tua
piattaforma.

* | collegamenti Inter-Switch (ISL) supportati sono le porte da 0/13 a 0/16.

* Le connessioni dei nodi supportate sono le porte da 0/1 a 0/12.

Passaggio 1: migrazione del cluster

1. Se AutoSupport € abilitato su questo cluster, sopprimere la creazione automatica dei casi richiamando un
messaggio AutoSupport :

system node autosupport invoke -node * -type all - message MAINT=xh

X € la durata della finestra di manutenzione in ore.

Il messaggio AutoSupport avvisa il supporto tecnico di questa attivita di manutenzione, in
@ modo che la creazione automatica dei casi venga soppressa durante la finestra di
manutenzione.

2. Accedi allo switch come amministratore. Di default non esiste una password. Al (cs2) # prompt, inserisci
il enable comando. Anche in questo caso, non esiste una password predefinita. Cido consente di accedere
alla modalita Privileged EXEC, che consente di configurare l'interfaccia di rete.

Mostra esempio

(cs2) # enable
Password (Enter)
(cs2) #

3. Sulla console di ciascun nodo, migrare clus2 sulla porta e1a:

network interface migrate


https://hwu.netapp.com/

Mostra esempio

cluster::*> network interface migrate -vserver vsl -1if clus2

-destnode nodel -dest-port ela

cluster::*> network interface migrate -vserver vs2 -1if clus2

—-destnode node2 -dest-port ela

4. Sulla console di ciascun nodo, verificare che la migrazione sia avvenuta:

network interface show

L'esempio seguente mostra che clus2 & migrato sulla porta e1a su entrambi i nodi:

Mostra esempio

cluster:

Vserver

false

vs2

false

Passaggio 2: installare il software FASTPATH

Logical
Interface

clusl
clus2

clusl
clus2

Status

Network

Admin/Open Address/Mask

up/up
up/up

up/up
up/up

10.
10.

10.
10.

1. Chiudere la porta e2a del cluster su entrambi i nodi:

network port modify

10.
10.

10.
10.

10
10

10
10

.1/16
.2/16

.1/16
.2/16

:*> network interface show -role cluster

Current
Node

nodel
nodel

node?2
node?2

Current
Port

ela
ela

ela
ela

Is
Home

true

true



Mostra esempio

L’esempio seguente mostra la porta e2a disattivata su entrambi i nodi:

cluster::*> network port modify -node nodel -port e2a -up-admin
false
cluster::*> network port modify -node node2 -port e2a -up-admin
false

2. Verificare che la porta e2a sia disattivata su entrambi i nodi:
network port show

Mostra esempio

cluster::*> network port show -role cluster

Auto-Negot Duplex Speed
(Mbps)
Node Port Role Link MTU Admin/Oper Admin/Oper Admin/Oper
nodel
ela cluster up 9000 true/true full/full auto/10000
e2a cluster down 9000 true/true full/full auto/10000
node?2

ela cluster wup 9000 true/true full/full auto/10000
e2a cluster down 9000 true/true full/full auto/10000

3. Disattivare le porte Inter-Switch Link (ISL) su cs1, lo switch NetApp attivo:

Mostra esempio

(csl) # configure

(csl) (config) # interface 0/13-0/16
(csl) (Interface 0/13-0/16) # shutdown
(csl) (Interface 0/13-0/16) # exit
(csl) (config) # exit

4. Eseguire il backup dellimmagine attiva corrente su cs2.



Mostra esempio

(cs2) # show bootvar

Image Descriptions

active:

backup:

Images currently available on Flash

unit active backup current-active next-
active
1 1.1.0.3 1.1.0.1 1.1.0.3 1.1.0.3

(cs2) # copy active backup
Copying active to backup
Copy operation successful

(cs2) #

5. Scarica il file immagine sullo switch.

Copiando il file immagine nellimmagine attiva, al riavvio tale immagine stabilisce la versione FASTPATH in
esecuzione. L'immagine precedente rimane disponibile come backup.



Mostra esempio

(cs2) # copy tftp://10.0.0.1/NetApp CN1610 1.1.0.5.stk active

/Y TETP

Set ServVer IP. ... iiteeeeeeennenennaenens 10.0.0.1

= i o ./

FLLEMEMMB 6 6 0 000 000000000000000000000000000¢ NetApp CN1610 1.1.0.5.stk
[ = = B 7 T Code

Destination Filename.......o.oeeeeeeeeeeennn active

Management access will be blocked for the duration of the transfer
Are you sure you want to start? (y/n) y
TFTP Code transfer starting...

File transfer operation completed successfully.

6. Verificare la versione in esecuzione del software FASTPATH.

show version



Mostra esempio

(cs2) # show version

Switch: 1

System Description.................. Broadcom Scorpion 56820
Development System - 16 TENGIG,
1.1.0.3, Linux 2.6.21.7

Machine TyP . e vt eeeeeneeeeonneneas Broadcom Scorpion 56820
Development System - 16TENGIG

Machine Model.. ...t iiiineenennn. BCM-56820

Serial Number.......eeeeeeeeennenens 10611100004

FRU NUmber. ... oottt eeeeeeeeeenns

Part Number...... ...t eennennn. BCM56820

Maintenance Level......uoeeeeeenennnn A

Manufacturer. .. ...t ieteeeneenns Oxbc00

Burned In MAC AddreSS...ceeeeeeennns 00:A0:98:4B:A9:AA

Software Version.......cuoeeeeeeneeeen. 1.1.0.3

Operating System........coviieunn.. Linux 2.6.21.7

Network Processing Device........... BCM56820 BO

Additional Packages........ieeeee... FASTPATH QOS

FASTPATH IPv6 Management

7. Visualizza le immagini di avvio per la configurazione attiva e di backup.

show bootvar



Mostra esempio

(cs2) # show bootvar

Image Descriptions

active

backup

Images currently available on Flash

unit active backup current-active next-
active
1 1.1.0.3 1.1.0.3 1.1.0.3 1.1.0.5

8. Riavviare lo switch.
reload

Mostra esempio

(cs2) # reload

Are you sure you would like to reset the system? (y/n) vy

System will now restart!

Passaggio 3: convalidare I'installazione

1. Effettua nuovamente 'accesso e verifica la nuova versione del software FASTPATH.

show version



Mostra esempio

(cs2) # show version

Switch: 1

System Description...................
TENGIG,

Machine TypPe. ..o ittt teeeeeeennns

Machine Model. ...ttt eeerennnnennn
Serial Number. ......coiteeeeeeeeeenn.
FRU NUMDET .« ittt ittt it ettt et eeeaeenn
Part Number. ..... .ottt eenennennns
Maintenance Level..... ..t eeeennn.
Manufacturer...... ..ttt enn..
Burned In MAC AddresSsS.....ce.eeeeeeenn
Software Version........ooeeeeeeeenen..
Operating System........cuoieereennn..
Network Processing Device............
Additional Packages.........coiii....

2. Attivare le porte ISL su cs1, lo switch attivo.
configure

Mostra esempio

3. Verificare che gli ISL siano operativi:
show port-channel 3/1

Il campo Stato collegamento dovrebbe indicare Up .

Broadcom Scorpion 56820
Development System - 16

1.1.0.5, Linux 2.6.21.7
Broadcom Scorpion 56820
Development System - 16TENGIG
BCM-56820

10611100004

BCM56820

O0xbc00

00:A0:98:4B:A9:AA
1.1.0.5

Linux 2.6.21.7
BCM56820 BO

FASTPATH QOS

FASTPATH IPv6 Management

(csl) # configure

(csl) (config) # interface 0/13-0/16
(csl) (Interface 0/13-0/16) # no shutdown
(csl) (Interface 0/13-0/16) # exit

(csl) (config) # exit



Mostra esempio

(cs2) # show port-channel 3/1

LoCal INterfacCe. i v it ettt et ettt eeeeeennens 3/1
Channel Name. ... .ottt tit it ettt eneeeeeneneenns ISL-LAG
Link State. ...ttt ittt i ettt eeeenaaaeaas Up
Admin MOde . i v i ittt it ettt ettt enneeeeneenean Enabled
4 Static
Load Balance Option. .. et eeeeeeeeeeeeenanenens 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full True
partner/long

0/16 actor/long 10G Full True
partner/long

4. Copia il running-config file al startup-config file quando sei soddisfatto delle versioni del software
e delle impostazioni degli switch.

Mostra esempio

(cs2) # write memory

This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y
Config file 'startup-config' created successfully

Configuration Saved!

5. Abilitare la seconda porta del cluster, e2a, su ciascun nodo:

network port modify

10



Mostra esempio

cluster::*> network port modify -node nodel -port eZ2a -up-admin true

cluster::*> **network port modify -node node2 -port e2a -up-admin

true**

6. Ripristina clus2 associato alla porta e2a:

network interface revert

A seconda della versione del software ONTAP , il LIF potrebbe ripristinarsi automaticamente.

Mostra esempio

cluster::*> network interface revert -vserver Cluster -1if nl clus2

cluster::*> network interface revert -vserver Cluster -1if n2 clus2

7. Verificare che il LIF sia ora a casa(true ) su entrambi i nodi:

network interface show -role cluster

Mostra esempio

cluster::*> network interface show -role cluster

Logical
Vserver Interface
vsl
clusl
clus?
vs2
clusl
clus?

8. Visualizza lo stato dei nodi:

cluster show

Status

up/up
up/up

up/up
up/up

Network
Admin/Oper Address/Mask

10
10

10
10

.10.10.1/24
.10.10.2/24

.10.10.1/24
.10.10.2/24

Current
Node

nodel

nodel

node?2
node?2

Current
Port

ela
e2a

ela
e2a

Is
Home

true

true

true

true
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Mostra esempio

cluster::> cluster show

Node Health Eligibility
nodel true true
node?2 true true

9. Ripetere i passaggi precedenti per installare il software FASTPATH sull’altro switch, cs1.

10. Se hai disattivato la creazione automatica dei casi, riattivala richiamando un messaggio AutoSupport :

system node autosupport invoke -node * -type all -message MAINT=END

Installare un file di configurazione di riferimento su uno
switch CN1610

Seguire questa procedura per installare un file di configurazione di riferimento (RCF).

Prima di installare un RCF, &€ necessario migrare i LIF del cluster dallo switch cs2. Dopo l'installazione € la
convalida del’RCF, & possibile effettuare nuovamente la migrazione dei LIF.

Requisiti di revisione
Prima di iniziare
Assicurati di avere quanto segue:

» Un backup attuale della configurazione dello switch.

* Un cluster completamente funzionante (nessun errore nei log, nessuna scheda di interfaccia di rete (NIC)
del cluster difettosa o problemi simili).

« Collegamenti delle porte completamente funzionali sullo switch del cluster.
* Tutte le porte del cluster sono configurate.
« Tutte le interfacce logiche del cluster (LIF) sono configurate.

* Un percorso di comunicazione di successo: I' ONTAP (privilegio: avanzato) cluster ping-cluster
-node nodel il comando deve indicare che larger than PMTU communication ha successo su tutti
i percorsi.

* Una versione supportata di RCF e ONTAP.

Assicurati di consultare la tabella di compatibilita degli switch sul "Switch NetApp CN1601 e CN1610"
pagina per le versioni RCF e ONTAP supportate.

Installare ’RCF

La seguente procedura utilizza la sintassi clustered Data ONTAP 8.2. Di conseguenza, il cluster Vserver, i

12


http://mysupport.netapp.com/NOW/download/software/cm_switches_ntap/

nomi LIF e 'output CLI sono diversi da quelli in Data ONTAP 8.3.

Possono esserci dipendenze tra i comandi della sintassi nelle versioni RCF e FASTPATH.

Nella versione 1.2 di RCF, il supporto per Telnet € stato esplicitamente disabilitato per motivi di

@ sicurezza. Per evitare problemi di connettivita durante l'installazione di RCF 1.2, verificare che
Secure Shell (SSH) sia abilitato. IL "Guida del’amministratore dello switch NetApp CN1610"
contiene maggiori informazioni su SSH.

Informazioni sugli esempi
Gli esempi in questa procedura utilizzano la seguente nomenclatura di switch e nodi:

* | due switch NetApp sono cs1 e cs2.

* | due cluster LIF sono clus1 e clus2.

* | Vserver sono vs1 e vs2.

* IL cluster: : *> il prompt indica il nome del cluster.

* Le porte del cluster su ciascun nodo sono denominate e1a ed e2a.

"Hardware Universe"contiene maggiori informazioni sulle porte cluster effettivamente supportate sulla tua
piattaforma.

* | collegamenti Inter-Switch (ISL) supportati sono le porte da 0/13 a 0/16.
* Le connessioni dei nodi supportate sono le porte da 0/1 a 0/12.
* Una versione supportata di FASTPATH, RCF e ONTAP.

Assicurati di consultare la tabella di compatibilita degli switch sul "Switch NetApp CN1601 e CN1610"
pagina per le versioni FASTPATH, RCF e ONTAP supportate.

Passaggio 1: migrazione del cluster

1. Salva le informazioni di configurazione correnti dello switch:

write memory

13


https://library.netapp.com/ecm/ecm_get_file/ECMP1117874
https://hwu.netapp.com/
http://mysupport.netapp.com/NOW/download/software/cm_switches_ntap/

Mostra esempio

L'esempio seguente mostra la configurazione dello switch corrente salvata nella configurazione di

awvio(startup-config ) file sullo switch cs2:

(cs2) # write memory
This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) vy
Config file 'startup-config' created successfully.

Configuration Saved!

2. Sulla console di ciascun nodo, migrare clus2 sulla porta e1a:
network interface migrate

Mostra esempio

cluster::*> network interface migrate -vserver vsl -1if clus2

-source-node nodel -destnode nodel -dest-port ela

cluster::*> network interface migrate -vserver vs2 -1if clus2

—-source-node node?2 -destnode node2 -dest-port ela

3. Sulla console di ciascun nodo, verificare che la migrazione sia avvenuta:
network interface show -role cluster

Mostra esempio

L’esempio seguente mostra che clus2 & migrato sulla porta e1a su entrambi i nodi:

cluster::*> network port show -role cluster
clusl up/up 10.10.10.1/16 node?2 ela
clus?2 up/up 10.10.10.2/16 node?2 ela
false

4. Chiudere la porta e2a su entrambi i nodi:

network port modify

14
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Mostra esempio

L’esempio seguente mostra la porta e2a disattivata su entrambi i nodi:

cluster::*> network port modify -node nodel -port e2a -up-admin

false

cluster::*> network port modify -node node2 -port e2a -up-admin

false

5. Verificare che la porta e2a sia disattivata su entrambi i nodi:
network port show

Mostra esempio

cluster::*> network port show -role cluster

Auto-Negot Duplex

(Mbps)
Node Port Role Link MTU Admin/Oper Admin/Oper
nodel
ela cluster up 9000 true/true full/full
ela cluster down 9000 true/true full/full
node?2
ela cluster up 9000 true/true full/full
ela cluster down 9000 true/true full/full

6. Chiudere le porte ISL su cs1, lo switch NetApp attivo.

Mostra esempio

(csl) # configure

(csl) (config) # interface 0/13-0/16
(csl) (interface 0/13-0/16) # shutdown
(csl) (interface 0/13-0/16) # exit
(csl) (config) # exit

Speed

Admin/Oper

auto/10000
auto/10000

auto/10000
auto/10000

15



Passaggio 2: installare RCF

1. Copiare I'RCF sullo switch.

@ Devi impostare il . scr estensione come parte del nome del file prima di richiamare lo script.
Questa estensione € I'estensione per il sistema operativo FASTPATH.

Lo switch convalidera automaticamente lo script durante il download sullo switch e I'output verra inviato
alla console.

Mostra esempio

(cs2) # copy tftp://10.10.0.1/CN1610 CS RCF vl.l.txt nvram:script
CN1610 CS RCF vl.l.scr

[the script is now displayed line by line]

Configuration script validated.
File transfer operation completed successfully.

2. Verifica che lo script sia stato scaricato e salvato con il nome file che gli hai assegnato.

Mostra esempio

(cs2) # script list

Configuration Script Name Size (Bytes)
running-config.scr 6960
CN1610 CS RCF vl.l.scr 2199

2 configuration script(s) found.
6038 Kbytes free.

3. Convalida lo script.

(D Lo script viene convalidato durante il download per verificare che ogni riga sia una riga di
comando switch valida.

Mostra esempio

(cs2) # script validate CN1610 CS RCF vl.l.scr
[the script is now displayed line by line]
Configuration script 'CN1610 CS RCF vl.l.scr' validated.

16



4. Applicare lo script allo switch.

Mostra esempio

(cs2) #script apply CN1610 CS RCF vl.l.scr

Are you sure you want to apply the configuration script? (y/n) vy
[the script is now displayed line by line].

Configuration script 'CN1610 CS RCF vl.l.scr' applied.

5. Verificare che le modifiche siano state implementate sullo switch.

(cs2) # show running-config

L’esempio mostra il running-config file sullo switch. E necessario confrontare il file con 'RCF per
verificare che i parametri impostati siano quelli previsti.

6. Salva le modifiche.

7. Imposta il running-config file per essere quello standard.

Mostra esempio

(cs2) # write memory
This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

8. Riavviare lo switch e verificare che running-config il file & corretto.

Dopo aver completato il riavvio, € necessario effettuare I'accesso, visualizzare il running-config file,
quindi cercare la descrizione sull’interfaccia 3/64, che é I'etichetta della versione per RCF.

17



Mostra esempio

(cs2) # reload

The system has unsaved changes.
Would you like to save them now? (y/n) y

Config file 'startup-config' created successfully.
Configuration Saved!

System will now restart!

9. Attivare le porte ISL su cs1, lo switch attivo.

Mostra esempio

(csl) # configure

(csl) (config)# interface 0/13-0/16
(csl) (Interface 0/13-0/16)# no shutdown
(csl) (Interface 0/13-0/16)# exit

(csl) (config)# exit

10. Verificare che gli ISL siano operativi:

18
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Il campo Stato collegamento dovrebbe indicare Up .



Mostra esempio

(cs2) # show port-channel 3/1

LoCal INterfacCe. i v it ettt et ettt eeeeeennens 3/1
Channel Name. ... .ottt tit it ettt eneeeeeneneenns ISL-LAG
Link State. ...ttt ittt i ettt eeeenaaaeaas Up
Admin MOde . i v i ittt it ettt ettt enneeeeneenean Enabled
4 Static
Load Balance Option. .. et eeeeeeeeeeeeenanenens 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full True
partner/long

0/16 actor/long 10G Full True
partner/long

11. Attivare la porta e2a del cluster su entrambi i nodi:
network port modify

Mostra esempio

L'esempio seguente mostra la porta e2a attivata su node1 e node2:

cluster::*> network port modify -node nodel -port eZ2a -up-admin true
cluster::*> network port modify -node node2 -port e2a -up-admin true

Passaggio 3: convalidare I’'installazione

1. Verificare che la porta e2a sia attiva su entrambi i nodi:

network port show -role cluster



Mostra esempio

cluster::*> network port show -role cluster

Auto-Negot Duplex Speed (Mbps)
Node Port Role Link MTU Admin/Oper Admin/Oper Admin/Oper
nodel
ela cluster wup 9000 true/true full/full auto/10000
e2a cluster up 9000 true/true full/full auto/10000
node?2

ela cluster wup 9000 true/true full/full auto/10000
e2a cluster up 9000 true/true full/full auto/10000

2. Su entrambi i nodi, ripristinare clus2 associato alla porta e2a:
network interface revert

A seconda della versione di ONTAP in uso, il LIF potrebbe ripristinarsi automaticamente.

Mostra esempio

cluster::*> network interface revert -vserver nodel -1if clus?2

cluster::*> network interface revert -vserver node2 -1if clus2

3. Verificare che il LIF sia ora a casa(true ) su entrambi i nodi:

network interface show -role cluster

Mostra esempio

cluster::*> network interface show -role cluster

Logical Status Network Current Current Is
Vserver Interface Admin/Oper Address/Mask Node Port Home
vsl

clusl up/up 10.10.10.1/24 nodel ela true

clus? up/up 10.10.10.2/24 nodel e2a true
vs2

clusl up/up 10.10.10.1/24 node2 ela true

clus? up/up 10.10.10.2/24 node? e2a true
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4. Visualizza lo stato dei membri del nodo:
cluster show

Mostra esempio

cluster::> cluster show

Node Health Eligibility
nodel

true true
node?2

true true

5. Copia il running-config file al startup-config file quando sei soddisfatto delle versioni del software
e delle impostazioni degli switch.

Mostra esempio

(cs2) # write memory
This operation may take a few minutes.
Management interfaces will not be available during this time.

Are you sure you want to save? (y/n) y
Config file 'startup-config' created successfully.

Configuration Saved!

6. Ripetere i passaggi precedenti per installare RCF sull’altro switch, cs1.

Cosa succedera ora?
"Configurare il monitoraggio dello stato dello switch"

Installa il software FASTPATH e RCF per ONTAP 8.3.1 e
versioni successive

Seguire questa procedura per installare il software FASTPATH e gli RCF per ONTAP
8.3.1 e versioni successive.

| passaggi di installazione sono gli stessi sia per gli switch di gestione NetApp CN1601 che per gli switch

cluster CN1610 che eseguono ONTAP 8.3.1 o versioni successive. Tuttavia, i due modelli richiedono software
e RCF diversi.
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https://docs.netapp.com/it-it/ontap-systems-switches/switch-cshm/config-overview.html

Requisiti di revisione

Prima di iniziare

Assicurati di avere quanto segue:

Un backup attuale della configurazione dello switch.

Un cluster completamente funzionante (nessun errore nei log, nessuna scheda di interfaccia di rete (NIC)
del cluster difettosa o problemi simili).

Collegamenti delle porte completamente funzionali sullo switch del cluster.
Tutte le porte del cluster sono configurate.
Tutte le interfacce logiche del cluster (LIF) configurate (non devono essere state migrate).

Un percorso di comunicazione di successo: I' ONTAP (privilegio: avanzato) cluster ping-cluster
-node nodel il comando deve indicare che larger than PMTU communication ha successo su tutti
i percorsi.

Una versione supportata di FASTPATH, RCF e ONTAP.

Assicurati di consultare la tabella di compatibilita degli switch sul "Switch NetApp CN1601 e CN1610"
pagina per le versioni FASTPATH, RCF e ONTAP supportate.

Installa il software FASTPATH

La seguente procedura utilizza la sintassi clustered Data ONTAP 8.2. Di conseguenza, il cluster Vserver, i
nomi LIF e 'output CLI sono diversi da quelli in Data ONTAP 8.3.

Possono esserci dipendenze tra i comandi della sintassi nelle versioni RCF e FASTPATH.

Nella versione 1.2 di RCF, il supporto per Telnet € stato esplicitamente disabilitato per motivi di

@ sicurezza. Per evitare problemi di connettivita durante l'installazione di RCF 1.2, verificare che

Secure Shell (SSH) sia abilitato. IL "Guida del’amministratore dello switch NetApp CN1610"
contiene maggiori informazioni su SSH.

Informazioni sugli esempi

Gli esempi in questa procedura utilizzano la seguente nomenclatura di switch e nodi:
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| due nomi degli switch NetApp sono cs1 e cs2.

I nomi dell'interfaccia logica del cluster (LIF) sono node1_clus1 e node1_clus2 per node1, e node2_clus1 e
node2_clus2 per node2. (E possibile avere fino a 24 nodi in un cluster.)

Il nome della macchina virtuale di archiviazione (SVM) & Cluster.
IL clusterl: :*> il promptindica il nome del cluster.

Le porte del cluster su ciascun nodo sono denominate e0a ed eOb.

"Hardware Universe"contiene maggiori informazioni sulle porte cluster effettivamente supportate sulla tua
piattaforma.

| collegamenti Inter-Switch (ISL) supportati sono le porte da 0/13 a 0/16.

Le connessioni dei nodi supportate sono le porte da 0/1 a 0/12.


http://mysupport.netapp.com/NOW/download/software/cm_switches_ntap/
https://library.netapp.com/ecm/ecm_get_file/ECMP1117874
https://hwu.netapp.com/

Passaggio 1: migrazione del cluster

1. Visualizza informazioni sulle porte di rete sul cluster:

network port show -ipspace cluster

Mostra esempio

L'esempio seguente mostra il tipo di output del comando:

clusterl::> network port show -ipspace cluster

(Mbps)
Node Port
Admin/Oper

ela
auto/10000

e0b
auto/10000
node?2

ela
auto/10000

e0b
auto/10000

4 entries were displayed.

2. Visualizza informazioni sui LIF nel cluster:

Cluster

Cluster

Cluster

Cluster

Broadcast Domain Link

MTU

Cluster

Cluster

Cluster

Cluster

network interface show -role cluster

up

up

up

up

9000

9000

9000

9000

Speed
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Mostra esempio

L'esempio seguente mostra le interfacce logiche sul cluster. In questo esempio il —role il parametro
visualizza informazioni sui LIF associati alle porte del cluster:

clusterl::> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl wup/up 10.254.66.82/16 nodel
ela true

nodel clus2 up/up 10.254.206.128/16 nodel
e0b true

node2 clusl up/up 10.254.48.152/16 node?2
ela true

node2 clus2 up/up 10.254.42.74/16 node?2
eOb true

4 entries were displayed.

3. Su ciascun nodo rispettivo, utilizzando un LIF di gestione dei nodi, migrare node1_clus2 su e0a su node1 e
node2_ clus2 su ela su node2:

network interface migrate

E necessario immettere i comandi nelle console del controller che possiedono i rispettivi LIF del cluster.

Mostra esempio

clusterl::>
nodel clus2
clusterl::>
node2 clus?2

network interface
—-destination-node
network interface

-destination-node

migrate -vserver Cluster -1if

nodel -destination-port ela

migrate -vserver Cluster -1if

node?2 -destination-port ela

Per questo comando, il nome del cluster & sensibile alla distinzione tra maiuscole e
minuscole e il comando deve essere eseguito su ciascun nodo. Non & possibile eseguire
questo comando nel cluster generale LIF.

4. Verificare che la migrazione sia avvenuta utilizzando il network interface show comando su un nodo.
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Mostra esempio

L’esempio seguente mostra che clus2 & migrato sulla porta eOa sui nodi node1 e node2:

clusterl::> **network interface show -role cluster**

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 10.254.66.82/16 nodel
ela true

nodel clus2 up/up 10.254.206.128/16 nodel
ela false

node2 clusl wup/up 10.254.48.152/16 node2
ela true

node2 clus2 up/up 10.254.42.74/16 node?2
ela false

4 entries were displayed.

5. Modificare il livello di privilegio in avanzato, immettendo y quando richiesto per continuare:
set -privilege advanced
Viene visualizzato il prompt avanzato (*>).
6. Chiudere la porta e0b del cluster su entrambi i nodi:
network port modify -node node name -port port name -up-admin false
E necessario immettere i comandi nelle console del controller che possiedono i rispettivi LIF del cluster.

Mostra esempio

L'esempio seguente mostra i comandi per chiudere la porta eOb su tutti i nodi:

clusterl::*> network port modify -node nodel -port e0b -up-admin
false
clusterl::*> network port modify -node node2 -port e0b -up-admin
false

7. Verificare che la porta e0b sia chiusa su entrambi i nodi:
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network port show

Mostra esempio

clusterl::*> network port show -role cluster

(Mbps)
Node Port
Admin/Oper

Broadcast Domain Link

MTU

ela
auto/10000

eOb
auto/10000
node?2

ela
auto/10000

eOb
auto/10000

4 entries were displayed.

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

8. Disattivare le porte Inter-Switch Link (ISL) su cs1.

Mostra esempio

csl
csl
csl
csl
csl

PR
—_ — — ~— ~—

#configure

(Config) #interface 0/13-0/16
(Interface 0/13-0/16) #shutdown
(Interface 0/13-0/16) #exit
(Config) #exit

9. Eseguire il backup dellimmagine attiva corrente su cs2.
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up

down

up

down

9000

9000

9000

9000

Speed



Mostra esempio

(cs2) # show bootvar
Image Descriptions
active

backup

Images currently available on Flash

1 1,1,0.5 1,1,0.3 Lol.0.5 1,1,0.5

(cs2) # copy active backup
Copying active to backup
Copy operation successful

Passaggio 2: installare il software FASTPATH e RCF

1. Verificare la versione in esecuzione del software FASTPATH.



2.
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Mostra esempio

(cs2) # show version

Switch: 1
System DescCription......ee et e e et eeeeeeennenns NetApp CN1610,
1.1.0.5, Linux
2.6.21.7
MaChINE Ty e e vttt ettt te e et neeeeeneeenaneeneans NetApp CN1610
Machine Model. ... ..ottt ittt et eeeeeeeeeeaeenn CN1610
Serial NUMDET . .. ittt ittt ettt eeeeeeonaenns 20211200106
Burned In MAC AddresSS. v it et eeeeeeeneeeeans 00:A0:98:21:83:69
Software VerSion. ... ettt et eeeeeeeeeeaeens 1.1.0.5
Operating System. ...t iin ettt eeeeeeneeennnn Linux 2.6.21.7
Network Processing DevicCe..........cviviuenenn.. BCM56820 BO
Part NUMDET . it ittt it e et e et ettt eeeeeeeeaaeans 111-00893
--More-- or (g)uit
Additional PacKkagesS. .. ..o ei i ittt eeeeeenanenn FASTPATH QOS
FASTPATH IPvV6
Management

Scarica il file immagine sullo switch.

Copiando il file immagine nellimmagine attiva, al riavvio tale immagine stabilisce la versione FASTPATH in
esecuzione. L'immagine precedente rimane disponibile come backup.



Mostra esempio

(cs2) #copy
sftp://root@10.22.201.50//tftpboot/NetApp CN1610 1.2.0.7.stk active

Remote Password:****x**xxx*

Y SETP

SeL SeIVETY TP . it ittt ittt eeeeeeenaeeeaneenns 10.22.201.50
o /tftpboot/
Filename. @ v vttt et ittt et et e ee e oeeeesoeeeenees

NetApp CN1610 1.2.0.7.stk

DAt T P e v e et ettt et ee e eeeeeeeeeeeeeeeeeaeenans Code
Destination Filename. .......cuoeeteeeeeeennennens active

Management access will be blocked for the duration of the transfer
Are you sure you want to start? (y/n) y
SFTP Code transfer starting...

File transfer operation completed successfully.

3. Confermare le versioni del’'immagine di avvio corrente e successiva:

show bootvar

Mostra esempio

(cs2) #show bootvar
Image Descriptions
active

backup

Images currently available on Flash



4. Installare 'RCF compatibile per la nuova versione dellimmagine sullo switch.
Se la versione RCF é gia corretta, attivare le porte ISL.

Mostra esempio

(cs2) #copy tftp://10.22.201.50//CN1610 CS RCF vl1.2.txt nvram:script
CN1610 CS RCF vl.2.scr

L L TETP

Set Server IP. ...ttt ittt ittt ittt 10.22.201.50
== ol o P /

Filename. @ v vttt et et ettt eeeeeeeneeeeanaeneaas
CN1610 CS RCF vl1.2.txt

= ot A 7 1 Config Script

Destination Filename. .......uiiteeeeeeeennnn
CN1610 CS RCF vl.2.scr

File with same name already exists.
WARNING:Continuing with this command will overwrite the existing
file.

Management access will be blocked for the duration of the transfer

Are you sure you want to start? (y/n) y
Validating configuration script...
[the script is now displayed line by line]

Configuration script validated.
File transfer operation completed successfully.

@ IL . scr I'estensione deve essere impostata come parte del nome del file prima di
richiamare lo script. Questa estensione & per il sistema operativo FASTPATH.

Lo switch convalida automaticamente lo script quando viene scaricato sullo switch. L'output va alla
console.

5. Verifica che lo script sia stato scaricato e salvato con il nome file che gli hai assegnato.
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Mostra esempio

(cs2) #script list
Configuration Script Name Size (Bytes)

CN1610 CS RCF vl.2.scr 2191

1 configuration script(s) found.
2541 Kbytes free.

6. Applicare lo script allo switch.

Mostra esempio

(cs2) #script apply CN1610 CS RCF vl.2.scr

Are you sure you want to apply the configuration script? (y/n) vy
[the script is now displayed line by line]...

Configuration script 'CN1610 CS RCF vl.2.scr' applied.

7. Verificare che le modifiche siano state applicate allo switch, quindi salvarle:
show running-config

Mostra esempio

(cs2) 4#show running-config

8. Salvare la configurazione in esecuzione in modo che diventi la configurazione di avvio quando si riavvia lo
switch.
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Mostra esempio

(cs2) #write memory

This operation may take a few minutes.

Management interfaces will not be available during this time.
Are you sure you want to save? (y/n) y

Config file 'startup-config' created successfully.

Configuration Saved!

9. Riavviare lo switch.

Mostra esempio

(cs2) #reload

The system has unsaved changes.
Would you like to save them now? (y/n) vy

Config file 'startup-config' created successfully.
Configuration Saved!
System will now restart!

Passaggio 3: convalidare I’'installazione

1. Effettuare nuovamente 'accesso e verificare che lo switch esegua la nuova versione del software
FASTPATH.
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Mostra esempio

(cs2) #show version

Switch: 1

System Description...........uiiiiiiiiennn. NetApp CN1610,
1.2.0.7,Linux
3.8.13-4ce360e8

MaChINE Ty e e vttt ettt te e et neeeeeneeenaneeneans NetApp CN1610
Machine Model. ... ..ottt ittt et eeeeeeeeeeaeenn CN1610

Serial NUMDET . .. ittt ittt ettt eeeeeeonaenns 20211200106
Burned In MAC AddresSS. v it et eeeeeeeneeeeans 00:A0:98:21:83:69
Software VerSion. ... ettt et eeeeeeeeeeaeens 1.2.0.7
Operating System. ...t iin ettt eeeeeeneeennnn Linux 3.8.13-
4ce360e8

Network Processing DeviCe........ueiiuennenenn.. BCM56820 BO
Part NUMbDETr . ...ttt ittt ittt e ettt eeeee s 111-00893
CPLD VeI SIOM . v vttt teeeeeenneeeeneeeeaneeneaans 0x5
Additional PacCkagesS. ... ueieeeeeteneeeenneeenn FASTPATH QOS

FASTPATH IPv6

Management

Dopo aver completato il riavvio, € necessario effettuare I'accesso per verificare la versione dellimmagine,
visualizzare la configurazione in esecuzione e cercare la descrizione sull’interfaccia 3/64, che & I'etichetta

della versione per RCF.
2. Attivare le porte ISL su cs1, lo switch attivo.

Mostra esempio

(csl) #configure

(csl) (Config) #interface 0/13-0/16
(csl) (Interface 0/13-0/16) #no shutdown
(csl) (Interface 0/13-0/16) #exit

(csl) (Config) f#exit

3. Verificare che gli ISL siano operativi:
show port-channel 3/1

Il campo Stato collegamento dovrebbe indicare Up .
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Mostra esempio

(csl) #show port-channel 3/1

LoCal INterfacCe. i v it ettt et ettt eeeeeennens 3/1
Channel Name. ... .ottt tit it ettt eneeeeeneneenns ISL-LAG
Link State. ...ttt ittt i ettt eeeenaaaeaas Up
Admin MOde . i v i ittt it ettt ettt enneeeeneenean Enabled
4 Static
Load Balance Option. .. et eeeeeeeeeeeeenanenens 7

(Enhanced hashing mode)

Mbr Device/ Port Port

Ports Timeout Speed Active

0/13 actor/long 10G Full True
partner/long

0/14 actor/long 10G Full True
partner/long

0/15 actor/long 10G Full False
partner/long

0/16 actor/long 10G Full True
partner/long

4. Attiva la porta e0b del cluster su tutti i nodi:
network port modify
E necessario immettere i comandi nelle console del controller che possiedono i rispettivi LIF del cluster.

Mostra esempio

L’esempio seguente mostra la porta eOb attivata su node1 e node2:

clusterl::*> network port modify -node nodel -port e0b -up-admin
true
clusterl::*> network port modify -node node2 -port e0b -up-admin
true

5. Verificare che la porta e0b sia attiva su tutti i nodi:

network port show -ipspace cluster
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Mostra esempio

clusterl::*> network port show -ipspace cluster

Speed

(Mbps)
Node Port IPspace Broadcast Domain Link MTU
Admin/Oper
nodel

ela Cluster Cluster up 9000
auto/10000

e0b Cluster Cluster up 9000
auto/10000
node?2

ela Cluster Cluster up 9000
auto/10000

elb Cluster Cluster up 9000
auto/10000

4 entries were displayed.

6. Verificare che il LIF sia ora a casa(true ) su entrambi i nodi:

network interface show -role cluster



Mostra esempio

clusterl::*> network interface show -role cluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl wup/up 169.254.66.82/16 nodel
ela true

nodel clus2 wup/up 169.254.206.128/16 nodel
e0b true

node2 clusl up/up 169.254.48.152/16 node2
ela true

node2 clus2 up/up 169.254.42.74/16 node?2
e0b true

4 entries were displayed.

7. Mostra lo stato dei membri del nodo:
cluster show

Mostra esempio

clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

2 entries were displayed.

8. Torna al livello di privilegio amministratore:

set -privilege admin

9. Ripetere i passaggi precedenti per installare il software FASTPATH e RCF sull’altro switch, cs1.
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Configurare I’hardware per lo switch NetApp CN1610

Per configurare I'hardware e il software dello switch per 'ambiente cluster, fare
riferimento a "Guida all’installazione e alla configurazione degli switch CN1601 e
CN1610".
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