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Shelf di dischi per sistemi hardware ONTAP

Shelf NS224

Shelf hot-add

Flusso di lavoro con aggiunta a caldo - NS224 ripiani

Segui questi passaggi per aggiungere a caldo lo shelf NS224.

Prima di iniziare

• Questa procedura si applica solo allo storage collegato direttamente. Per visualizzare le istruzioni per lo
spazio di archiviazione collegato allo switch, vedere la nostra "guida del cablaggio collegata allo switch".

• Per aggiungere a caldo uno shelf NS224, la coppia ha deve soddisfare determinati requisiti. Esaminare la
"requisiti e best practice aggiuntivi a caldo".

"Preparati ad aggiungere a caldo il tuo shelf"

A seconda del modello di piattaforma in uso, potrebbe essere necessario installare schede o moduli i/o PCIe
RoCE aggiuntivi, configurare le porte Ethernet non dedicate compatibili RoCE per l’utilizzo dello storage,
ridefinire uno shelf esistente su due set di porte in diversi slot per una maggiore resilienza rispetto ai guasti
dello slot, e disabilitare l’assegnazione automatica della guida se si assegna manualmente la proprietà della
guida.

"Installare lo shelf"

Per installare il ripiano, installare il kit guide per il ripiano, quindi installare e fissare il ripiano nel rack o
nell’armadietto per telecomunicazioni. Quindi, collegare i cavi di alimentazione allo shelf e assegnare un ID
shelf univoco per assicurare la distinzione tra shelf nella coppia ha.

"Collegare lo shelf"

Collega lo shelf che stai aggiungendo a caldo in modo da avere due connessioni a ogni controller nella coppia
ha.

"Completare l’aggiunta a caldo"

Se è stata disattivata l’assegnazione automatica delle unità come parte della preparazione per l’aggiunta a
caldo, è necessario assegnare manualmente la proprietà delle unità e riabilitare l’assegnazione automatica
delle unità, se necessario.

Requisiti e Best practice per l’aggiunta a caldo di shelf NS224

Prima di aggiungere a caldo uno shelf, assicurati di rivedere i requisiti e le Best practice.
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Requisiti

Per aggiungere a caldo uno shelf NS224, la coppia ha deve soddisfare determinati requisiti.

• Versione ONTAP supportata: Il modello di piattaforma e la versione di ONTAP devono supportare lo shelf
NS224 e le unità che si stanno aggiungendo a caldo. Vedere "NetApp Hardware Universe"

• Numero di ripiani: La coppia ha deve avere un numero inferiore al numero massimo di ripiani supportati,
almeno dal numero di ripiani che si prevede di aggiungere a caldo.

Non è possibile superare il numero massimo di shelf supportati dalla coppia ha dopo l’aggiunta a caldo
degli shelf. Vedere "NetApp Hardware Universe".

• Cablaggio:

◦ Assicurarsi di disporre del numero e del tipo di cavi corretti per collegare il ripiano. Vedere "NetApp
Hardware Universe".

◦ Se si aggiunge a caldo uno shelf a una coppia ha che dispone già di uno shelf NS224, la coppia ha
non può visualizzare messaggi di errore relativi al cablaggio dello storage e deve essere cablata come
ha multipath.

È possibile eseguire "Active IQ Config Advisor" per visualizzare eventuali messaggi di errore del
cablaggio di storage e le azioni correttive da intraprendere.

Best practice

Prima di aggiungere a caldo uno shelf NS224, familiarizzare con le seguenti Best practice.

• Disk Qualification Package: si consiglia di installare la versione corrente di "Pacchetto di Disk
Qualification" prima di aggiungere a caldo uno shelf.

L’installazione della versione corrente di DQP consente al sistema di riconoscere e utilizzare dischi appena
qualificati. In questo modo si evitano messaggi di eventi di sistema relativi alla presenza di informazioni
non aggiornate sui dischi e alla prevenzione della partizione dei dischi perché i dischi non vengono
riconosciuti. Inoltre, il DQP notifica la presenza di firmware del disco non aggiornato.

• Active IQ Config Advisor: la procedura migliore è quella di eseguire "Active IQ Config Advisor" prima e
dopo l’aggiunta a caldo di uno shelf.

L’esecuzione di Active IQ Config Advisor prima dell’aggiunta a caldo di uno shelf offre una panoramica
della connettività Ethernet (ENET) esistente, verifica le versioni del firmware NSM (NVMe Shelf Module) e
ti consente di verificare l’ID dello shelf già in uso nella coppia ha.

L’esecuzione di Active IQ Config Advisor dopo l’aggiunta a caldo di uno shelf consente di verificare che gli
shelf siano cablati correttamente e che gli shelf ID siano univoci all’interno della coppia ha.

• Firmware NSM: la procedura migliore è quella di disporre delle versioni correnti di "Firmware NVMe Shelf
Module (NSM)" e "firmware del disco" sul sistema di archiviazione prima di aggiungere un nuovo shelf.

Non riportare il firmware a una versione che non supporta lo shelf e i relativi componenti.

Preparazione per un hot-add - NS224 ripiani

Completa le attività di preparazione applicabili alla tua coppia ha prima di aggiungere a
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caldo uno shelf NS224.

Una volta completate le attività di preparazione applicabili, passare a "Installare uno shelf per un’aggiunta a
caldo".

Installare schede PCIe o moduli i/o compatibili con RoCE

Se il tuo modello di piattaforma supporta l’utilizzo di schede o moduli i/o PCIe compatibili con RoCE, la coppia
ha deve disporre di un numero sufficiente di porte Ethernet compatibili con RoCE per supportare il numero di
shelf che stai aggiungendo a caldo.

Fasi

1. Per ogni shelf che stai aggiungendo a caldo, verifica che esistano due porte compatibili con RoCE su ogni
controller.

Queste porte possono essere integrate nei controller, su schede PCIe compatibili con RoCE, una
combinazione di entrambi, o su moduli i/o compatibili con RoCE, come supportato dal modello di
piattaforma.

2. Se la coppia ha non dispone di porte RoCE sufficienti, installare le schede PCIe aggiuntive o i moduli i/o
negli slot del controller corretti, come supportato dal modello di piattaforma in uso.

a. Identificare gli slot del controller corretti per il modello di piattaforma in uso. Vedere "NetApp Hardware
Universe".

b. Consultare la documentazione del modello di piattaforma per le istruzioni di installazione della scheda
PCIe o del modulo i/O.

Configurare le porte compatibili con RoCE per l’utilizzo dello storage

Se la coppia ha dispone di porte Ethernet RoCE non dedicate utilizzate per l’aggiunta a caldo di uno shelf
NS224, è necessario configurare le porte per l’utilizzo dello storage (non per l’utilizzo di networking).

Prima di iniziare

• Accertarsi di aver installato in ogni controller eventuali schede PCIe o moduli i/o aggiuntivi compatibili con
RoCE.

A proposito di questa attività

• Per alcuni modelli di piattaforma, quando una scheda PCIe o un modulo i/o compatibile RoCE viene
installato in uno slot supportato su un controller, le porte vengono automaticamente impostate per
impostazione predefinita sull’utilizzo dello storage (invece che del networking); tuttavia, si consiglia di
completare la seguente procedura per verificare che le porte compatibili con RoCE siano configurate per
l’utilizzo dello storage.

• Se si stabilisce che le porte non dedicate compatibili con RoCE nella coppia ha non sono configurate per
l’utilizzo dello storage, la configurazione delle porte non comporta interruzioni. Non è necessario riavviare i
controller, a meno che uno o entrambi non siano in modalità di manutenzione. Questa procedura
presuppone che nessuno dei controller sia in modalità di manutenzione.

• Se in futuro sarà necessario modificare le porte dall’utilizzo dello storage all’utilizzo della rete, immettere il
comando , storage port modify -node node_name -port port_name -mode network.

Fasi

1. Accedere al cluster utilizzando SSH o la porta seriale della console.

2. Inserisci il seguente comando per verificare se le porte non dedicate nella coppia ha sono configurate per
l’utilizzo dello storage:
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storage port show

◦ Se la coppia ha utilizza ONTAP 9.8 o versione successiva, vengono visualizzate le porte non dedicate
storage in Mode colonna.

◦ Se la coppia ha utilizza ONTAP 9,7, nella State colonna vengono visualizzate anche enabled le
porte non dedicate visualizzate false nella Is Dedicated? colonna.

Quando le porte non dedicate non sono configurate per l’utilizzo dello storage, l’output
del comando visualizza quanto segue:

▪ Se la coppia ha utilizza ONTAP 9.8 o versione successiva, vengono visualizzate le
porte non dedicate network in Mode colonna.

▪ Se la coppia ha utilizza ONTAP 9,7, nella State colonna vengono visualizzate
anche disabled le porte non dedicate visualizzate false nella Is Dedicated?`
colonna.

3. Se le porte non dedicate sono configurate per l’utilizzo dello storage, la procedura è terminata.

In caso contrario, è necessario configurare le porte completando i seguenti passaggi.

4. Configurare le porte non dedicate per l’utilizzo dello storage su uno dei controller:

È necessario ripetere il comando applicabile per ciascuna porta che si sta configurando.

Se la coppia ha è in

esecuzione…

Utilizzare questo comando…

ONTAP 9.8 o versione
successiva

storage port modify -node node_name -port port_name -mode

storage

ONTAP 9.7 storage port enable -node node_name -port port_name

5. Ripetere il passaggio precedente per il secondo controller.

6. Verificare che le porte non dedicate su entrambi i controller siano configurate per l’utilizzo dello storage:
storage port show

◦ Se la coppia ha utilizza ONTAP 9.8 o versione successiva, vengono visualizzate le porte non dedicate
storage in Mode colonna.

◦ Se la coppia ha utilizza ONTAP 9,7, nella State colonna vengono visualizzate anche enabled le
porte non dedicate visualizzate false nella Is Dedicated? colonna.

Possibilità di recuperare gli scaffali esistenti

Prima di aggiungere a caldo altri shelf, a seconda del modello di piattaforma in uso, potrebbe essere
necessario ricollocare uno shelf esistente (dopo aver installato le schede PCIe o i moduli i/o aggiuntivi
compatibili RoCE) su due set di porte in slot diversi, per garantire la resilienza in caso di guasto a uno slot.

Prima di iniziare

• Accertarsi di aver installato in ogni controller eventuali schede PCIe o moduli i/o aggiuntivi compatibili con
RoCE.
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• Assicurarsi che le porte non dedicate sulle schede PCIe RoCE o sui moduli i/o installati siano configurate
per l’utilizzo dello storage.

A proposito di questa attività

• La ricablaggio delle connessioni delle porte è una procedura senza interruzioni quando lo shelf dispone di
connettività multipath-ha.

• Spostare un cavo alla volta per mantenere sempre la connettività al ripiano durante questa procedura.

Lo spostamento di un cavo non richiede alcun tempo di attesa tra lo scollegamento del cavo
da una porta e il collegamento a un’altra porta.

• Se necessario, fare riferimento alle illustrazioni del cablaggio del ripiano per il modello di piattaforma in uso
nella "Panoramica del cablaggio per un hot-add".

Fasi

1. Possibilità di recuperare i collegamenti dello shelf esistente su due set di porte compatibili RoCE in slot
diversi, in base al modello di piattaforma utilizzato.

◦ Per sistemi AFF:
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AFF A1K

Fai una delle seguenti operazioni se stai aggiungendo a caldo un secondo ripiano o un quarto
ripiano.

Se disponi di una coppia ha AFF A1K e stai aggiungendo a caldo un terzo shelf e
installando un terzo o quarto modulo i/o compatibile RoCE in ciascun controller, il
terzo shelf è cablato solo al terzo o al quarto modulo i/O. Non è necessario
recuperare gli scaffali esistenti.

▪ Se si sta aggiungendo a caldo un secondo shelf, è possibile riciclare il primo shelf attraverso i
moduli i/o compatibili con RoCE nello slot 11 e nello slot 10 di ciascun controller.

Le fasi secondarie presuppongono che lo shelf esistente sia cablato a un modulo i/o
compatibile con RoCE nello slot 11 su ciascun controller.

i. Sul controller A, spostare il cavo dalla porta b (e11b) dello slot 11 alla porta b (e10b) dello
slot 10.

ii. Ripetere lo stesso cavo per spostare il controller B.

▪ Se si sta aggiungendo a caldo un quarto shelf, è possibile riciclare il terzo shelf attraverso i
moduli i/o compatibili con RoCE nello slot 9 e nello slot 8 di ciascun controller.

Le fasi secondarie presuppongono che il terzo ripiano sia cablato a un modulo i/o compatibile
con RoCE nello slot 9 su ciascun controller.

i. Sul controller A, spostare il cavo dalla porta b (e9b) dello slot 9 alla porta b (e8b) dello slot
8.

ii. Ripetere lo stesso cavo per spostare il controller B.

AFF A70, AFF A90 o AFF C80

Se si sta aggiungendo a caldo un secondo shelf, è possibile riciclare il primo shelf attraverso i
moduli i/o compatibili con RoCE nello slot 11 e nello slot 8 di ciascun controller.

Le fasi secondarie presuppongono che lo shelf esistente sia cablato a un modulo i/o compatibile
con RoCE nello slot 11 su ciascun controller.

a. Sul controller A, spostare il cavo dalla porta b (e11b) dello slot 11 alla porta b (e8b) dello slot
8.

b. Ripetere lo stesso cavo per spostare il controller B.

AFF A800 o AFF C800

Se si sta aggiungendo a caldo un secondo shelf, è possibile riciclare il primo shelf attraverso i due
set di porte compatibili RoCE nello slot 5 e nello slot 3 di ciascun controller.

I passaggi secondari presuppongono che lo shelf esistente sia collegato a schede PCIe
compatibili con RoCE nello slot 5 di ciascun controller.

a. Sul controller A, spostare il cavo dalla porta b (e5b) dello slot 5 alla porta b (e3b) dello slot 3.

b. Ripetere lo stesso cavo per spostare il controller B.

AFF A700
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Se si sta aggiungendo a caldo un secondo shelf, è possibile riciclare il primo shelf attraverso i due
set di porte compatibili RoCE nello slot 3 e nello slot 7 di ciascun controller.

I passaggi secondari presuppongono che lo shelf esistente sia collegato ai moduli i/o compatibili
con RoCE nello slot 3 di ciascun controller.

a. Sul controller A, spostare il cavo dallo slot 3, porta b (e3b) allo slot 7, porta b (e7b).

b. Ripetere lo stesso cavo per spostare il controller B.

AFF A400 o AFF C400

Se si sta aggiungendo a caldo un secondo ripiano, a seconda del modello di piattaforma,
eseguire una delle seguenti operazioni:

▪ Su AFF A400:

È possibile recuperare il primo shelf attraverso i due set di porte compatibili RoCE, integrate
e0c/e0d e nello slot 5, su ciascun controller.

Questa procedura secondaria presuppone che lo shelf esistente sia collegato via cavo a porte
integrate e0c/e0d compatibili con RoCE su ciascun controller.

i. Sul controller A, spostare il cavo dalla porta e0d allo slot 5 porta b (e5b).

ii. Ripetere lo stesso cavo per spostare il controller B.

▪ Su AFF C400:

Possibilità di recuperare il primo shelf sui due set di porte compatibili con RoCE negli slot 4 e
5, su ciascun controller.

Le fasi secondarie presuppongono che lo shelf esistente sia cablato a porte compatibili con
RoCE nello slot 4 su ciascun controller.

i. Sul controller A, spostare il cavo dallo slot 4 porta a (e4a) allo slot 5 porta b (e5b).

ii. Ripetere lo stesso cavo per spostare il controller B.

AFF A900

Fai una delle seguenti operazioni se stai aggiungendo a caldo un secondo ripiano o un quarto
ripiano.

▪ Se si sta aggiungendo a caldo un secondo shelf, è possibile riciclare il primo shelf attraverso i
moduli i/o compatibili con RoCE nello slot 2 e nello slot 10 di ciascun controller.

Le fasi secondarie presuppongono che lo shelf esistente sia cablato a un modulo i/o
compatibile con RoCE nello slot 2 su ciascun controller.

i. Sul controller A, spostare il cavo dalla porta b (e2b) dello slot 2 alla porta b (e10b) dello
slot 10.

ii. Ripetere lo stesso cavo per spostare il controller B.

▪ Se si sta aggiungendo a caldo un quarto shelf, è possibile riciclare il terzo shelf attraverso i
moduli i/o compatibili con RoCE nello slot 1 e nello slot 11 di ciascun controller.

Le fasi secondarie presuppongono che il terzo ripiano sia cablato a un modulo i/o compatibile
con RoCE nello slot 1 su ciascun controller.
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i. Sul controller A, spostare il cavo dalla porta b (e1b) dello slot 1 alla porta b (e11b) dello
slot 11.

ii. Ripetere lo stesso cavo per spostare il controller B.

AFF A30, AFF C30, AFF A50 o AFF C60

Se si sta aggiungendo a caldo un secondo shelf, è possibile riciclare il primo shelf attraverso i
moduli i/o compatibili con RoCE nello slot 3 e nello slot 1 di ciascun controller.

Le fasi secondarie presuppongono che lo shelf esistente sia cablato a un modulo i/o compatibile
con RoCE nello slot 3 su ciascun controller.

a. Sul controller A, spostare il cavo dalla porta b (e3b) dello slot 3 alla porta b (e1b) dello slot 1.

b. Ripetere lo stesso cavo per spostare il controller B.

◦ Per sistemi ASA:
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ASA A1K

Fai una delle seguenti operazioni se stai aggiungendo a caldo un secondo ripiano o un quarto
ripiano.

Se disponi di una coppia ha ASA A1K e stai aggiungendo a caldo un terzo shelf e
installando un terzo o quarto modulo i/o compatibile RoCE in ciascun controller, il
terzo shelf è cablato solo al terzo o al quarto modulo i/O. Non è necessario
recuperare gli scaffali esistenti.

▪ Se si sta aggiungendo a caldo un secondo shelf, è possibile riciclare il primo shelf attraverso i
moduli i/o compatibili con RoCE nello slot 11 e nello slot 10 di ciascun controller.

Le fasi secondarie presuppongono che lo shelf esistente sia cablato a un modulo i/o
compatibile con RoCE nello slot 11 su ciascun controller.

i. Sul controller A, spostare il cavo dalla porta b (e11b) dello slot 11 alla porta b (e10b) dello
slot 10.

ii. Ripetere lo stesso cavo per spostare il controller B.

▪ Se si sta aggiungendo a caldo un quarto shelf, è possibile riciclare il terzo shelf attraverso i
moduli i/o compatibili con RoCE nello slot 9 e nello slot 8 di ciascun controller.

Le fasi secondarie presuppongono che il terzo ripiano sia cablato a un modulo i/o compatibile
con RoCE nello slot 9 su ciascun controller.

i. Sul controller A, spostare il cavo dalla porta b (e9b) dello slot 9 alla porta b (e8b) dello slot
8.

ii. Ripetere lo stesso cavo per spostare il controller B.

ASA A70 o ASA A90

Se si sta aggiungendo a caldo un secondo shelf, è possibile riciclare il primo shelf attraverso i
moduli i/o compatibili con RoCE nello slot 11 e nello slot 8 di ciascun controller.

Le fasi secondarie presuppongono che lo shelf esistente sia cablato a un modulo i/o compatibile
con RoCE nello slot 11 su ciascun controller.

a. Sul controller A, spostare il cavo dalla porta b (e11b) dello slot 11 alla porta b (e8b) dello slot
8.

b. Ripetere lo stesso cavo per spostare il controller B.

ASA A800 o ASA C800

Se si sta aggiungendo a caldo un secondo shelf, è possibile riciclare il primo shelf attraverso i due
set di porte compatibili RoCE nello slot 5 e nello slot 3 di ciascun controller.

I passaggi secondari presuppongono che lo shelf esistente sia collegato a schede PCIe
compatibili con RoCE nello slot 5 di ciascun controller.

a. Sul controller A, spostare il cavo dalla porta b (e5b) dello slot 5 alla porta b (e3b) dello slot 3.

b. Ripetere lo stesso cavo per spostare il controller B.

ASA A400 o ASA C400
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Se si sta aggiungendo a caldo un secondo ripiano, a seconda del modello di piattaforma,
eseguire una delle seguenti operazioni:

▪ Sul ASA A400:

È possibile recuperare il primo shelf attraverso i due set di porte compatibili RoCE, integrate
e0c/e0d e nello slot 5, su ciascun controller.

Questa procedura secondaria presuppone che lo shelf esistente sia collegato via cavo a porte
integrate e0c/e0d compatibili con RoCE su ciascun controller.

i. Sul controller A, spostare il cavo dalla porta e0d allo slot 5 porta b (e5b).

ii. Ripetere lo stesso cavo per spostare il controller B.

▪ Sul ASA C400:

Possibilità di recuperare il primo shelf sui due set di porte compatibili con RoCE negli slot 4 e
5, su ciascun controller.

Le fasi secondarie presuppongono che lo shelf esistente sia cablato a porte compatibili con
RoCE nello slot 4 su ciascun controller.

i. Sul controller A, spostare il cavo dallo slot 4 porta a (e4a) allo slot 5 porta b (e5b).

ii. Ripetere lo stesso cavo per spostare il controller B.

ASA A900

Fai una delle seguenti operazioni se stai aggiungendo a caldo un secondo ripiano o un quarto
ripiano.

▪ Se si sta aggiungendo a caldo un secondo shelf, è possibile riciclare il primo shelf attraverso i
moduli i/o compatibili con RoCE nello slot 2 e nello slot 10 di ciascun controller.

Le fasi secondarie presuppongono che lo shelf esistente sia cablato a un modulo i/o
compatibile con RoCE nello slot 2 su ciascun controller.

i. Sul controller A, spostare il cavo dalla porta b (e2b) dello slot 2 alla porta b (e10b) dello
slot 10.

ii. Ripetere lo stesso cavo per spostare il controller B.

▪ Se si sta aggiungendo a caldo un quarto shelf, è possibile riciclare il terzo shelf attraverso i
moduli i/o compatibili con RoCE nello slot 1 e nello slot 11 di ciascun controller.

Le fasi secondarie presuppongono che il terzo ripiano sia cablato a un modulo i/o compatibile
con RoCE nello slot 1 su ciascun controller.

i. Sul controller A, spostare il cavo dalla porta b (e1b) dello slot 1 alla porta b (e11b) dello
slot 11.

ii. Ripetere lo stesso cavo per spostare il controller B.

ASA A30 o ASA A50

Se si sta aggiungendo a caldo un secondo shelf, è possibile riciclare il primo shelf attraverso i
moduli i/o compatibili con RoCE nello slot 3 e nello slot 1 di ciascun controller.

Le fasi secondarie presuppongono che lo shelf esistente sia cablato a un modulo i/o compatibile
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con RoCE nello slot 3 su ciascun controller.

a. Sul controller A, spostare il cavo dalla porta b (e3b) dello slot 3 alla porta b (e1b) dello slot 1.

b. Ripetere lo stesso cavo per spostare il controller B.

2. Verificare che il ripiano cablato sia collegato correttamente utilizzando "Active IQ Config Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Disattivare l’assegnazione automatica della guida

Se stai assegnando manualmente la proprietà dei dischi per lo shelf NS224 che stai aggiungendo a caldo, devi
disabilitare l’assegnazione automatica dei dischi, se è attivata.

Se non si è certi della necessità di assegnare manualmente la proprietà delle unità o se si desidera
comprendere l’assegnazione automatica dei criteri di proprietà delle unità per il sistema di storage in uso,
visitare il sito Web all’indirizzo "Informazioni sull’assegnazione automatica della proprietà del disco".

Fasi

1. Verificare se l’assegnazione automatica dei dischi è abilitata: storage disk option show

È possibile immettere il comando su uno dei nodi.

Se l’assegnazione automatica dell’unità è attivata, l’uscita viene visualizzata on nella Auto Assign
colonna (per ogni nodo).

2. Se l’assegnazione automatica dei dischi è attivata, disattivarla: storage disk option modify -node
node_name -autoassign off

È necessario disattivare l’assegnazione automatica delle unità su entrambi i nodi.

Installare uno shelf per un hot-add - NS224 ripiani

È necessario installare uno shelf NS224 in un cabinet o un rack per telecomunicazioni,
collegare i cavi di alimentazione (che si accendono automaticamente sullo shelf) e
impostare l’ID dello shelf.

Prima di iniziare

• Assicurarsi di disporre di una graffetta con un lato raddrizzato o di una penna a sfera con punta stretta.

Per modificare l’ID dello scaffale, utilizzare la graffetta o la penna a sfera per accedere al pulsante ID dello
scaffale dietro il pannello ODP (Operator Display Panel) per il passo di modifica dell’ID dello scaffale.

• Comprendere che un ripiano NS224 completamente carico può pesare fino a 30,29 kg (66,78 lb) con
NSM100 moduli o una media di 25,8 kg (56,8 lb) con NSM100B moduli e richiede due persone per il
sollevamento o l’uso di un sollevatore idraulico. Evitare di rimuovere i componenti dello scaffale (dalla parte
anteriore o posteriore dello scaffale) per ridurre il peso dello scaffale, in quanto il peso dello scaffale
diventa sbilanciato.

Fasi

1. Installare il kit guide per il ripiano, secondo necessità, seguendo le istruzioni fornite con il kit.
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Utilizzare sempre il kit guide appropriato per il proprio ripiano per installarlo in un rack o in
un armadietto.

2. Installare il ripiano:

a. Posizionare la parte posteriore del ripiano sulle guide, quindi sostenere il ripiano dal basso e farlo
scorrere nell’armadietto o nel rack per telecomunicazioni.

Se si installano più shelf, posizionare il primo shelf direttamente sopra i controller. Posizionare il
secondo ripiano direttamente sotto i controller. Ripetere questo modello per tutti i ripiani aggiuntivi.

b. Fissare il ripiano all’armadietto o al rack per telecomunicazioni utilizzando le viti di montaggio incluse
nel kit.

3. Collegare l’alimentazione:

a. Collegare i cavi di alimentazione allo shelf e fissarli in posizione.

Se si tratta di alimentatori CA, fissarli in posizione con il fermo del cavo di alimentazione.

Se si tratta di alimentatori CC, fissarli in posizione con le due viti ad alette.

a. Collegare i cavi di alimentazione a diverse fonti di alimentazione per una maggiore resilienza.

Uno shelf si accende quando viene collegato a una fonte di alimentazione; non dispone di interruttori di
alimentazione. Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

4. Impostare l’ID dello shelf su un numero univoco all’interno della coppia ha:

Per istruzioni più dettagliate, vedere "Modifica dell’ID di uno shelf - shelf NS224".

Tappo terminale dello scaffale

Mascherina dello scaffale

Numero ID ripiano
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Pulsante ID ripiano

a. Rimuovere il cappuccio terminale sinistro e individuare il piccolo foro a destra dei LED.

b. Inserire l’estremità di una graffetta o di uno strumento simile nel piccolo foro per raggiungere il pulsante
ID dello scaffale.

c. Tenere premuto il pulsante (fino a 15 secondi) fino a quando il primo numero sul display digitale non
lampeggia, quindi rilasciare il pulsante.

Se l’ID impiega più di 15 secondi per lampeggiare, tenere premuto di nuovo il pulsante, assicurandosi
di premerlo completamente.

d. Premere e rilasciare il pulsante per avanzare il numero fino a raggiungere il numero desiderato da 0 a
9.

e. Ripetere i passaggi secondari 4c e 4d per impostare il secondo numero dell’ID dello shelf.

Il lampeggiamento del numero può richiedere fino a tre secondi (invece di 15 secondi).

f. Tenere premuto il pulsante fino a quando il secondo numero non smette di lampeggiare.

Dopo circa cinque secondi, entrambi i numeri iniziano a lampeggiare e il LED ambra sull’ODP si
illumina.

g. Spegnere e riaccendere lo shelf per rendere effettivo l’ID dello shelf.

Scollegare entrambi i cavi di alimentazione dallo shelf, attendere 10 secondi, quindi ricollegarli.

Quando l’alimentazione viene ripristinata, i LED bicolore si illuminano di verde.

Quali sono le prossime novità?

Collega lo shelf ad aggiunta a caldo. Andare a "Panoramica del cablaggio per un hot-add".

Ripiano per cavi per aggiunta a caldo

Panoramica del cablaggio per un hot-add: NS224 shelf

Ciascun shelf NS224 viene collegato via cavo a caldo in modo che ogni shelf disponga di
due connessioni a ciascun controller nella coppia ha.

Questa sezione del cablaggio descrive come collegare lo shelf NS224 ai seguenti sistemi di storage:

• "Collegamento dei sistemi AFF"

• "Collegamento dei sistemi ASA"

• "Cavo per sistemi EOA"

A proposito di questa attività

• Questa procedura si applica solo allo storage collegato direttamente. Per visualizzare le istruzioni per lo
spazio di archiviazione collegato allo switch, vedere la nostra "guida del cablaggio collegata allo switch".

• Acquisire familiarità con il corretto orientamento del connettore del cavo e con l’ubicazione e l’etichettatura
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delle porte sui moduli a scaffale NS224 NSM100.

◦ I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto.

Quando un cavo è inserito correttamente, scatta in posizione.

Dopo aver collegato entrambe le estremità del cavo, i LED LNK (verde) dello shelf e della porta del
controller si illuminano. Se il LED LNK della porta non si accende, ricollegare il cavo.

◦ È possibile utilizzare l’illustrazione seguente per identificare fisicamente le porte NSM100 dello shelf,
e0a e e0b.
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NSM100 moduli

▪ Uno shelf NS224 contiene due moduli NSM100. Il modulo superiore va nello slot A (NSM A) e
il modulo inferiore va nello slot B (NSM B).

▪ Ogni modulo NSM100 include 2 porte 100GbE QSFP28 GbE: e0a e e0b.

NSM100B moduli

▪ Uno shelf NS224 contiene due moduli NSM100B. Il modulo superiore va nello slot A (NSM A)
e il modulo inferiore va nello slot B (NSM B).

▪ Ogni modulo NSM100B include 2 porte 100GbE CX6/DX: E1a GbE e e1b GbE.

• Dopo aver cablato uno shelf aggiunto a caldo, ONTAP riconosce lo shelf:

◦ La proprietà del disco viene assegnata se è attivata l’assegnazione automatica del disco.

◦ Il firmware dello shelf NSM e del disco devono essere aggiornati automaticamente, se necessario.

Gli aggiornamenti del firmware possono richiedere fino a 30 minuti.

Da shelf per cavi a sistemi AFF - NS224 ripiani

Ciascun shelf NS224 viene collegato via cavo a caldo in modo che ogni shelf disponga di
due connessioni a ciascun controller nella coppia ha.

A proposito di questa attività

Il sistema hardware può essere compatibile con NS224 shelf con NSM100 moduli e NS224 shelf con
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NSM100B moduli. Per verificare la compatibilità e i nomi delle porte per l’hardware e gli scaffali, consultare la
"NetApp Hardware Universe".
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Ripiano per cavi a AFF A1K

È possibile aggiungere fino a tre shelf aggiuntivi da NS224 (per un totale di quattro shelf) a una coppia ha
di AFF A1K.

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

A proposito di questa attività

• Questa procedura presuppone che la coppia ha disponga di almeno uno shelf NS224 esistente.

• Questa procedura riguarda i seguenti scenari di aggiunta a caldo:

◦ Aggiunta a caldo di un secondo shelf a una coppia ha con due moduli i/o RoCE in ciascun
controller. (È stato installato un secondo modulo i/o e il primo shelf è stato collegato a entrambi i
moduli i/o oppure il primo shelf è già collegato a due moduli i/O. Collegare il secondo shelf a
entrambi i moduli di i/O.

◦ Aggiunta a caldo di un terzo shelf a una coppia ha con tre moduli i/o RoCE in ciascun controller.
(È stato installato un terzo modulo i/o e il terzo ripiano verrà collegato solo al terzo modulo i/o).

◦ Aggiunta a caldo di un terzo shelf a una coppia ha con quattro moduli i/o RoCE in ciascun
controller. (È stato installato un terzo e quarto modulo i/o e il terzo ripiano verrà collegato al terzo
e quarto modulo i/o).

◦ Aggiunta a caldo di un quarto shelf a una coppia ha con quattro moduli i/o RoCE in ciascun
controller. (Hai installato un quarto modulo i/o e collegato il terzo shelf al terzo e quarto modulo i/o
o già avevi il terzo shelf collegato al terzo e quarto modulo i/o). Collegare il quarto ripiano al terzo
e al quarto modulo i/o).

Fasi

1. Se lo shelf NS224 che si sta aggiungendo a caldo sarà il secondo shelf NS224 della coppia ha,
completare i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

a. Ripiano per cavi NSM Porta A e0a per controller Slot A porta a 10 (e10a).

b. Shelf per cavi, porta NSM A e0b allo slot B del controller, porta b 11 (e11b).

c. Porta NSM B del ripiano per cavi e0a dello slot B del controller 10 porta a (e10a).

d. Porta NSM B dello shelf per cavi e0b allo slot a del controller porta b 11 (e11b).

L’illustrazione seguente evidenzia il cablaggio del secondo shelf nella coppia ha con due moduli
i/o compatibili RoCE in ogni controller:
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2. Se lo shelf NS224 che stai aggiungendo a caldo sarà il terzo shelf NS224 nella coppia ha con tre
moduli i/o RoCE in ciascun controller, completa i seguenti passaggi secondari. In caso contrario,
passare alla fase successiva.

a. Shelf di cavi NSM Porta A e0a per controller Slot A porta a 9 (e9a).

b. Shelf per cavi dalla porta NSM A e0b allo slot controller B, 9 porte b (e9b).

c. Porta NSM B dello shelf per cavi e0a allo slot controller B porta a 9 (e9a).

d. Porta NSM B dello shelf per cavi e0b allo slot a del controller 9 porta b (e9b).

La seguente illustrazione evidenzia il cablaggio per il terzo shelf nella coppia ha con tre moduli i/o
compatibili RoCE in ogni controller:

3. Se lo shelf NS224 che stai aggiungendo a caldo sarà il terzo shelf NS224 nella coppia ha con quattro
moduli i/o RoCE in ciascun controller, completa i seguenti passaggi secondari. In caso contrario,
passare alla fase successiva.

18



a. Shelf di cavi NSM Porta A e0a per controller Slot A porta a 9 (e9a).

b. Shelf per cavi dalla porta NSM A e0b allo slot controller B, 8 porte b (e8b).

c. Porta NSM B dello shelf per cavi e0a allo slot controller B porta a 9 (e9a).

d. Porta NSM B dello shelf per cavi e0b allo slot a del controller 8 porta b (e8b).

La seguente illustrazione evidenzia il cablaggio per il terzo shelf nella coppia ha con quattro
moduli i/o compatibili RoCE in ogni controller:

4. Se lo shelf NS224 che stai aggiungendo a caldo sarà il quarto shelf NS224 nella coppia ha con
quattro moduli i/o RoCE in ciascun controller, completa i seguenti passaggi secondari.

a. Shelf di cavi NSM Porta A e0a per controller Slot A porta a 8 (e8a).

b. Shelf per cavi dalla porta NSM A e0b allo slot controller B, 9 porte b (e9b).

c. Porta NSM B dello shelf per cavi e0a allo slot controller B porta a 8 (e8a).

d. Porta NSM B dello shelf per cavi e0b allo slot a del controller 9 porta b (e9b).

La seguente illustrazione evidenzia il cablaggio per il quarto shelf nella coppia ha con quattro
moduli i/o compatibili RoCE in ogni controller:
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5. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.
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Ripiano per cavi a AFF A20

Puoi aggiungere a caldo uno shelf NS224 a una coppia ha AFF A20 quando è necessario aggiungere
storage (allo shelf interno).

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

A proposito di questa attività

• Questa procedura presuppone che la coppia ha disponga solo di storage interno (non di shelf esterni)
e che venga aggiunta a caldo fino a un shelf aggiuntivo.

• Questa procedura riguarda i seguenti scenari di aggiunta a caldo:

◦ Aggiunta a caldo del primo shelf a una coppia ha con un modulo i/o compatibile RoCE in ciascun
controller.

◦ Aggiunta a caldo del primo shelf a una coppia ha con due moduli i/o RoCE in ciascun controller.

• Questi sistemi sono compatibili con NS224 shelf con NSM100 moduli e NS224 shelf con NSM100B
moduli. Per assicurarsi di collegare i controller alle porte corrette, sostituire la "X" in ogni schema con
il numero di porta corretto per il modulo:

Tipo di modulo Etichettatura delle porte

NSM100 "0"

es. e0a

NSM100B "1"

es. e1a

Fasi

1. Se stai aggiungendo a caldo uno shelf utilizzando un set di porte compatibili RoCE (un modulo i/o
compatibile RoCE) in ogni modulo controller, e questo è l’unico shelf NS224 nella coppia ha,
completa i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

Questa fase presuppone che sia stato installato il modulo i/o compatibile con RoCE
nello slot 3.

a. Ripiano per cavi NSM A porta EXA per il controllo A slot 3 porta a (e3a).

b. Ripiano per cavi porta NSM A EXB a slot controller B 3 porta b (E3B).

c. Ripiano per cavi porta NSM B EXA a slot controller B 3 porta a (e3a).

d. Ripiano per cavi NSM B porta EXB a controller A slot 3 porta b (E3B).
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La seguente illustrazione mostra il cablaggio di uno shelf aggiunto a caldo utilizzando un modulo
i/o compatibile con RoCE in ciascun modulo controller:

2. Se si sta aggiungendo a caldo uno shelf utilizzando due set di porte compatibili RoCE (due moduli i/o
compatibili RoCE) in ciascun modulo controller, completare i seguenti passaggi secondari.

a. Cavo NSM A porta EXA al controller A slot 3 porta a (e3a).

b. Cavo NSM A porta EXB a controller B slot 1 porta b (e1b).

c. Cavo NSM B porta EXA a controller B slot 3 porta a (e3a).

d. Cavo NSM B porta EXB a controller A slot 1 porta b (e1b).

L’illustrazione seguente mostra il cablaggio per uno shelf a caldo che utilizza due moduli i/o compatibili
RoCE in ciascun modulo controller:
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1. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.
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Shelf per cavi a AFF A30, AFF A50, AFF C30 o AFF C60

Puoi aggiungere a caldo fino a due shelf NS224 in una coppia ha AFF A30, AFF C30, AFF A50 o AFF
C60 quando è necessario storage aggiuntivo (allo shelf interno).

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

A proposito di questa attività

• Questa procedura presuppone che la coppia ha disponga solo di storage interno (non di shelf esterni)
e che venga aggiunto a caldo un massimo di due shelf aggiuntivi e due moduli i/o RoCE in ciascun
controller.

• Questa procedura riguarda i seguenti scenari di aggiunta a caldo:

◦ Aggiunta a caldo del primo shelf a una coppia ha con un modulo i/o compatibile RoCE in ciascun
controller.

◦ Aggiunta a caldo del primo shelf a una coppia ha con due moduli i/o RoCE in ciascun controller.

◦ Aggiunta a caldo del secondo shelf a una coppia ha con due moduli i/o RoCE in ciascun
controller.

• Questi sistemi sono compatibili con NS224 shelf con NSM100 moduli e NS224 shelf con NSM100B
moduli. Per assicurarsi di collegare i controller alle porte corrette, sostituire la "X" in ogni schema con
il numero di porta corretto per il modulo:

Tipo di modulo Etichettatura delle porte

NSM100 "0"

es. e0a

NSM100B "1"

es. e1a

Fasi

1. Se stai aggiungendo a caldo uno shelf utilizzando un set di porte compatibili RoCE (un modulo i/o
compatibile RoCE) in ogni modulo controller, e questo è l’unico shelf NS224 nella coppia ha,
completa i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

Questa fase presuppone che sia stato installato il modulo i/o compatibile con RoCE
nello slot 3.

a. Ripiano per cavi NSM A porta EXA per il controllo A slot 3 porta a (e3a).

b. Ripiano per cavi porta NSM A EXB a slot controller B 3 porta b (E3B).
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c. Ripiano per cavi porta NSM B EXA a slot controller B 3 porta a (e3a).

d. Ripiano per cavi NSM B porta EXB a controller A slot 3 porta b (E3B).

La seguente illustrazione mostra il cablaggio di uno shelf aggiunto a caldo utilizzando un modulo
i/o compatibile con RoCE in ciascun modulo controller:

2. Se si aggiungono a caldo uno o due shelf utilizzando due set di porte compatibili con RoCE (due
moduli i/o compatibili con RoCE) in ciascun modulo controller, completare i passaggi secondari
applicabili.

Questa fase presuppone che siano stati installati i moduli i/o compatibili con RoCE
negli slot 3 e 1.
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Shelf Cablaggio

Ripiano 1 a. Cavo NSM A porta EXA al controller A slot 3 porta a (e3a).

b. Cavo NSM A porta EXB a controller B slot 1 porta b (e1b).

c. Cavo NSM B porta EXA a controller B slot 3 porta a (e3a).

d. Cavo NSM B porta EXB a controller A slot 1 porta b (e1b).

e. Se si desidera aggiungere un secondo ripiano a caldo, completare i
sotto-passaggi “Ripiano 2”; in caso contrario, passare al passaggio
successivo.

L’illustrazione seguente mostra il cablaggio per uno shelf a caldo che
utilizza due moduli i/o compatibili RoCE in ciascun modulo controller:

26



Shelf Cablaggio

Shelf 2 a. Cavo NSM A porta EXA al controller A slot 1 porta a (E1a).

b. Cavo NSM A porta EXB a controller B slot 3 porta b (E3B).

c. Cavo NSM B porta EXA a controller B slot 1 porta a (E1a).

d. Cavo NSM B porta EXB a controller A slot 3 porta b (E3B).

e. Passare alla fase successiva.

L’illustrazione seguente mostra il cablaggio per due shelf a caldo che
utilizzano due moduli i/o compatibili RoCE in ciascun modulo controller:

3. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.
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Ripiano per cavi a AFF A70, AFF A90 o AFF C80

Puoi aggiungere a caldo fino a due shelf da NS224 a una coppia ha AFF A70, AFF A90 o AFF C80
quando è necessario ulteriore storage (nello shelf interno).

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

A proposito di questa attività

• Questa procedura presuppone che la coppia ha disponga solo di storage interno (non di shelf esterni)
e che si aggiungano a caldo fino a due shelf aggiuntivi e due moduli i/o RoCE in ciascun controller.

• Questa procedura riguarda i seguenti scenari di aggiunta a caldo:

◦ Aggiunta a caldo del primo shelf a una coppia ha con un modulo i/o compatibile RoCE in ciascun
controller.

◦ Aggiunta a caldo del primo shelf a una coppia ha con due moduli i/o RoCE in ciascun controller.

◦ Aggiunta a caldo del secondo shelf a una coppia ha con due moduli i/o RoCE in ciascun
controller.

Fasi

1. Se stai aggiungendo a caldo uno shelf utilizzando un set di porte compatibili RoCE (un modulo i/o
compatibile RoCE) in ogni modulo controller, e questo è l’unico shelf NS224 nella coppia ha,
completa i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

Questa fase presuppone che sia stato installato il modulo i/o compatibile con RoCE
nello slot 11.

a. Shelf di cavi NSM Porta A e0a per il controller Uno slot 11 porta a (e11a).

b. Shelf per cavi, porta NSM A e0b allo slot B del controller, porta b 11 (e11b).

c. Porta NSM B del ripiano per cavi e0a dello slot B del controller 11 porta a (e11a).

d. Porta NSM B dello shelf per cavi e0b allo slot a del controller porta b 11 (e11b).

La seguente illustrazione mostra il cablaggio di uno shelf aggiunto a caldo utilizzando un modulo
i/o compatibile con RoCE in ciascun modulo controller:
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2. Se si aggiungono a caldo uno o due shelf utilizzando due set di porte compatibili con RoCE (due
moduli i/o compatibili con RoCE) in ciascun modulo controller, completare i passaggi secondari
applicabili.

Questa fase presuppone che siano stati installati i moduli i/o compatibili con RoCE
negli slot 11 e 8.
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Shelf Cablaggio

Ripiano 1 a. Cavo NSM Porta A e0a per controller slot A porta a 11 (e11a).

b. Cavo dalla porta NSM A e0b allo slot controller B 8 porta b (e8b).

c. Cavo dalla porta NSM B e0a allo slot controller B 11 porta a (e11a).

d. Cavo NSM B port e0b al controller A slot 8 port b (e8b).

e. Se si desidera aggiungere un secondo ripiano a caldo, completare i
sotto-passaggi “Ripiano 2”; in caso contrario, passare al passaggio
successivo.

L’illustrazione seguente mostra il cablaggio per uno shelf a caldo che
utilizza due moduli i/o compatibili RoCE in ciascun modulo controller:
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Shelf Cablaggio

Shelf 2 a. Cavo NSM Porta A e0a per controller slot A porta a 8 (e8a).

b. Cavo dalla porta NSM A e0b allo slot controller B 11 porta b (e11b).

c. Cavo dalla porta NSM B e0a allo slot controller B 8 porta a (e8a).

d. Cavo NSM B port e0b al controller A slot 11 port b (e11b).

e. Passare alla fase successiva.

L’illustrazione seguente mostra il cablaggio per due shelf a caldo che
utilizzano due moduli i/o compatibili RoCE in ciascun modulo controller:

3. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.

31

https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor
https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor


Ripiano per cavi a AFF A250 o AFF C250

Per aggiungere storage, è possibile aggiungere a caldo un massimo di uno shelf da NS224 a una coppia
ha AFF A250 o AFF C250.

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

A proposito di questa attività

Vista dal retro dello chassis della piattaforma, la porta della scheda compatibile con RoCE a sinistra è la
porta "a" (e1a) e la porta a destra è la porta "b" (e1b).

Fasi

1. Cablare i collegamenti dello shelf:

a. Shelf di cavi NSM Porta A e0a per controller Slot A porta a (e1a).

b. Porta NSM A del ripiano per cavi e0b allo slot controller B 1 porta b (e1b).

c. Porta NSM B dello shelf per cavi e0a allo slot controller B 1 porta a (e1a).

d. Porta NSM B del ripiano per cavi e0b allo slot a del controller 1 porta b (e1b). + la seguente
illustrazione mostra il cablaggio dello shelf una volta completato.

2. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
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automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.
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Ripiano per cavi a AFF A400 o AFF C400

La modalità di cavo di uno shelf NS224 per l’aggiunta a caldo dipende dal fatto che si disponga di una
coppia ha AFF A400 o AFF C400.

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

Da ripiano per cavi a una coppia AFF A400 ha

Per una coppia ha di AFF A400, puoi aggiungere a caldo fino a due shelf e utilizzare le porte integrate
e0c/e0d e le porte nello slot 5, in base alle esigenze.

Fasi

1. Se stai aggiungendo a caldo uno shelf utilizzando un set di porte compatibili con RoCE (porte
integrate compatibili con RoCE) su ciascun controller, essendo l’unico shelf NS224 della coppia ha,
completa i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

a. Shelf di cavi NSM Porta A e0a per controller Porta A e0c.

b. Shelf per cavi dalla porta NSM A e0b alla porta controller B e0d.

c. Porta NSM B del ripiano per cavi e0a alla porta controller B e0c.

d. Porta NSM B del ripiano per cavi e0b alla porta a del controller e0d.

L’illustrazione seguente mostra il cablaggio di uno shelf a caldo che utilizza un set di porte
compatibili RoCE su ciascun controller:
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2. Se si aggiungono a caldo uno o due shelf utilizzando due set di porte compatibili RoCE (porte
compatibili RoCE e schede PCIe) su ciascun controller, completare i seguenti passaggi secondari.

Shelf Cablaggio

Ripiano 1 a. Cavo NSM Porta A e0a per controller Porta A e0c.

b. Cavo NSM Porta A e0b allo slot controller B porta 5 2 (e5b).

c. Cavo NSM B porta e0a al controller B porta e0c.

d. Cavo NSM B port e0b a controller slot A 5 port 2 (e5b).

e. Se si desidera aggiungere un secondo ripiano a caldo, completare i
sotto-passaggi “Ripiano 2”; in caso contrario, passare al passaggio
successivo.

Shelf 2 a. Cavo NSM Porta A e0a per controller slot A 5 porta 1 (e5a).

b. Cavo NSM Porta A e0b alla porta controller B e0d.

c. Cavo dalla porta NSM B e0a allo slot controller B 5 porta 1 (e5a).

d. Cavo NSM B port e0b to controller A port e0d.

e. Passare alla fase successiva.

La seguente illustrazione mostra il cablaggio per due shelf aggiunti a caldo:

3. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

4. Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa
procedura, è necessario assegnare manualmente la proprietà del disco e riabilitare l’assegnazione
automatica del disco, se necessario. Vedere "Completare l’aggiunta a caldo".

In caso contrario, la procedura viene completata.

Da ripiano per cavi a una coppia AFF C400 ha

Per una coppia ha di AFF C400, puoi aggiungere a caldo fino a due shelf e utilizzare le porte negli slot 4
e 5 in base alle necessità.

Fasi

1. Se stai aggiungendo a caldo uno shelf utilizzando un set di porte compatibili con RoCE su ogni
controller e questo è l’unico shelf NS224 nella coppia ha, completa i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

a. Shelf di cavi NSM Porta A e0a per controller slot A 4 porta 1 (e4a).

b. Ripiano per cavi dalla porta NSM A e0b allo slot controller B, 4 porte 2 (e4b).

c. Ripiano per cavi porta NSM B e0a a slot controller B 4 porta 1 (e4a).

d. Porta NSM B per il ripiano dei cavi e0b per lo slot a del controller 4 porta 2 (e4b).

35

https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor
https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor


L’illustrazione seguente mostra il cablaggio di uno shelf a caldo che utilizza un set di porte
compatibili RoCE su ciascun controller:

2. Se stai aggiungendo a caldo uno o due shelf utilizzando due set di porte compatibili RoCE su ogni
controller, completa i seguenti passaggi secondari.

Shelf Cablaggio

Ripiano 1 a. Cavo NSM Porta A e0a per controller slot A 4 porta 1 (e4a).

b. Cavo NSM Porta A e0b allo slot controller B porta 5 2 (e5b).

c. Cavo NSM B port e0a controller B port slot 4 port 1 (e4a).

d. Cavo NSM B port e0b a controller slot A 5 port 2 (e5b).

e. Se si desidera aggiungere un secondo ripiano a caldo, completare i
sotto-passaggi “Ripiano 2”; in caso contrario, passare al passaggio
successivo.
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Shelf Cablaggio

Shelf 2 a. Cavo NSM Porta A e0a per controller slot A 5 porta 1 (e5a).

b. Cavo dalla porta NSM A e0b allo slot controller B 4 porta 2 (e4b).

c. Cavo dalla porta NSM B e0a allo slot controller B 5 porta 1 (e5a).

d. Cavo NSM B port e0b allo slot a del controller 4 port 2 (e4b).

e. Passare alla fase successiva.

La seguente illustrazione mostra il cablaggio per due shelf aggiunti a caldo:

3. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
automatica del disco. Andare a "Completare l’aggiunta a caldo".
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In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.
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Ripiano per cavi a AFF A800 o AFF C800

La modalità di cavo di uno shelf NS224 in una coppia ha AFF A800 o AFF C800 dipende dal numero di
shelf che si stanno aggiungendo a caldo e dal numero di set di porte compatibili con RoCE (uno o due)
che si stanno utilizzando sui controller.

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

Fasi

1. Se stai aggiungendo a caldo uno shelf utilizzando un set di porte compatibili RoCE (una scheda PCIe
compatibile RoCE) su ciascun controller, essendo l’unico shelf NS224 della coppia ha, completa i
seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

Questa fase presuppone l’installazione della scheda PCIe compatibile con RoCE nello
slot 5.

a. Shelf di cavi NSM Porta A e0a per controller Slot A porta a 5 (e5a).

b. Shelf per cavi dalla porta NSM A e0b allo slot controller B, 5 porte b (e5b).

c. Porta NSM B dello shelf per cavi e0a allo slot controller B porta a 5 (e5a).

d. Porta NSM B dello shelf per cavi e0b allo slot a del controller 5 porta b (e5b).

L’illustrazione seguente mostra il cablaggio di uno shelf a caldo utilizzando una scheda PCIe
compatibile RoCE su ciascun controller:
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2. Se stai aggiungendo a caldo uno o due shelf utilizzando due set di porte compatibili con RoCE (due
schede PCIe compatibili RoCE) su ciascun controller, completa le relative istruzioni secondarie.

Questa fase presuppone l’installazione delle schede PCIe compatibili con RoCE negli
slot 5 e 3.

Shelf Cablaggio

Ripiano 1 Questi passaggi secondari presuppongono che si stia
iniziando il cablaggio collegando la porta dello shelf e0a alla
scheda PCIe compatibile con RoCE nello slot 5, invece dello
slot 3.

a. Cavo NSM Porta A e0a per controller slot A porta a 5 (e5a).

b. Cavo dalla porta NSM A e0b allo slot controller B, 3 porta b (e3b).

c. Cavo dalla porta NSM B e0a allo slot controller B 5 porta a (e5a).

d. Cavo NSM B porta e0b allo slot a del controller 3 porta b (e3b).

e. Se si desidera aggiungere un secondo ripiano a caldo, completare i
sotto-passaggi “Ripiano 2”; in caso contrario, passare al passaggio
successivo.
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Shelf Cablaggio

Shelf 2 Questi passaggi secondari presuppongono che si stia
iniziando il cablaggio collegando la porta dello shelf e0a alla
scheda PCIe compatibile con RoCE nello slot 3, invece dello
slot 5 (che è correlato alle fasi secondarie del cablaggio per
lo shelf 1).

a. Cavo NSM Porta A e0a per controller slot A porta a 3 (e3a).

b. Cavo dalla porta NSM A e0b allo slot controller B 5 porta b (e5b).

c. Cavo dalla porta NSM B e0a allo slot controller B 3 porta a (e3a).

d. Cavo NSM B port e0b al controller A slot 5 port b (e5b).

e. Passare alla fase successiva.

La seguente illustrazione mostra il cablaggio per due shelf aggiunti a caldo:

3. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.
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Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.
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Ripiano per cavi a AFF A900

Quando è necessario uno storage aggiuntivo, è possibile aggiungere a caldo fino a tre shelf di dischi
NS224 aggiuntivi (per un totale di quattro shelf) a una coppia AFF A900 ha.

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

A proposito di questa attività

• Questa procedura presuppone che la coppia ha abbia almeno uno shelf NS224 esistente e che si
stiano aggiungendo a caldo fino a tre shelf aggiuntivi.

• Se la coppia ha dispone di un solo shelf NS224, questa procedura presuppone che lo shelf sia
cablato su due moduli i/o 100GbE compatibili con RoCE su ciascun controller.

Fasi

1. Se lo shelf NS224 che si sta aggiungendo a caldo sarà il secondo shelf NS224 della coppia ha,
completare i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

a. Ripiano per cavi NSM Porta A e0a per controller Slot A porta a 10 (e10a).

b. Porta NSM A del ripiano per cavi e0b allo slot B del controller 2 porta b (e2b).

c. Porta NSM B del ripiano per cavi e0a dello slot B del controller 10 porta a (e10a).

d. Porta NSM B del ripiano per cavi e0b per lo slot a del controller 2 porta b (e2b).

La figura seguente mostra il cablaggio del secondo shelf (e del primo shelf).
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2. Se lo shelf NS224 che si sta aggiungendo a caldo sarà il terzo shelf NS224 della coppia ha,
completare i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

a. Shelf di cavi NSM Porta A e0a per controller Slot A porta a (e1a).

b. Shelf per cavi, porta NSM A e0b allo slot B del controller, porta b 11 (e11b).

c. Porta NSM B dello shelf per cavi e0a allo slot controller B 1 porta a (e1a).

d. Porta NSM B dello shelf per cavi e0b allo slot a del controller porta b 11 (e11b).

La figura seguente mostra il cablaggio del terzo shelf.

3. Se lo shelf NS224 che si sta aggiungendo a caldo sarà il quarto shelf NS224 della coppia ha,
completare i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

a. Shelf di cavi NSM Porta A e0a per il controller Uno slot 11 porta a (e11a).

b. Porta NSM A del ripiano per cavi e0b allo slot controller B 1 porta b (e1b).

c. Porta NSM B del ripiano per cavi e0a dello slot B del controller 11 porta a (e11a).

d. Porta NSM B del ripiano per cavi e0b allo slot a del controller 1 porta b (e1b).

La figura seguente mostra il cablaggio del quarto shelf.
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4. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.

Da shelf per cavi a sistemi ASA - NS224 ripiani

Ciascun shelf NS224 viene collegato via cavo a caldo in modo che ogni shelf disponga di
due connessioni a ciascun controller nella coppia ha.

A proposito di questa attività

Il sistema hardware può essere compatibile con NS224 shelf con NSM100 moduli e NS224 shelf con
NSM100B moduli. Per verificare la compatibilità e i nomi delle porte per l’hardware e gli scaffali, consultare la
"NetApp Hardware Universe".
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Ripiano per cavi a ASA A1K

È possibile aggiungere fino a tre shelf aggiuntivi da NS224 (per un totale di quattro shelf) a una coppia ha
di ASA A1K.

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

A proposito di questa attività

• Questa procedura presuppone che la coppia ha disponga di almeno uno shelf NS224 esistente.

• Questa procedura riguarda i seguenti scenari di aggiunta a caldo:

◦ Aggiunta a caldo di un secondo shelf a una coppia ha con due moduli i/o RoCE in ciascun
controller. (È stato installato un secondo modulo i/o e il primo shelf è stato collegato a entrambi i
moduli i/o oppure il primo shelf è già collegato a due moduli i/O. Collegare il secondo shelf a
entrambi i moduli di i/O.

◦ Aggiunta a caldo di un terzo shelf a una coppia ha con tre moduli i/o RoCE in ciascun controller.
(È stato installato un terzo modulo i/o e il terzo ripiano verrà collegato solo al terzo modulo i/o).

◦ Aggiunta a caldo di un terzo shelf a una coppia ha con quattro moduli i/o RoCE in ciascun
controller. (È stato installato un terzo e quarto modulo i/o e il terzo ripiano verrà collegato al terzo
e quarto modulo i/o).

◦ Aggiunta a caldo di un quarto shelf a una coppia ha con quattro moduli i/o RoCE in ciascun
controller. (Hai installato un quarto modulo i/o e collegato il terzo shelf al terzo e quarto modulo i/o
o già avevi il terzo shelf collegato al terzo e quarto modulo i/o). Collegare il quarto ripiano al terzo
e al quarto modulo i/o).

Fasi

1. Se lo shelf NS224 che si sta aggiungendo a caldo sarà il secondo shelf NS224 della coppia ha,
completare i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

a. Ripiano per cavi NSM Porta A e0a per controller Slot A porta a 10 (e10a).

b. Shelf per cavi, porta NSM A e0b allo slot B del controller, porta b 11 (e11b).

c. Porta NSM B del ripiano per cavi e0a dello slot B del controller 10 porta a (e10a).

d. Porta NSM B dello shelf per cavi e0b allo slot a del controller porta b 11 (e11b).

L’illustrazione seguente evidenzia il cablaggio del secondo shelf nella coppia ha con due moduli
i/o compatibili RoCE in ogni controller:
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2. Se lo shelf NS224 che stai aggiungendo a caldo sarà il terzo shelf NS224 nella coppia ha con tre
moduli i/o RoCE in ciascun controller, completa i seguenti passaggi secondari. In caso contrario,
passare alla fase successiva.

a. Shelf di cavi NSM Porta A e0a per controller Slot A porta a 9 (e9a).

b. Shelf per cavi dalla porta NSM A e0b allo slot controller B, 9 porte b (e9b).

c. Porta NSM B dello shelf per cavi e0a allo slot controller B porta a 9 (e9a).

d. Porta NSM B dello shelf per cavi e0b allo slot a del controller 9 porta b (e9b).

La seguente illustrazione evidenzia il cablaggio per il terzo shelf nella coppia ha con tre moduli i/o
compatibili RoCE in ogni controller:

3. Se lo shelf NS224 che stai aggiungendo a caldo sarà il terzo shelf NS224 nella coppia ha con quattro
moduli i/o RoCE in ciascun controller, completa i seguenti passaggi secondari. In caso contrario,
passare alla fase successiva.
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a. Shelf di cavi NSM Porta A e0a per controller Slot A porta a 9 (e9a).

b. Shelf per cavi dalla porta NSM A e0b allo slot controller B, 8 porte b (e8b).

c. Porta NSM B dello shelf per cavi e0a allo slot controller B porta a 9 (e9a).

d. Porta NSM B dello shelf per cavi e0b allo slot a del controller 8 porta b (e8b).

La seguente illustrazione evidenzia il cablaggio per il terzo shelf nella coppia ha con quattro
moduli i/o compatibili RoCE in ogni controller:

4. Se lo shelf NS224 che stai aggiungendo a caldo sarà il quarto shelf NS224 nella coppia ha con
quattro moduli i/o RoCE in ciascun controller, completa i seguenti passaggi secondari.

a. Shelf di cavi NSM Porta A e0a per controller Slot A porta a 8 (e8a).

b. Shelf per cavi dalla porta NSM A e0b allo slot controller B, 9 porte b (e9b).

c. Porta NSM B dello shelf per cavi e0a allo slot controller B porta a 8 (e8a).

d. Porta NSM B dello shelf per cavi e0b allo slot a del controller 9 porta b (e9b).

La seguente illustrazione evidenzia il cablaggio per il quarto shelf nella coppia ha con quattro
moduli i/o compatibili RoCE in ogni controller:
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5. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.
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Ripiano per cavi a ASA A20

Puoi aggiungere a caldo un massimo di uno shelf NS224 a una coppia ha ASA A20 in caso di necessità
di storage aggiuntivo (allo shelf interno).

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

A proposito di questa attività

• Questa procedura presuppone che la coppia ha disponga solo di storage interno (non di shelf esterni)
e che venga aggiunta a caldo fino a un shelf aggiuntivo.

• Questa procedura riguarda i seguenti scenari di aggiunta a caldo:

◦ Aggiunta a caldo del primo shelf a una coppia ha con un modulo i/o compatibile RoCE in ciascun
controller.

◦ Aggiunta a caldo del primo shelf a una coppia ha con due moduli i/o RoCE in ciascun controller.

• Questi sistemi sono compatibili con NS224 shelf con NSM100 moduli e NS224 shelf con NSM100B
moduli. Per assicurarsi di collegare i controller alle porte corrette, sostituire la "X" in ogni schema con
il numero di porta corretto per il modulo:

Tipo di modulo Etichettatura delle porte

NSM100 "0"

es. e0a

NSM100B "1"

es. e1a

Fasi

1. Se stai aggiungendo a caldo uno shelf utilizzando un set di porte compatibili RoCE (un modulo i/o
compatibile RoCE) in ogni modulo controller, e questo è l’unico shelf NS224 nella coppia ha,
completa i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

Questa fase presuppone che sia stato installato il modulo i/o compatibile con RoCE
nello slot 3.

a. Ripiano per cavi NSM A porta EXA per il controllo A slot 3 porta a (e3a).

b. Ripiano per cavi porta NSM A EXB a slot controller B 3 porta b (E3B).

c. Ripiano per cavi porta NSM B EXA a slot controller B 3 porta a (e3a).

d. Ripiano per cavi NSM B porta EXB a controller A slot 3 porta b (E3B).
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La seguente illustrazione mostra il cablaggio di uno shelf aggiunto a caldo utilizzando un modulo
i/o compatibile con RoCE in ciascun modulo controller:

2. Se si sta aggiungendo a caldo uno shelf utilizzando due set di porte compatibili RoCE (due moduli i/o
compatibili RoCE) in ciascun modulo controller, completare i seguenti passaggi secondari.

a. Cavo NSM A porta EXA al controller A slot 3 porta a (e3a).

b. Cavo NSM A porta EXB a controller B slot 1 porta b (e1b).

c. Cavo NSM B porta EXA a controller B slot 3 porta a (e3a).

d. Cavo NSM B porta EXB a controller A slot 1 porta b (e1b).

L’illustrazione seguente mostra il cablaggio per uno shelf a caldo che utilizza due moduli i/o compatibili
RoCE in ciascun modulo controller:
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1. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.
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Ripiano per cavi a ASA A30 o ASA A50

Puoi aggiungere a caldo fino a due shelf da NS224 a una coppia ha ASA A30 o A50 in caso di necessità
di storage aggiuntivo (allo shelf interno).

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

A proposito di questa attività

• Questa procedura presuppone che la coppia ha disponga solo di storage interno (non di shelf esterni)
e che venga aggiunto a caldo un massimo di due shelf aggiuntivi e due moduli i/o RoCE in ciascun
controller.

• Questa procedura riguarda i seguenti scenari di aggiunta a caldo:

◦ Aggiunta a caldo del primo shelf a una coppia ha con un modulo i/o compatibile RoCE in ciascun
controller.

◦ Aggiunta a caldo del primo shelf a una coppia ha con due moduli i/o RoCE in ciascun controller.

◦ Aggiunta a caldo del secondo shelf a una coppia ha con due moduli i/o RoCE in ciascun
controller.

• Questi sistemi sono compatibili con NS224 shelf con NSM100 moduli e NS224 shelf con NSM100B
moduli. Per assicurarsi di collegare i controller alle porte corrette, sostituire la "X" in ogni schema con
il numero di porta corretto per il modulo:

Tipo di modulo Etichettatura delle porte

NSM100 "0"

es. e0a

NSM100B "1"

es. e1a

Fasi

1. Se stai aggiungendo a caldo uno shelf utilizzando un set di porte compatibili RoCE (un modulo i/o
compatibile RoCE) in ogni modulo controller, e questo è l’unico shelf NS224 nella coppia ha,
completa i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

Questa fase presuppone che sia stato installato il modulo i/o compatibile con RoCE
nello slot 3.

a. Ripiano per cavi NSM A porta EXA per il controllo A slot 3 porta a (e3a).

b. Ripiano per cavi porta NSM A EXB a slot controller B 3 porta b (E3B).
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c. Ripiano per cavi porta NSM B EXA a slot controller B 3 porta a (e3a).

d. Ripiano per cavi NSM B porta EXB a controller A slot 3 porta b (E3B).

La seguente illustrazione mostra il cablaggio di uno shelf aggiunto a caldo utilizzando un modulo
i/o compatibile con RoCE in ciascun modulo controller:

2. Se si aggiungono a caldo uno o due shelf utilizzando due set di porte compatibili con RoCE (due
moduli i/o compatibili con RoCE) in ciascun modulo controller, completare i passaggi secondari
applicabili.

Questa fase presuppone che siano stati installati i moduli i/o compatibili con RoCE
negli slot 3 e 1.
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Shelf Cablaggio

Ripiano 1 a. Cavo NSM A porta EXA al controller A slot 3 porta a (e3a).

b. Cavo NSM A porta EXB a controller B slot 1 porta b (e1b).

c. Cavo NSM B porta EXA a controller B slot 3 porta a (e3a).

d. Cavo NSM B porta EXB a controller A slot 1 porta b (e1b).

e. Se si desidera aggiungere un secondo ripiano a caldo, completare i
sotto-passaggi “Ripiano 2”; in caso contrario, passare al passaggio
successivo.

L’illustrazione seguente mostra il cablaggio per uno shelf a caldo che
utilizza due moduli i/o compatibili RoCE in ciascun modulo controller:
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Shelf Cablaggio

Shelf 2 a. Cavo NSM A porta EXA al controller A slot 1 porta a (E1a).

b. Cavo NSM A porta EXB a controller B slot 3 porta b (E3B).

c. Cavo NSM B porta EXA a controller B slot 1 porta a (E1a).

d. Cavo NSM B porta EXB a controller A slot 3 porta b (E3B).

e. Passare alla fase successiva.

L’illustrazione seguente mostra il cablaggio per due shelf a caldo che
utilizzano due moduli i/o compatibili RoCE in ciascun modulo controller:

3. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.
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Ripiano per cavi a ASA A70 o ASA A90

Puoi aggiungere a caldo fino a due shelf NS224 in una coppia ha ASA A70 o ASA A90 quando è
necessario ulteriore storage (nello shelf interno).

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

A proposito di questa attività

• Questa procedura presuppone che la coppia ha disponga solo di storage interno (non di shelf esterni)
e che si aggiungano a caldo fino a due shelf aggiuntivi e due moduli i/o RoCE in ciascun controller.

• Questa procedura riguarda i seguenti scenari di aggiunta a caldo:

◦ Aggiunta a caldo del primo shelf a una coppia ha con un modulo i/o compatibile RoCE in ciascun
controller.

◦ Aggiunta a caldo del primo shelf a una coppia ha con due moduli i/o RoCE in ciascun controller.

◦ Aggiunta a caldo del secondo shelf a una coppia ha con due moduli i/o RoCE in ciascun
controller.

Fasi

1. Se stai aggiungendo a caldo uno shelf utilizzando un set di porte compatibili RoCE (un modulo i/o
compatibile RoCE) in ogni modulo controller, e questo è l’unico shelf NS224 nella coppia ha,
completa i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

Questa fase presuppone che sia stato installato il modulo i/o compatibile con RoCE
nello slot 11.

a. Shelf di cavi NSM Porta A e0a per il controller Uno slot 11 porta a (e11a).

b. Shelf per cavi, porta NSM A e0b allo slot B del controller, porta b 11 (e11b).

c. Porta NSM B del ripiano per cavi e0a dello slot B del controller 11 porta a (e11a).

d. Porta NSM B dello shelf per cavi e0b allo slot a del controller porta b 11 (e11b).

La seguente illustrazione mostra il cablaggio di uno shelf aggiunto a caldo utilizzando un modulo
i/o compatibile con RoCE in ciascun modulo controller:
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2. Se si aggiungono a caldo uno o due shelf utilizzando due set di porte compatibili con RoCE (due
moduli i/o compatibili con RoCE) in ciascun modulo controller, completare i passaggi secondari
applicabili.

Questa fase presuppone che siano stati installati i moduli i/o compatibili con RoCE
negli slot 11 e 8.

58



Shelf Cablaggio

Ripiano 1 a. Cavo NSM Porta A e0a per controller slot A porta a 11 (e11a).

b. Cavo dalla porta NSM A e0b allo slot controller B 8 porta b (e8b).

c. Cavo dalla porta NSM B e0a allo slot controller B 11 porta a (e11a).

d. Cavo NSM B port e0b al controller A slot 8 port b (e8b).

e. Se si desidera aggiungere un secondo ripiano a caldo, completare i
sotto-passaggi “Ripiano 2”; in caso contrario, passare al passaggio
successivo.

L’illustrazione seguente mostra il cablaggio per uno shelf a caldo che
utilizza due moduli i/o compatibili RoCE in ciascun modulo controller:
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Shelf Cablaggio

Shelf 2 a. Cavo NSM Porta A e0a per controller slot A porta a 8 (e8a).

b. Cavo dalla porta NSM A e0b allo slot controller B 11 porta b (e11b).

c. Cavo dalla porta NSM B e0a allo slot controller B 8 porta a (e8a).

d. Cavo NSM B port e0b al controller A slot 11 port b (e11b).

e. Passare alla fase successiva.

L’illustrazione seguente mostra il cablaggio per due shelf a caldo che
utilizzano due moduli i/o compatibili RoCE in ciascun modulo controller:

3. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.
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Ripiano per cavi a ASA A250 o ASA C250

Per aggiungere storage, è possibile aggiungere a caldo un massimo di uno shelf da NS224 a una coppia
ha ASA A250 o ASA C250.

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

A proposito di questa attività

Vista dal retro dello chassis della piattaforma, la porta della scheda compatibile con RoCE a sinistra è la
porta "a" (e1a) e la porta a destra è la porta "b" (e1b).

Fasi

1. Cablare i collegamenti dello shelf:

a. Shelf di cavi NSM Porta A e0a per controller Slot A porta a (e1a).

b. Porta NSM A del ripiano per cavi e0b allo slot controller B 1 porta b (e1b).

c. Porta NSM B dello shelf per cavi e0a allo slot controller B 1 porta a (e1a).

d. Porta NSM B del ripiano per cavi e0b allo slot a del controller 1 porta b (e1b). + la seguente
illustrazione mostra il cablaggio dello shelf una volta completato.

2. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
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automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.
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Ripiano per cavi a ASA A400 o ASA C400

La modalità di cavo di uno shelf NS224 per l’aggiunta a caldo dipende dal fatto che si disponga di una
coppia ha ASA A400 o ASA C400.

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

Da ripiano per cavi a una coppia AFF A400 ha

Per una coppia ha di AFF A400, puoi aggiungere a caldo fino a due shelf e utilizzare le porte integrate
e0c/e0d e le porte nello slot 5, in base alle esigenze.

Fasi

1. Se stai aggiungendo a caldo uno shelf utilizzando un set di porte compatibili con RoCE (porte
integrate compatibili con RoCE) su ciascun controller, essendo l’unico shelf NS224 della coppia ha,
completa i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

a. Shelf di cavi NSM Porta A e0a per controller Porta A e0c.

b. Shelf per cavi dalla porta NSM A e0b alla porta controller B e0d.

c. Porta NSM B del ripiano per cavi e0a alla porta controller B e0c.

d. Porta NSM B del ripiano per cavi e0b alla porta a del controller e0d.

L’illustrazione seguente mostra il cablaggio di uno shelf a caldo che utilizza un set di porte
compatibili RoCE su ciascun controller:
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2. Se si aggiungono a caldo uno o due shelf utilizzando due set di porte compatibili RoCE (porte
compatibili RoCE e schede PCIe) su ciascun controller, completare i seguenti passaggi secondari.

Shelf Cablaggio

Ripiano 1 a. Cavo NSM Porta A e0a per controller Porta A e0c.

b. Cavo NSM Porta A e0b allo slot controller B porta 5 2 (e5b).

c. Cavo NSM B porta e0a al controller B porta e0c.

d. Cavo NSM B port e0b a controller slot A 5 port 2 (e5b).

e. Se si desidera aggiungere un secondo ripiano a caldo, completare i
sotto-passaggi “Ripiano 2”; in caso contrario, passare al passaggio
successivo.

Shelf 2 a. Cavo NSM Porta A e0a per controller slot A 5 porta 1 (e5a).

b. Cavo NSM Porta A e0b alla porta controller B e0d.

c. Cavo dalla porta NSM B e0a allo slot controller B 5 porta 1 (e5a).

d. Cavo NSM B port e0b to controller A port e0d.

e. Passare alla fase successiva.

La seguente illustrazione mostra il cablaggio per due shelf aggiunti a caldo:

3. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

4. Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa
procedura, è necessario assegnare manualmente la proprietà del disco e riabilitare l’assegnazione
automatica del disco, se necessario. Vedere "Completare l’aggiunta a caldo".

In caso contrario, la procedura viene completata.

Da ripiano per cavi a una coppia AFF C400 ha

Per una coppia ha di AFF C400, puoi aggiungere a caldo fino a due shelf e utilizzare le porte negli slot 4
e 5 in base alle necessità.

Fasi

1. Se stai aggiungendo a caldo uno shelf utilizzando un set di porte compatibili con RoCE su ogni
controller e questo è l’unico shelf NS224 nella coppia ha, completa i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

a. Shelf di cavi NSM Porta A e0a per controller slot A 4 porta 1 (e4a).

b. Ripiano per cavi dalla porta NSM A e0b allo slot controller B, 4 porte 2 (e4b).

c. Ripiano per cavi porta NSM B e0a a slot controller B 4 porta 1 (e4a).

d. Porta NSM B per il ripiano dei cavi e0b per lo slot a del controller 4 porta 2 (e4b).
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L’illustrazione seguente mostra il cablaggio di uno shelf a caldo che utilizza un set di porte
compatibili RoCE su ciascun controller:

2. Se stai aggiungendo a caldo uno o due shelf utilizzando due set di porte compatibili RoCE su ogni
controller, completa i seguenti passaggi secondari.

Shelf Cablaggio

Ripiano 1 a. Cavo NSM Porta A e0a per controller slot A 4 porta 1 (e4a).

b. Cavo NSM Porta A e0b allo slot controller B porta 5 2 (e5b).

c. Cavo NSM B port e0a controller B port slot 4 port 1 (e4a).

d. Cavo NSM B port e0b a controller slot A 5 port 2 (e5b).

e. Se si desidera aggiungere un secondo ripiano a caldo, completare i
sotto-passaggi “Ripiano 2”; in caso contrario, passare al passaggio
successivo.
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Shelf Cablaggio

Shelf 2 a. Cavo NSM Porta A e0a per controller slot A 5 porta 1 (e5a).

b. Cavo dalla porta NSM A e0b allo slot controller B 4 porta 2 (e4b).

c. Cavo dalla porta NSM B e0a allo slot controller B 5 porta 1 (e5a).

d. Cavo NSM B port e0b allo slot a del controller 4 port 2 (e4b).

e. Passare alla fase successiva.

La seguente illustrazione mostra il cablaggio per due shelf aggiunti a caldo:

3. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
automatica del disco. Andare a "Completare l’aggiunta a caldo".
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In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.
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Ripiano per cavi a ASA A800 o ASA C800

La modalità di cavo di uno shelf NS224 in una coppia ha ASA A800 o ASA C800 dipende dal numero di
shelf che si stanno aggiungendo a caldo e dal numero di set di porte compatibili con RoCE (uno o due)
che si stanno utilizzando sui controller.

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

Fasi

1. Se stai aggiungendo a caldo uno shelf utilizzando un set di porte compatibili RoCE (una scheda PCIe
compatibile RoCE) su ciascun controller, essendo l’unico shelf NS224 della coppia ha, completa i
seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

Questa fase presuppone l’installazione della scheda PCIe compatibile con RoCE nello
slot 5.

a. Shelf di cavi NSM Porta A e0a per controller Slot A porta a 5 (e5a).

b. Shelf per cavi dalla porta NSM A e0b allo slot controller B, 5 porte b (e5b).

c. Porta NSM B dello shelf per cavi e0a allo slot controller B porta a 5 (e5a).

d. Porta NSM B dello shelf per cavi e0b allo slot a del controller 5 porta b (e5b).

L’illustrazione seguente mostra il cablaggio di uno shelf a caldo utilizzando una scheda PCIe
compatibile RoCE su ciascun controller:
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2. Se stai aggiungendo a caldo uno o due shelf utilizzando due set di porte compatibili con RoCE (due
schede PCIe compatibili RoCE) su ciascun controller, completa le relative istruzioni secondarie.

Questa fase presuppone l’installazione delle schede PCIe compatibili con RoCE negli
slot 5 e 3.

Shelf Cablaggio

Ripiano 1 Questi passaggi secondari presuppongono che si stia
iniziando il cablaggio collegando la porta dello shelf e0a alla
scheda PCIe compatibile con RoCE nello slot 5, invece dello
slot 3.

a. Cavo NSM Porta A e0a per controller slot A porta a 5 (e5a).

b. Cavo dalla porta NSM A e0b allo slot controller B, 3 porta b (e3b).

c. Cavo dalla porta NSM B e0a allo slot controller B 5 porta a (e5a).

d. Cavo NSM B porta e0b allo slot a del controller 3 porta b (e3b).

e. Se si desidera aggiungere un secondo ripiano a caldo, completare i
sotto-passaggi “Ripiano 2”; in caso contrario, passare al passaggio
successivo.
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Shelf Cablaggio

Shelf 2 Questi passaggi secondari presuppongono che si stia
iniziando il cablaggio collegando la porta dello shelf e0a alla
scheda PCIe compatibile con RoCE nello slot 3, invece dello
slot 5 (che è correlato alle fasi secondarie del cablaggio per
lo shelf 1).

a. Cavo NSM Porta A e0a per controller slot A porta a 3 (e3a).

b. Cavo dalla porta NSM A e0b allo slot controller B 5 porta b (e5b).

c. Cavo dalla porta NSM B e0a allo slot controller B 3 porta a (e3a).

d. Cavo NSM B port e0b al controller A slot 5 port b (e5b).

e. Passare alla fase successiva.

La seguente illustrazione mostra il cablaggio per due shelf aggiunti a caldo:

3. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.
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Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.
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Ripiano per cavi a ASA A900

Quando è necessario uno storage aggiuntivo, è possibile aggiungere a caldo fino a tre shelf di dischi
NS224 aggiuntivi (per un totale di quattro shelf) a una coppia ASA A900 ha.

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

A proposito di questa attività

• Questa procedura presuppone che la coppia ha abbia almeno uno shelf NS224 esistente e che si
stiano aggiungendo a caldo fino a tre shelf aggiuntivi.

• Se la coppia ha dispone di un solo shelf NS224, questa procedura presuppone che lo shelf sia
cablato su due moduli i/o 100GbE compatibili con RoCE su ciascun controller.

Fasi

1. Se lo shelf NS224 che si sta aggiungendo a caldo sarà il secondo shelf NS224 della coppia ha,
completare i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

a. Ripiano per cavi NSM Porta A e0a per controller Slot A porta a 10 (e10a).

b. Porta NSM A del ripiano per cavi e0b allo slot B del controller 2 porta b (e2b).

c. Porta NSM B del ripiano per cavi e0a dello slot B del controller 10 porta a (e10a).

d. Porta NSM B del ripiano per cavi e0b per lo slot a del controller 2 porta b (e2b).

La figura seguente mostra il cablaggio del secondo shelf (e del primo shelf).
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2. Se lo shelf NS224 che si sta aggiungendo a caldo sarà il terzo shelf NS224 della coppia ha,
completare i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

a. Shelf di cavi NSM Porta A e0a per controller Slot A porta a (e1a).

b. Shelf per cavi, porta NSM A e0b allo slot B del controller, porta b 11 (e11b).

c. Porta NSM B dello shelf per cavi e0a allo slot controller B 1 porta a (e1a).

d. Porta NSM B dello shelf per cavi e0b allo slot a del controller porta b 11 (e11b).

La figura seguente mostra il cablaggio del terzo shelf.

3. Se lo shelf NS224 che si sta aggiungendo a caldo sarà il quarto shelf NS224 della coppia ha,
completare i seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

a. Shelf di cavi NSM Porta A e0a per il controller Uno slot 11 porta a (e11a).

b. Porta NSM A del ripiano per cavi e0b allo slot controller B 1 porta b (e1b).

c. Porta NSM B del ripiano per cavi e0a dello slot B del controller 11 porta a (e11a).

d. Porta NSM B del ripiano per cavi e0b allo slot a del controller 1 porta b (e1b).

La figura seguente mostra il cablaggio del quarto shelf.
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4. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.

Scaffale per cavi a sistemi a fine disponibilità - NS224 ripiani

Ciascun shelf NS224 viene collegato via cavo a caldo in modo che ogni shelf disponga di
due connessioni a ciascun controller nella coppia ha.
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Ripiano per cavi a AFF A320

Puoi aggiungere a caldo un secondo shelf a una coppia ha esistente quando è necessario storage
aggiuntivo.

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

Fasi

1. Collegare il ripiano ai controller.

a. Cavo NSM A porta e0a per controller A porta e0e.

b. Cavo NSM Porta A e0b alla porta controller B e0b.

c. Cavo NSM B porta e0a al controller B porta e0e.

d. Cavo NSM B porta e0b alla porta a del controller e0b. + la seguente illustrazione mostra i cavi per
lo shelf aggiunto a caldo (shelf 2):

2. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.
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Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.
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Ripiano per cavi a AFF A700

La modalità di cavo di uno shelf NS224 a una coppia ha AFF A700 dipende dal numero di shelf che si
stanno aggiungendo a caldo e dal numero di set di porte compatibili RoCE (uno o due) che si stanno
utilizzando sui controller.

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

• Se stai aggiungendo a caldo lo shelf NS224 iniziale (non esiste shelf NS224 nella coppia ha), devi
installare un modulo core dump (X9170A GB, SSD NVMe 1TB) in ogni controller per supportare i core
dump (memorizzare i file core).

Vedere "Sostituire il modulo di caching o aggiungere/sostituire un modulo core dump — AFF A700 e
FAS9000".

Fasi

1. Se stai aggiungendo a caldo uno shelf utilizzando un set di porte compatibili RoCE (un modulo i/o
compatibile RoCE) su ciascun controller, essendo l’unico shelf NS224 della coppia ha, completa i
seguenti passaggi secondari.

In caso contrario, passare alla fase successiva.

Questa fase presuppone che sia stato installato il modulo i/o compatibile con RoCE
nello slot 3, invece dello slot 7, su ciascun controller.

a. Shelf di cavi NSM Porta E0a per controller A slot 3 porta a.

b. Shelf per cavi porta NSM A e0b a slot controller B 3 porta b.

c. Porta NSM B del ripiano dei cavi e0a dello slot B del controller 3 porta a.

d. Porta NSM B per shelf di cavi e0b per lo slot a del controller 3 porta b.

L’illustrazione seguente mostra il cablaggio per uno shelf a caldo che utilizza un modulo i/o
compatibile RoCE in ciascun controller:
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2. Se si aggiungono a caldo uno o due shelf utilizzando due set di porte compatibili con RoCE (due
moduli i/o compatibili RoCE) in ciascun controller, completare la relativa procedura secondaria.

Shelf Cablaggio

Ripiano 1 Questi passaggi secondari presuppongono che si stia
iniziando il cablaggio collegando la porta dello shelf e0a al
modulo i/o compatibile con RoCE nello slot 3, invece dello
slot 7.

a. Cavo NSM A port e0a per controller A slot 3 port a.

b. Cavo NSM Porta A e0b a slot controller B porta b.

c. Cavo NSM B porta e0a per lo slot B del controller 3 porta a.

d. Cavo NSM B port e0b to controller A slot 7 port b.

e. Se si desidera aggiungere un secondo ripiano a caldo, completare i
sotto-passaggi “Ripiano 2”; in caso contrario, passare al passaggio
successivo.
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Shelf Cablaggio

Shelf 2 Questi passaggi secondari presuppongono che si stia
iniziando il cablaggio collegando la porta dello shelf e0a al
modulo i/o compatibile con RoCE nello slot 7, invece dello
slot 3 (che è correlato ai passaggi secondari del cablaggio
per lo shelf 1).

a. Cavo NSM A port e0a per controller A slot 7 port a.

b. Cavo NSM Porta A e0b a slot controller B porta 3 b.

c. Cavo NSM porta B e0a per lo slot B del controller 7 porta a.

d. Cavo NSM B port e0b to controller A slot 3 port b.

e. Passare alla fase successiva.

La seguente illustrazione mostra i cavi per il primo e il secondo shelf aggiunto a caldo:

3. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.
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Ripiano per cavi a FAS500f

Quando è necessario storage aggiuntivo, puoi aggiungere a caldo uno shelf NS224 a una coppia ha
FAS500f.

Prima di iniziare

• È necessario aver esaminato il "requisiti e best practice aggiuntivi a caldo".

• È necessario aver completato le procedure applicabili in "Preparare l’aggiunta a caldo di uno shelf".

• È necessario aver installato gli scaffali, acceso e impostato gli ID degli scaffali come descritto in
"Installare uno shelf per un’aggiunta a caldo".

A proposito di questa attività

Vista dal retro dello chassis della piattaforma, la porta della scheda compatibile con RoCE a sinistra è la
porta "a" (e1a) e la porta a destra è la porta "b" (e1b).

Fasi

1. Cablare i collegamenti dello shelf:

a. Shelf di cavi NSM Porta A e0a per controller Slot A porta a (e1a).

b. Porta NSM A del ripiano per cavi e0b allo slot controller B 1 porta b (e1b).

c. Porta NSM B dello shelf per cavi e0a allo slot controller B 1 porta a (e1a).

d. Porta NSM B del ripiano per cavi e0b allo slot a del controller 1 porta b (e1b). + la seguente
illustrazione mostra il cablaggio dello shelf una volta completato.

2. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config
Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Quali sono le prossime novità?

Se l’assegnazione automatica del disco è stata disattivata durante la preparazione di questa procedura, è
necessario assegnare manualmente la proprietà del disco e, se necessario, riabilitare l’assegnazione
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automatica del disco. Andare a "Completare l’aggiunta a caldo".

In caso contrario, la procedura di aggiunta a caldo dello shelf è terminata.

Completa l’aggiunta a caldo - NS224 ripiani

Se hai disattivato l’assegnazione automatica dei dischi come parte della preparazione per
l’aggiunta a caldo dello shelf NS224, devi assegnare manualmente la proprietà dei dischi
e riattivare l’assegnazione automatica dei dischi, se necessario.

Prima di iniziare

È necessario aver già collegato lo shelf come indicato per la coppia ha. Vedere "Panoramica del cablaggio per
un hot-add".

Fasi

1. Visualizzare tutti i dischi non posseduti: storage disk show -container-type unassigned

È possibile immettere il comando su uno dei controller.

2. Assegnare ciascun disco: storage disk assign -disk disk_name -owner owner_name

È possibile immettere il comando su uno dei controller.

È possibile utilizzare il carattere jolly per assegnare più di un disco alla volta.

3. Se necessario, riabilitare l’assegnazione automatica del disco: storage disk option modify -node
node_name -autoassign on

È necessario riattivare l’assegnazione automatica della guida su entrambi i controller.

Modifica dell’ID di uno shelf - shelf NS224

È possibile modificare l’ID di uno shelf in un sistema quando ONTAP non è ancora in
esecuzione o quando si aggiunge a caldo uno shelf prima di essere collegato al sistema.
È inoltre possibile modificare un ID shelf quando ONTAP è attivo e in esecuzione (i
moduli controller sono disponibili per fornire dati) e tutti i dischi nello shelf sono di
proprietà, parti di ricambio o parte di aggregati non allineati.

Prima di iniziare

• Se ONTAP è attivo e in esecuzione (i moduli controller sono disponibili per fornire i dati), è necessario
verificare che tutti i dischi nello shelf siano privi di proprietà, parti di ricambio o parte di aggregati non
allineati.

È possibile verificare lo stato dei dischi utilizzando storage disk show -shelf shelf_number
comando. Output in Container Type viene visualizzata la colonna spare oppure broken se si tratta di
un disco guasto. Inoltre, il Container Name e. Owner le colonne devono avere un trattino.

• È necessaria una graffetta con un lato raddrizzato o una penna a sfera con punta stretta.

Utilizzare la graffetta o la penna a sfera per accedere al pulsante ID dello shelf attraverso il piccolo foro, a
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destra dei LED, nel pannello ODP (Operator Display Panel).

A proposito di questa attività

• Un ID shelf valido va da 00 a 99.

• Gli shelf ID devono essere univoci all’interno di una coppia ha.

• Per rendere effettivo l’ID dello shelf, è necessario spegnere e riaccendere uno shelf (scollegare entrambi i
cavi di alimentazione, attendere il tempo appropriato e ricollegarli).

Il tempo di attesa prima di ricollegare i cavi di alimentazione dipende dallo stato di ONTAP, come descritto
più avanti in questa procedura.

Gli shelf NS224 non dispongono di interruttori di alimentazione sugli alimentatori.

Fasi

1. Accendere lo shelf, se non è già acceso.

Collegare i cavi di alimentazione prima allo shelf, fissandoli in posizione con il fermo del cavo di
alimentazione, quindi collegare i cavi di alimentazione a diverse fonti di alimentazione per una maggiore
resilienza.

2. Rimuovere il cappuccio terminale sinistro per individuare il piccolo foro a destra dei LED.

Tappo terminale dello scaffale

Mascherina dello scaffale

Numero ID ripiano

Pulsante ID ripiano

3. Modificare il primo numero dell’ID dello shelf:
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a. Inserire la graffetta o la penna a sfera nel piccolo foro.

b. Tenere premuto il pulsante fino a quando il primo numero sul display digitale non lampeggia, quindi
rilasciare il pulsante.

Il lampeggiamento del numero può richiedere fino a 15 secondi. In questo modo viene attivata la
modalità di programmazione degli ID dello shelf.

Se l’ID impiega più di 15 secondi per lampeggiare, tenere premuto di nuovo il pulsante,
assicurandosi di premerlo completamente.

c. Premere e rilasciare il pulsante per avanzare il numero fino a raggiungere il numero desiderato da 0 a
9.

La durata di ogni stampa e rilascio può essere di un solo secondo.

Il primo numero continua a lampeggiare.

4. Modificare il secondo numero dell’ID dello shelf:

a. Tenere premuto il pulsante fino a quando il secondo numero sul display digitale non lampeggia.

Il lampeggiamento del numero può richiedere fino a tre secondi.

Il primo numero sul display digitale smette di lampeggiare.

a. Premere e rilasciare il pulsante per avanzare il numero fino a raggiungere il numero desiderato da 0 a
9.

Il secondo numero continua a lampeggiare.

5. Bloccare il numero desiderato e uscire dalla modalità di programmazione tenendo premuto il tasto fino a
quando il secondo numero non smette di lampeggiare.

Il numero può richiedere fino a tre secondi per smettere di lampeggiare.

Entrambi i numeri sul display digitale iniziano a lampeggiare e il LED ambra sull’ODP si illumina dopo circa
cinque secondi, avvisando l’utente che l’ID dello shelf in sospeso non è ancora entrato in vigore.

6. Spegnere e riaccendere lo shelf per rendere effettivo l’ID dello shelf.

Scollegare il cavo di alimentazione da entrambi gli alimentatori dello shelf, attendere il tempo necessario,
quindi ricollegarli agli alimentatori dello shelf per completare il ciclo di alimentazione.

L’alimentatore viene acceso non appena il cavo di alimentazione viene collegato. Il LED a due colori
dovrebbe illuminarsi di verde.

◦ Se ONTAP non è ancora in esecuzione o si sta aggiungendo a caldo uno shelf (che non è ancora stato
cablato al sistema), attendere almeno 10 secondi.

◦ Se ONTAP è in esecuzione (i controller sono disponibili per fornire i dati) e tutti i dischi nello shelf non
sono di proprietà, parti di ricambio o parte di aggregati non allineati, attendere almeno 70 secondi.

Questa volta consente a ONTAP di eliminare correttamente il vecchio indirizzo di shelf e aggiornare la
copia del nuovo indirizzo di shelf.

83



7. Sostituire il cappuccio terminale sinistro.

Shelf di cavi come storage collegato allo switch - shelf NS224

Se si dispone di un sistema in cui gli shelf di dischi NS224 devono essere cablati come
storage collegato allo switch (non come storage collegato direttamente), utilizzare le
informazioni fornite.

• Per collegare gli shelf di dischi NS224 attraverso switch di storage, fare riferimento alla "NetApp Hardware
Universe" per ulteriori informazioni. Per i modelli hardware meno recenti, le informazioni sul cablaggio degli
interruttori sono disponibili anche nella "NS224 NVMe Drive Shelf Cabining Guide" .

• Per installare gli switch di archiviazione, fare riferimento alla "Documentazione switch AFF e FAS".

• Per verificare l’hardware supportato per il modello di piattaforma in uso, ad esempio switch di archiviazione
e cavi, fare riferimento alla "NetApp Hardware Universe" .

Mantenere

Sostituire i supporti di avvio - shelf NS224

È possibile sostituire un supporto di avvio guasto in uno shelf NS224. La sostituzione del
supporto di avvio può essere eseguita senza interruzioni, mentre lo shelf del disco è
acceso e l’i/o è in corso.

Prima di iniziare

• NS224 solo con moduli NSM100: La coppia ha deve già eseguire ONTAP 9,7 o versione successiva, che
dispone della versione minima supportata del firmware NSM.

È possibile immettere il storage shelf show -module Comando sulla console di uno dei controller
per verificare la versione del firmware NSM sullo shelf.

Se lo shelf non esegue la versione 0111 o successiva del firmware NSM, non è possibile
sostituire il supporto di avvio, è necessario sostituire l’NSM.

"Sostituire un NSM - NS224 ripiani"

• NS224 solo con NSM100 moduli: È necessario un cacciavite Phillips n. 1.

La vite utilizzata per fissare il supporto di avvio alla scheda richiede un cacciavite Phillips n. 1; l’utilizzo di
un altro tipo di cacciavite potrebbe rimuovere la vite.

• L’NSM partner dello shelf deve essere attivo e funzionante e deve essere collegato correttamente in modo
che lo shelf mantenga la connettività quando si rimuove l’NSM con la FRU (NSM di destinazione) guasta.

"Download NetApp: Config Advisor"

• Tutti gli altri componenti del sistema devono funzionare correttamente.

A proposito di questa attività

• Dopo la sostituzione del supporto di avvio, l’immagine di avvio dal NSM partner dello shelf viene copiata
automaticamente sul supporto di avvio sostitutivo.
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Questa operazione può richiedere fino a cinque minuti.

• Attendere almeno 70 secondi tra la rimozione e l’installazione del modulo NVMe shelf (NSM).

Ciò consente a ONTAP di elaborare l’evento di rimozione NSM.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
LED di posizione rimangono accesi per 30 minuti. È possibile disattivarle immettendo lo stesso comando,
ma utilizzando l' `off`opzione .

• Dopo aver sostituito il supporto di avvio, è possibile restituire il componente guasto a NetApp come
descritto nelle istruzioni RMA fornite con il kit.

Per ottenere il numero RMA o ulteriore assistenza per la procedura di sostituzione, contattare il supporto
tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-638277 (Europa) o
+800-800-80-800 (Asia/Pacifico).
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NSM100 moduli

Per sostituire il supporto di avvio, è possibile utilizzare la seguente animazione o i passaggi scritti.

Sostituire il supporto di boot dello shelf NS224

Fasi

1. Assicurarsi che entrambi gli NSM presenti nello shelf eseguano la stessa versione del firmware:
Versione 0200 o successiva.

2. Mettere a terra l’utente.

3. Scollegare il cablaggio dall’NSM che contiene la FRU che si sta sostituendo:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione,
se si tratta di un alimentatore CA, oppure svitando le due viti ad alette, se si tratta di un
alimentatore CC, quindi scollegare il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio di archiviazione dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. Quando si reinserisce l’NSM,
ricollegare i cavi alle stesse porte, più avanti in questa procedura.

4. Rimuovere l’NSM dallo scaffale:

a. Far passare le dita attraverso i fori delle dita dei meccanismi di chiusura su entrambi i lati
dell’NSM.

Se si sta rimuovendo il NSM inferiore e se la guida inferiore ostruisce l’accesso ai
meccanismi di chiusura, posizionare le dita di indice attraverso i fori delle dita
dall’interno (incrociando le braccia).

b. Con i pollici, tenere premuti le linguette arancioni sulla parte superiore dei meccanismi di blocco.

I meccanismi di chiusura si sollevano, liberando i perni di chiusura sullo scaffale.

c. Tirare delicatamente fino a quando l’NSM non si trova a circa un terzo del percorso fuori dal
ripiano, afferrare i lati dell’NSM con entrambe le mani per sostenere il suo peso, quindi collocarlo
su una superficie piana e stabile.

Quando si inizia a tirare, i bracci del meccanismo di chiusura si estendono dall’NSM e si bloccano
nella loro posizione completamente estesa.

5. Allentare la vite ad alette del coperchio NSM e aprire il coperchio.

6. Individuare fisicamente il supporto di avvio guasto.

Il supporto di avvio si trova lungo la parete del telaio del ripiano, di fronte all’alimentatore.

7. Sostituire il supporto di avvio:

a. Utilizzando il cacciavite Phillips n. 1, rimuovere con cautela la vite che fissa l’estremità inferiore
(dentellata) del supporto di avvio alla scheda.

b. Rimuovere il supporto di avvio ruotando leggermente l’estremità con tacche verso l’alto, quindi
tirarlo delicatamente verso di sé fino a sganciarlo dallo zoccolo.
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È possibile tenere il supporto di avvio posizionando il pollice e l’indice sui bordi laterali,
all’estremità con tacche

c. Estrarre il supporto di avvio dalla confezione antistatica.

d. Inserire il supporto di avvio sostitutivo spingendolo delicatamente nello zoccolo fino a inserirlo
completamente nello zoccolo.

È possibile tenere il supporto di avvio posizionando il pollice e l’indice sui bordi laterali,
all’estremità con tacche Assicurarsi che il lato con il dissipatore di calore sia rivolto verso l’alto.

Una volta posizionato correttamente e lasciato andare il supporto di avvio, l’estremità con tacche del
supporto di avvio è inclinata verso l’alto, lontano dalla scheda, perché non è ancora fissata con la vite.

a. Tenere delicatamente l’estremità dentellata del supporto di avvio mentre si inserisce e serrare la
vite con il cacciavite per fissare il supporto di avvio in posizione.

Stringere la vite quanto basta per mantenere saldamente in posizione il supporto di
avvio, ma non serrarlo eccessivamente.

8. Chiudere il coperchio NSM, quindi serrare la vite ad alette.

9. Reinserire l’NSM nello scaffale:

a. Assicurarsi che i bracci del meccanismo di chiusura siano bloccati in posizione completamente
estesa.

b. Con entrambe le mani, far scorrere delicatamente l’NSM nel ripiano fino a quando il peso
dell’NSM non è completamente sostenuto dal ripiano.

c. Spingere l’NSM nel ripiano finché non si ferma (circa mezzo pollice dal retro del ripiano).

È possibile posizionare i pollici sulle linguette arancioni sulla parte anteriore di ciascun anello per
le dita (dei bracci del meccanismo di chiusura) per spingere l’NSM.

d. Far passare le dita attraverso i fori delle dita dei meccanismi di chiusura su entrambi i lati
dell’NSM.

Se si inserisce il NSM inferiore e se la guida inferiore ostruisce l’accesso ai
meccanismi di chiusura, posizionare le dita di indice attraverso i fori delle dita
dall’interno (incrociando le braccia).

e. Con i pollici, tenere premuti le linguette arancioni sulla parte superiore dei meccanismi di blocco.

f. Spingere delicatamente in avanti i fermi fino al punto di arresto.

g. Rilasciare i pollici dalla parte superiore dei meccanismi di blocco, quindi continuare a spingere
fino a quando i meccanismi di blocco non scattano in posizione.

L’NSM deve essere inserito completamente nel ripiano e a filo con i bordi del ripiano.

10. Ricollegare il cablaggio all’NSM:

a. Ricollegare il cablaggio dello storage alle stesse due porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto.
Quando un cavo è inserito correttamente, scatta in posizione.
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b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissare il cavo di alimentazione con il
relativo fermo, se si tratta di un alimentatore CA, oppure serrare le due viti ad alette, se si tratta di
un alimentatore CC.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
ricollegare il cavo.

11. Verificare che i LED di attenzione (ambra) sull’NSM contenenti il supporto di avvio guasto e il pannello
del display dell’operatore non siano più illuminati.

I LED di attenzione possono impiegare da 5 a 10 minuti per spegnersi. Questa è la quantità di tempo
necessaria all’NSM per il riavvio e per il completamento della copia dell’immagine del supporto di
avvio.

Se i LED di errore rimangono accesi, il supporto di avvio potrebbe non essere inserito correttamente
oppure potrebbe esserci un altro problema e contattare il supporto tecnico per assistenza.

12. Verificare che l’NSM sia collegato correttamente, eseguendo Active IQ Config Advisor.

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

"Download NetApp: Config Advisor"

NSM100B moduli

Per sostituire il supporto di avvio guasto, procedere come segue.

Fasi

1. Mettere a terra l’utente.

2. Scollegare il cablaggio dall’NSM che contiene la FRU che si sta sostituendo:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione,
se si tratta di un alimentatore CA, oppure svitando le due viti ad alette, se si tratta di un
alimentatore CC, quindi scollegare il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio di archiviazione dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. Quando si reinserisce l’NSM,
ricollegare i cavi alle stesse porte, più avanti in questa procedura.

3. Rimuovere l’NSM:
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Su entrambe le estremità dell’NSM, spingere le linguette di bloccaggio verticali
verso l’esterno per rilasciare le maniglie.

• Tirare le maniglie verso di sé per sganciare l’NSM dalla midplane.

Mentre tirate, le maniglie si estendono fuori dal ripiano. Quando si avverte
una certa resistenza, continuare a tirare.

• Far scorrere l’NSM fuori dal ripiano e posizionarlo su una superficie piana e
stabile.

Assicurarsi di sostenere la parte inferiore dell’NSM mentre la si fa scorrere
fuori dallo scaffale.

Ruotare le maniglie in posizione verticale (accanto alle linguette) per spostarle
in modo che non siano di intralcio.

4. Aprire il coperchio NSM ruotando la vite a testa zigrinata in senso antiorario per allentarlo, quindi
aprire il coperchio.

5. Individuare fisicamente il supporto di avvio guasto.

6. Rimuovere il supporto di avvio:
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Posizione dei supporti di avvio

Premere la linguetta blu per rilasciare l’estremità destra del supporto di avvio.

Sollevare leggermente l’estremità destra del supporto di avvio per ottenere una
buona presa lungo i lati del supporto di avvio.

Estrarre delicatamente l’estremità sinistra del supporto di avvio dal relativo
alloggiamento.

7. Installare il supporto di avvio sostitutivo:

a. Allineare i bordi del supporto di avvio con l’alloggiamento dello zoccolo, quindi spingerlo
delicatamente a squadra nello zoccolo.

b. Ruotare il supporto di avvio verso il basso verso il pulsante di bloccaggio.

c. Premere il pulsante di blocco, ruotare completamente il supporto di avvio, quindi rilasciare il
pulsante di blocco.

8. Chiudere il coperchio NSM, quindi serrare la vite ad alette.

9. Inserire l’NSM nello scaffale:
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Se le maniglie NSM sono state ruotate in posizione verticale (accanto alle
linguette) per spostarle in modo che non siano di intralcio durante la
manutenzione dell’NSM, ruotarle in posizione orizzontale.

Allineare la parte posteriore dell’NSM con l’apertura nel ripiano, quindi spingere
delicatamente l’NSM utilizzando le maniglie fino a insediarlo completamente.

Ruotare le maniglie in posizione verticale e bloccarle in posizione con le
linguette.

10. Ricollegare il cablaggio all’NSM:

a. Ricollegare il cablaggio dello storage alle stesse due porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto.
Quando un cavo è inserito correttamente, scatta in posizione.

b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissare il cavo di alimentazione con il
relativo fermo, se si tratta di un alimentatore CA, oppure serrare le due viti ad alette, se si tratta di
un alimentatore CC.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
ricollegare il cavo.

11. Verificare che i LED di attenzione (ambra) sull’NSM contenenti il supporto di avvio guasto e il pannello
del display dell’operatore non siano più illuminati.

I LED di attenzione possono impiegare da 5 a 10 minuti per spegnersi. Questa è la quantità di tempo
necessaria all’NSM per il riavvio e per il completamento della copia dell’immagine del supporto di
avvio.

Se i LED di errore rimangono accesi, il supporto di avvio potrebbe non essere inserito correttamente
oppure potrebbe esserci un altro problema e contattare il supporto tecnico per assistenza.

12. Verificare che l’NSM sia collegato correttamente, eseguendo Active IQ Config Advisor.
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Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

"Download NetApp: Config Advisor"

Sostituire un DIMM - shelf NS224

È possibile sostituire un DIMM guasto senza interruzioni in uno shelf di dischi NS224
acceso e durante l’i/O.

Prima di iniziare

• L’NSM partner dello shelf deve essere attivo e funzionante e deve essere collegato correttamente in modo
che lo shelf mantenga la connettività quando si rimuove l’NSM con la FRU (NSM di destinazione) guasta.

"Download NetApp: Config Advisor"

• Tutti gli altri componenti del sistema, compresi gli altri tre DIMM nel modulo NSM100 e un DIMM nel
modulo NSM100B, devono funzionare correttamente.

A proposito di questa attività

• Attendere almeno 70 secondi tra la rimozione e l’installazione del modulo NVMe shelf (NSM).

In questo modo, ONTAP ha tempo sufficiente per elaborare l’evento di rimozione NSM.

• Best practice: la Best practice consiste nel disporre delle versioni correnti del firmware NVMe shelf
module (NSM) e del firmware del disco sul sistema prima di sostituire i componenti FRU.

"Download NetApp: Firmware shelf di dischi"

"Download NetApp: Firmware del disco"

Non riportare il firmware a una versione che non supporta lo shelf e i relativi componenti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
LED di posizione rimangono accesi per 30 minuti. È possibile disattivarle immettendo lo stesso comando,
ma utilizzando l' `off`opzione .

• Quando si disimballano i moduli DIMM sostitutivi, conservare tutti i materiali di imballaggio per utilizzarli
quando si restituisce il modulo DIMM guasto.

Per ottenere il numero RMA o ulteriore assistenza per la procedura di sostituzione, contattare il supporto
tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-638277 (Europa) o
+800-800-80-800 (Asia/Pacifico).

92

https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor
https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor
https://mysupport.netapp.com/site/downloads/firmware/disk-shelf-firmware
https://mysupport.netapp.com/site/downloads/firmware/disk-drive-firmware
https://mysupport.netapp.com/site/global/dashboard


NSM100 moduli

Per sostituire un modulo DIMM, è possibile utilizzare l’animazione seguente o la procedura scritta.

Sostituire un DIMM in uno shelf NS224

Fasi

1. Mettere a terra l’utente.

2. Scollegare il cablaggio dall’NSM che contiene la FRU che si sta sostituendo:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione,
se si tratta di un alimentatore CA, oppure svitando le due viti ad alette, se si tratta di un
alimentatore CC, quindi scollegare il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio di archiviazione dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. Quando si reinserisce l’NSM,
ricollegare i cavi alle stesse porte, più avanti in questa procedura.

3. Rimuovere l’NSM dallo scaffale:

a. Far passare le dita attraverso i fori delle dita dei meccanismi di chiusura su entrambi i lati
dell’NSM.

Se si sta rimuovendo il NSM inferiore e se la guida inferiore ostruisce l’accesso ai
meccanismi di chiusura, posizionare le dita di indice attraverso i fori delle dita
dall’interno (incrociando le braccia).

b. Con i pollici, tenere premuti le linguette arancioni sulla parte superiore dei meccanismi di blocco.

I meccanismi di chiusura si sollevano, liberando i perni di chiusura sullo scaffale.

c. Tirare delicatamente fino a quando l’NSM non si trova a circa un terzo del percorso fuori dal
ripiano, afferrare i lati dell’NSM con entrambe le mani per sostenere il suo peso, quindi collocarlo
su una superficie piana e stabile.

Quando si inizia a tirare, i bracci del meccanismo di chiusura si estendono dall’NSM e si bloccano
nella loro posizione completamente estesa.

4. Allentare la vite ad alette del coperchio NSM e aprire il coperchio.

L’etichetta FRU sul coperchio NSM mostra la posizione dei quattro DIMM, due su entrambi i lati del
dissipatore di calore, al centro dell’NSM.

5. Identificare fisicamente il DIMM guasto.

Quando un DIMM è guasto, il sistema registra un messaggio di avviso alla console di sistema che
indica quale DIMM è difettoso.

6. Sostituire il DIMM guasto:

a. Prendere nota dell’orientamento del DIMM nello slot in modo da poter inserire il DIMM sostitutivo
con lo stesso orientamento.
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b. Estrarre il modulo DIMM dal relativo slot spingendo lentamente le linguette di espulsione su
entrambe le estremità dello slot DIMM, quindi sollevarlo per estrarlo dallo slot.

Tenere il modulo DIMM per gli angoli o i bordi per evitare di esercitare pressione
sui componenti della scheda a circuiti stampati del modulo DIMM.

Le linguette dell’espulsore rimangono in posizione aperta.

c. Rimuovere il modulo DIMM di ricambio dalla confezione antistatica per la spedizione.

d. Tenere il modulo DIMM per gli angoli, quindi inserirlo correttamente in uno slot.

La tacca sulla parte inferiore del DIMM, tra i pin, deve allinearsi con la linguetta nello slot.

Una volta inserito correttamente, il DIMM dovrebbe essere inserito facilmente ma saldamente nello
slot. In caso contrario, reinserire il DIMM.

a. Spingere con cautela, ma con decisione, il bordo superiore del modulo DIMM fino a quando le
linguette di espulsione non scattano in posizione sulle tacche di entrambe le estremità del modulo
DIMM.

7. Chiudere il coperchio NSM, quindi serrare la vite ad alette.

8. Reinserire l’NSM nello scaffale:

a. Assicurarsi che i bracci del meccanismo di chiusura siano bloccati in posizione completamente
estesa.

b. Con entrambe le mani, far scorrere delicatamente l’NSM nel ripiano fino a quando il peso
dell’NSM non è completamente sostenuto dal ripiano.

c. Spingere l’NSM nel ripiano finché non si ferma (circa mezzo pollice dal retro del ripiano).

È possibile posizionare i pollici sulle linguette arancioni sulla parte anteriore di ciascun anello per
le dita (dei bracci del meccanismo di chiusura) per spingere l’NSM.

d. Far passare le dita attraverso i fori delle dita dei meccanismi di chiusura su entrambi i lati
dell’NSM.

Se si inserisce il NSM inferiore e se la guida inferiore ostruisce l’accesso ai
meccanismi di chiusura, posizionare le dita di indice attraverso i fori delle dita
dall’interno (incrociando le braccia).

e. Con i pollici, tenere premuti le linguette arancioni sulla parte superiore dei meccanismi di blocco.

f. Spingere delicatamente in avanti i fermi fino al punto di arresto.

g. Rilasciare i pollici dalla parte superiore dei meccanismi di blocco, quindi continuare a spingere
fino a quando i meccanismi di blocco non scattano in posizione.

L’NSM deve essere inserito completamente nel ripiano e a filo con i bordi del ripiano.

9. Ricollegare il cablaggio all’NSM:

a. Ricollegare il cablaggio dello storage alle stesse due porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto.
Quando un cavo è inserito correttamente, scatta in posizione.
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b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissare il cavo di alimentazione con il
relativo fermo, se si tratta di un alimentatore CA, oppure serrare le due viti ad alette, se si tratta di
un alimentatore CC.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
ricollegare il cavo.

10. Verificare che i LED di attenzione (ambra) sull’NSM che contiene il modulo DIMM guasto e il pannello
del display dell’operatore non siano più illuminati.

I LED di attenzione NSM si spengono dopo il riavvio dell’NSM e non rilevano più un problema DIMM.
Questa operazione può richiedere da tre a cinque minuti.

11. Verificare che l’NSM sia collegato correttamente, eseguendo Active IQ Config Advisor.

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

"Download NetApp: Config Advisor"

NSM100B moduli

Fasi

1. Mettere a terra l’utente.

2. Scollegare il cablaggio dall’NSM che contiene la FRU che si sta sostituendo:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione,
se si tratta di un alimentatore CA, oppure svitando le due viti ad alette, se si tratta di un
alimentatore CC, quindi scollegare il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio di archiviazione dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. Quando si reinserisce l’NSM,
ricollegare i cavi alle stesse porte, più avanti in questa procedura.

3. Inserire l’NSM nello scaffale:
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Se le maniglie NSM sono state ruotate in posizione verticale (accanto alle
linguette) per spostarle in modo che non siano di intralcio durante la
manutenzione dell’NSM, ruotarle in posizione orizzontale.

Allineare la parte posteriore dell’NSM con l’apertura nel ripiano, quindi spingere
delicatamente l’NSM utilizzando le maniglie fino a insediarlo completamente.

Ruotare le maniglie in posizione verticale e bloccarle in posizione con le
linguette.

4. Aprire il coperchio NSM ruotando la vite a testa zigrinata in senso antiorario per allentarlo, quindi
aprire il coperchio.

L’etichetta FRU sul coperchio NSM mostra la posizione dei due DIMM e dei due alloggiamenti DIMM
nell’NSM.

5. Identificare fisicamente il DIMM guasto.

Quando un DIMM è difettoso, il sistema registra un messaggio di avviso alla console di sistema che
indica quale DIMM deve essere sostituito.

6. Rimuovere il modulo DIMM difettoso:

Numerazione e posizioni degli slot DIMM.

L’NSM contiene DIMM negli slot 1 e 3 e DIMM negli slot 2 e 4.
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• Prendere nota dell’orientamento del modulo DIMM nello zoccolo in modo da
poter inserire il modulo DIMM sostitutivo utilizzando lo stesso orientamento.

• Espellere il modulo DIMM difettoso spostando lentamente le due linguette
dell’estrattore DIMM su entrambe le estremità dell’alloggiamento DIMM.

Tenere il modulo DIMM per gli angoli o i bordi per evitare di
esercitare pressione sui componenti della scheda a circuiti
stampati del modulo DIMM.

Sollevare il DIMM ed estrarlo dall’alloggiamento.

Le linguette dell’espulsore rimangono in posizione aperta.

7. Sostituire il modulo DIMM:

a. Rimuovere il modulo DIMM di ricambio dalla confezione antistatica per la spedizione.

b. Tenere il modulo DIMM per gli angoli, quindi inserirlo correttamente in uno slot.

La tacca sulla parte inferiore del DIMM, tra i pin, deve allinearsi con la linguetta nello slot.

Una volta inserito correttamente, il DIMM dovrebbe essere inserito facilmente ma saldamente nello
slot. In caso contrario, reinserire il DIMM.

a. Spingere con cautela, ma con decisione, il bordo superiore del modulo DIMM fino a quando le
linguette di espulsione non scattano in posizione sulle tacche di entrambe le estremità del modulo
DIMM.

8. Chiudere il coperchio NSM, quindi serrare la vite ad alette.

9. Inserire l’NSM nello scaffale:

Se le maniglie NSM sono state ruotate in posizione verticale (accanto alle
linguette) per spostarle in modo che non siano di intralcio durante la
manutenzione dell’NSM, ruotarle in posizione orizzontale.

97



Allineare la parte posteriore dell’NSM con l’apertura nel ripiano, quindi spingere
delicatamente l’NSM utilizzando le maniglie fino a insediarlo completamente.

Ruotare le maniglie in posizione verticale e bloccarle in posizione con le
linguette.

10. Ricollegare il cablaggio all’NSM:

a. Ricollegare il cablaggio dello storage alle stesse due porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto.
Quando un cavo è inserito correttamente, scatta in posizione.

b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissare il cavo di alimentazione con il
relativo fermo, se si tratta di un alimentatore CA, oppure serrare le due viti ad alette, se si tratta di
un alimentatore CC.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
ricollegare il cavo.

11. Verificare che i LED di attenzione (ambra) sull’NSM che contiene il modulo DIMM guasto e il pannello
del display dell’operatore non siano più illuminati.

I LED di attenzione NSM si spengono dopo il riavvio dell’NSM e non rilevano più un problema DIMM.
Questa operazione può richiedere da tre a cinque minuti.

12. Verificare che l’NSM sia collegato correttamente, eseguendo Active IQ Config Advisor.

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

"Download NetApp: Config Advisor"

Disco hot-swap: Shelf NS224

È possibile sostituire un disco guasto senza interruzioni in uno shelf di dischi NS224
acceso e mentre l’i/o è in corso.

Prima di iniziare

• L’unità che si sta installando deve essere supportata dallo shelf NS224.

"NetApp Hardware Universe"

• Se l’autenticazione SED è attivata, è necessario utilizzare le istruzioni per la sostituzione SED nella
documentazione di ONTAP.

Le istruzioni contenute nella documentazione di ONTAP descrivono i passaggi aggiuntivi da eseguire prima
e dopo la sostituzione di un SED.

"Panoramica della crittografia NetApp con CLI"
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• Tutti gli altri componenti del sistema devono funzionare correttamente; in caso contrario, contattare il
supporto tecnico.

• Verificare che l’unità che si sta rimuovendo non sia funzionante.

È possibile verificare che il disco non funzioni correttamente eseguendo storage disk show -broken
comando. Il disco guasto viene visualizzato nell’elenco dei dischi guasti. In caso contrario, attendere ed
eseguire nuovamente il comando.

A seconda del tipo e della capacità del disco, potrebbero essere necessarie diverse ore
prima che il disco venga visualizzato nell’elenco dei dischi guasti.

A proposito di questa attività

• Best practice: la Best practice consiste nell’installare la versione corrente del Disk Qualification Package
(DQP) prima di sostituire a caldo un disco.

L’installazione della versione corrente di DQP consente al sistema di riconoscere e utilizzare dischi appena
qualificati. In questo modo si evitano messaggi di eventi di sistema relativi alla presenza di informazioni
non aggiornate sui dischi e alla prevenzione della partizione dei dischi perché i dischi non vengono
riconosciuti. Inoltre, il DQP notifica la presenza di firmware del disco non aggiornato.

"Download NetApp: Pacchetto di qualificazione dei dischi"

• Best practice: la Best practice consiste nel disporre delle versioni correnti del firmware NVMe shelf
module (NSM) e del firmware del disco sul sistema prima di sostituire i componenti FRU.

"Download NetApp: Firmware shelf di dischi"

"Download NetApp: Firmware del disco"

Non riportare il firmware a una versione che non supporta lo shelf e i relativi componenti.

• Il firmware del disco viene aggiornato automaticamente (senza interruzioni) sui nuovi dischi con versioni
firmware non aggiornate.

I controlli del firmware del disco vengono eseguiti ogni due minuti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
LED di posizione rimangono accesi per 30 minuti. È possibile disattivarle immettendo lo stesso comando,
ma utilizzando l' `off`opzione .

• Quando si disimballa l’unità sostitutiva, conservare tutti i materiali di imballaggio per l’utilizzo quando si
restituisce l’unità guasta.

Per ottenere il numero RMA o ulteriore assistenza per la procedura di sostituzione, contattare il supporto
tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-638277 (Europa) o
+800-800-80-800 (Asia/Pacifico).
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Fasi

1. Se si desidera assegnare manualmente la proprietà del disco per l’unità sostitutiva, è necessario
disattivare l’assegnazione automatica del disco, se attivata.

È necessario assegnare manualmente la proprietà del disco se i dischi nello shelf sono di
proprietà di entrambi i moduli controller della coppia ha. Completare questa attività più
avanti in questa procedura.

a. Verificare se l’assegnazione automatica dei dischi è abilitata: storage disk option show

È possibile immettere il comando su entrambi i moduli controller.

Se l’assegnazione automatica dei dischi è attivata, viene visualizzato l’output on in Auto Assign (per
ciascun modulo controller).

a. Se l’assegnazione automatica dei dischi è attivata, disattivarla: storage disk option modify
-node node_name -autoassign off

È necessario disattivare l’assegnazione automatica dei dischi su entrambi i moduli controller.

2. Mettere a terra l’utente.

3. Identificare fisicamente il disco guasto.

In caso di guasto di un disco, il sistema registra un messaggio di avviso alla console di sistema che indica
quale disco si è guastato. Inoltre, il LED di attenzione (ambra) sul display operatore dello shelf di dischi e il
disco guasto si illuminano.

Il LED di attività (verde) su un disco guasto può essere acceso (fisso), che indica che il
disco è alimentato, ma non deve lampeggiare, il che indica l’attività i/O. Un disco guasto non
ha attività i/O.

4. Rimuovere il disco guasto:

Premere il pulsante di rilascio sulla superficie dell’unità per aprire la maniglia della
camma.
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Ruotare la maniglia della camma verso il basso per disinnestare la trasmissione
dalla piastra intermedia.

Estrarre l’unità dallo scaffale utilizzando la maniglia della camma e supportarla con
l’altra mano.

5. Attendere almeno 70 secondi prima di inserire l’unità sostitutiva.

Questo consente al sistema di riconoscere che un disco è stato rimosso.

6. Inserire l’unità sostitutiva:

a. Con la maniglia della camma in posizione aperta, utilizzare entrambe le mani per inserire l’unità.

b. Premere delicatamente fino a quando l’unità non si arresta.

c. Chiudere la maniglia della camma in modo che l’unità sia completamente inserita nel piano intermedio
e la maniglia scatti in posizione.

Chiudere lentamente la maniglia della camma in modo che sia allineata correttamente con la superficie
dell’unità.

7. Verificare che il LED di attività del disco (verde) sia acceso.

Quando il LED di attività del disco è acceso, significa che il disco è alimentato. Quando il LED di attività del
disco lampeggia, significa che il disco è alimentato e che l’i/o è in corso. Se il firmware del disco viene
aggiornato automaticamente, il LED lampeggia.

8. Se si sostituisce un’altra unità, ripetere i passaggi precedenti.

9. Se in precedenza in questa procedura è stata disattivata l’assegnazione automatica dell’unità, assegnare
manualmente la proprietà dell’unità e quindi riattivare l’assegnazione automatica dell’unità se necessario:

a. Visualizzare tutti i dischi non posseduti: storage disk show -container-type unassigned

È possibile immettere il comando su entrambi i moduli controller.

b. Assegnare ciascun disco: storage disk assign -disk disk_name -owner owner_name

È possibile immettere il comando su entrambi i moduli controller.

È possibile utilizzare il carattere jolly per assegnare più di un disco alla volta.

a. Se necessario, riabilitare l’assegnazione automatica del disco: storage disk option modify
-node node_name -autoassign on

È necessario riabilitare l’assegnazione automatica dei dischi su entrambi i moduli controller.

Shelf di dischi

Panoramica della manutenzione degli scaffali - NS224 ripiani

Per la manutenzione dello shelf NS224, puoi intraprendere le seguenti azioni:
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• "Aggiunta a caldo di un’unità"

• "Sostituire a freddo un ripiano"

• "Rimuovere a caldo uno shelf"

• "LED dello shelf del monitor"

Sostituire a freddo uno scaffale - NS224 ripiani

Per sostituire uno shelf di dischi in un sistema di produzione con dischi in uso, è
necessario sostituire lo shelf cold. Si tratta di una procedura distruttiva. Richiede l’arresto
dei controller della coppia ha.

Consultare l’articolo della Knowledge base di NetApp "Come sostituire il telaio di un ripiano utilizzando una
procedura di rimozione del ripiano a freddo".

Aggiunta a caldo di un disco - NS224 shelf

Puoi aggiungere nuovi dischi a uno shelf acceso senza interruzioni, anche durante le
operazioni di i/O.

Consultare l’articolo della Knowledge base di NetApp "Best practice per l’aggiunta di dischi a uno shelf o
cluster esistente".

Rimozione a caldo di uno shelf - Shelf NS224

È possibile rimuovere a caldo uno shelf di dischi NS224 che ha rimosso gli aggregati dai
dischi, in una coppia ha attiva e in grado di fornire dati (i/o in corso).

Questa procedura non si applica ai sistemi ASA r2.

Prima di iniziare

• La coppia ha non può trovarsi in uno stato di Takeover.

• È necessario rimuovere tutti gli aggregati dai dischi (i dischi devono essere spare) nello shelf che si sta
rimuovendo.

Se si tenta di eseguire questa procedura con gli aggregati sullo shelf che si sta rimuovendo,
si potrebbe verificare un errore nel sistema con un panic su più dischi.

È possibile utilizzare storage aggregate offline -aggregate aggregate_name e quindi
storage aggregate delete -aggregate aggregate_name comando.

Per ulteriori informazioni su questo passaggio ed evitare potenziali problemi di i/o, consultare la
"Panoramica su dischi e aggregati".

• Se il sistema viene fornito in un cabinet di sistema, è necessario un cacciavite Phillips per rimuovere le viti
che fissano il ripiano alle guide del rack del cabinet.

A proposito di questa attività

• Se si rimuovono a caldo più shelf, rimuovere uno shelf alla volta.

• Best practice: la Best practice consiste nell’eliminare la proprietà dei dischi dopo aver rimosso gli
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aggregati dai dischi nello shelf in questione.

La cancellazione delle informazioni di proprietà da un’unità di riserva consente di integrare correttamente
l’unità in un altro nodo (se necessario).

La procedura per la rimozione della proprietà dai dischi si trova nel contenuto dei dischi e degli aggregati:

"Panoramica su dischi e aggregati"

La procedura richiede la disattivazione dell’assegnazione automatica del disco. Al termine di
questa procedura, è possibile riabilitare l’assegnazione automatica del disco (dopo aver rimosso
a caldo lo shelf).

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
LED di posizione rimangono accesi per 30 minuti. È possibile disattivarli immettendo lo stesso comando,
ma utilizzando l’opzione Off.

• Dopo aver scollegato uno shelf da porte non dedicate compatibili con RoCE (a bordo dei controller, su
schede PCIe compatibili con RoCE, una combinazione di entrambi o su moduli i/o), è possibile
riconfigurare queste porte per l’utilizzo in rete.

Se la coppia ha esegue ONTAP 9.7 o versione successiva, non è necessario riavviare i controller, a meno
che uno o entrambi i controller non siano in modalità di manutenzione. Questa procedura presuppone che
nessuno dei controller sia in modalità di manutenzione.

Fasi

1. Mettere a terra l’utente.

2. Verificare che i dischi nello shelf che si sta rimuovendo non abbiano aggregati (sono parti di ricambio) e
che la proprietà sia rimossa:

a. Immettere il seguente comando per elencare tutti i dischi nello shelf che si desidera rimuovere:
storage disk show -shelf shelf_number

È possibile immettere il comando su entrambi i moduli controller.

b. Controllare l’output per verificare che non vi siano aggregati sui dischi.

I dischi senza aggregati hanno un trattino nella Container Name colonna.

c. Controllare l’output per verificare che la proprietà sia rimossa dai dischi.

I dischi senza proprietà hanno un trattino nella Owner colonna.

In caso di guasti, i dischi vengono visualizzati come guasti in Container Type
colonna. (I dischi guasti non hanno proprietà).
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Il seguente output mostra che le unità sullo shelf da rimuovere (shelf 2) si trovano nello stato corretto
per la rimozione dello shelf. Gli aggregati vengono rimossi su tutti i dischi, quindi viene visualizzato un
trattino nella Container Name per ciascun disco. La proprietà viene rimossa anche da tutti i dischi;
pertanto, viene visualizzato un trattino nella Owner per ciascun disco.

cluster1::> storage disk show -shelf 2

           Usable           Disk     Container   Container

Disk         Size Shelf Bay Type     Type        Name       Owner

-------- -------- ----- --- ------   ----------- ---------- ---------

...

2.2.4           -     2   4 SSD-NVM  spare                -         -

2.2.5           -     2   5 SSD-NVM  spare                -         -

2.2.6           -     2   6 SSD-NVM  broken               -         -

2.2.7           -     2   7 SSD-NVM  spare                -         -

...

3. Individuare fisicamente lo scaffale da rimuovere.

4. Scollegare il cablaggio dallo shelf che si sta rimuovendo:

a. Scollegare i cavi di alimentazione dagli alimentatori aprendo il fermo del cavo di alimentazione, se si
tratta di alimentatori CA, oppure svitando le due viti ad alette, se si tratta di alimentatori CC, quindi
scollegare i cavi di alimentazione dagli alimentatori.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio dello storage (dallo shelf ai controller).

5. Rimuovere fisicamente il ripiano dal rack o dall’armadietto.

Un ripiano NS224 completamente carico può pesare fino a 30,29 kg (66,78 lb) con NSM100
moduli o una media di 25,8 kg (56,8 lb) con NSM100B moduli e richiede due persone per
sollevare o utilizzare un sollevatore idraulico. Evitare di rimuovere i componenti dello
scaffale (dalla parte anteriore o posteriore dello scaffale) per ridurre il peso dello scaffale, in
quanto il peso dello scaffale diventa sbilanciato.

Se il sistema è stato spedito in un armadietto, è necessario svitare le due viti Phillips che
fissano il ripiano alle guide del rack. Le viti si trovano sulle pareti interne del ripiano del NSM
inferiore. Rimuovere entrambi gli NSM per accedere alle viti.

6. Se si desidera rimuovere più di un ripiano, ripetere i passaggi precedenti.

In caso contrario, passare alla fase successiva.

7. Se l’assegnazione automatica del disco è stata disattivata quando è stata rimossa la proprietà dai dischi,
riattivarla: storage disk option modify -autoassign on

Il comando viene eseguito su entrambi i moduli controller.

8. È possibile riconfigurare le porte non dedicate compatibili con RoCE per l’utilizzo in rete, completando i
seguenti passaggi secondari. In caso contrario, la procedura viene completata.
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a. Verificare i nomi delle porte non dedicate, attualmente configurate per l’utilizzo dello storage: storage
port show

È possibile immettere il comando su entrambi i moduli controller.

Le porte non dedicate configurate per l’utilizzo dello storage vengono visualizzate
nell’output come segue: Se la coppia ha esegue ONTAP 9,8 o versioni successive, nella
Mode colonna vengono visualizzate le porte non dedicate storage. Se la coppia ha
utilizza ONTAP 9,7, nella State colonna vengono visualizzate anche enabled le porte
non dedicate visualizzate false nella Is Dedicated? colonna.

b. Completare la serie di passaggi applicabili alla versione di ONTAP in esecuzione sulla coppia ha:

Se la coppia ha è in

esecuzione…

Quindi…

ONTAP 9.8 o versione
successiva

i. Riconfigurare le porte non dedicate per l’utilizzo in rete, sul
primo modulo controller: storage port modify -node
node name -port port name -mode network

Eseguire questo comando per ciascuna porta che si sta
riconfigurando.

ii. Ripetere il passaggio precedente per riconfigurare le porte sul
secondo modulo controller.

iii. Passare alla fase secondaria 8c per verificare tutte le modifiche
delle porte.

ONTAP 9.7 i. Riconfigurare le porte non dedicate per l’utilizzo in rete, sul
primo modulo controller: storage port disable -node
node name -port port name

Eseguire questo comando per ciascuna porta che si sta
riconfigurando.

ii. Ripetere il passaggio precedente per riconfigurare le porte sul
secondo modulo controller.

iii. Passare alla fase secondaria 8c per verificare tutte le modifiche
delle porte.

c. Verificare che le porte non dedicate di entrambi i moduli controller siano riconfigurate per l’utilizzo in
rete: storage port show

È possibile immettere il comando su entrambi i moduli controller.

Se la coppia ha utilizza ONTAP 9.8 o versione successiva, vengono visualizzate le porte non dedicate
network in Mode colonna.

Se la coppia ha utilizza ONTAP 9,7, nella State colonna vengono visualizzate anche disabled le porte
non dedicate visualizzate false nella Is Dedicated? colonna.
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LED dello shelf del disco del monitor - shelf NS224

È possibile monitorare lo stato dello shelf di dischi comprendendo la posizione e le
condizioni di stato dei LED sui componenti dello shelf di dischi.

• I LED di posizione (blu), sul pannello di visualizzazione dell’operatore (ODP) di uno scaffale e su entrambi
gli NSM, possono essere attivati per facilitare l’individuazione fisica dello scaffale che necessita di
manutenzione: storage shelf location-led modify -shelf-name shelf_name -led
-status on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

I LED di posizione rimangono accesi per 30 minuti. È possibile disattivarle immettendo lo stesso comando,
ma utilizzando off opzione.

• Uno stato LED può essere:

◦ "On" (acceso): L’illuminazione LED è fissa/fissa

◦ "OFF" (spento): Il LED non si accende

◦ "Lampeggiante": Il LED si accende e si spegne a intervalli variabili a seconda dello stato della FRU

◦ "Qualsiasi stato": Il LED può essere acceso, spento o lampeggiante

LED del pannello del display dell’operatore

I LED sul pannello ODP (Front Operator Display) del ripiano dei dischi indicano se il ripiano dei dischi funziona
normalmente o se si verificano problemi con l’hardware.

L’illustrazione e la tabella seguenti descrivono i tre LED dell’ODP:
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Icona LED Nome e colore del

LED

Stato Descrizione

Alimentazione (verde) Acceso Uno o più alimentatori alimentano lo shelf di dischi.

Attenzione (ambra) Acceso • Si è verificato un errore nella funzione di una o più FRU
dello shelf.

Controllare i messaggi di evento per determinare
l’azione correttiva da intraprendere.

• Se lampeggia anche l’ID dello shelf a due cifre, l’ID dello
shelf è in stato di attesa.

Spegnere e riaccendere lo shelf del disco per modificare
l’ID dello shelf.

Posizione (blu) Acceso L’amministratore di sistema ha attivato questa funzione
LED.

LED NSM

I LED su un NSM indicano se il modulo funziona normalmente, se è pronto per il traffico i/o e se ci sono
problemi con l’hardware.

L’illustrazione e le tabelle seguenti descrivono i LED NSM associati alla funzione di un modulo e alla funzione
di ciascuna porta NVMe su un modulo.
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NSM100 moduli

Chiama Icona LED Colore Descrizione

Blu NSM: Posizione

Ambra NSM: Attenzione

LNK Verde NVMe port/link: Status (porta/collegamento NVMe)

Ambra Porta/collegamento NVMe: Attenzione

Stato Attenzione NSM

(ambra)

Porta LNK (verde) Attenzione porta

(ambra)

NSM normale Spento Qualsiasi stato Spento

Guasto NSM Acceso Qualsiasi stato Qualsiasi stato

Errore NSM VPD Acceso Qualsiasi stato Qualsiasi stato

Nessuna connessione alla porta host Qualsiasi stato Spento Spento

Collegamento alla porta host attivo Qualsiasi stato Acceso/lampeggian
te con attività

Qualsiasi stato

Connessione porta host con guasto Acceso On/Off se tutte le
corsie sono
guainate

Acceso

Eseguire l’avvio del BIOS dall’immagine
del BIOS dopo l’accensione

Lampeggia Qualsiasi stato Qualsiasi stato

NSM100B moduli
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Chiama Icona LED Colore Descrizione

LNK Verde NVMe port/link: Status (porta/collegamento NVMe)

Ambra Porta/collegamento NVMe: Attenzione

Ambra Modulo i/o: Attenzione

Blu NSM: Posizione

Ambra NSM: Attenzione

Stato Attenzione

NSM (ambra)

Porta LNK

(verde)

Attenzione

porta (ambra)

Attenzione al

modulo i/O.

NSM normale Spento Qualsiasi stato Spento Spento

Guasto NSM Acceso Qualsiasi stato Qualsiasi stato Spento

Errore NSM VPD Acceso Qualsiasi stato Qualsiasi stato Spento

Nessuna connessione alla porta
host

Qualsiasi stato Spento Spento Spento

Collegamento alla porta host
attivo

Qualsiasi stato Acceso/lampeg
giante con
attività

Qualsiasi stato Spento

Connessione porta host con
guasto

Acceso On/Off se tutte
le corsie sono
guainate

Acceso Spento

Eseguire l’avvio del BIOS
dall’immagine del BIOS dopo
l’accensione

Lampeggia Qualsiasi stato Qualsiasi stato Spento
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Stato Attenzione

NSM (ambra)

Porta LNK

(verde)

Attenzione

porta (ambra)

Attenzione al

modulo i/O.

Modulo i/o mancante Acceso N/A. N/A. Acceso

LED dell’alimentatore

I LED di un alimentatore CA o CC (PSU) indicano se l’alimentatore funziona normalmente o se si verificano
problemi hardware.

L’illustrazione e le tabelle seguenti descrivono il LED di un alimentatore. (L’illustrazione mostra un alimentatore
CA; tuttavia, la posizione dei LED è la stessa sull’alimentatore CC):

Chiama Descrizione

Il LED bicolore indica l’alimentazione/attività quando è verde e un guasto quando è
rosso.

Stato Alimentazione/attività

(verde)

Attenzione (rosso)

Assenza di alimentazione CA/CC nell’enclosure Spento Spento

Nessuna alimentazione CA/CC all’alimentatore Spento Acceso

Alimentazione CA/CC attiva, ma PSU non presente
nell’enclosure

Lampeggia Spento
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Stato Alimentazione/attività

(verde)

Attenzione (rosso)

PSU funzionante correttamente Acceso Spento

Guasto PSU Spento Acceso

Guasto alla ventola Spento Acceso

Modalità di aggiornamento del firmware Lampeggia Spento

LED delle unità

I LED di un’unità NVMe indicano se funziona normalmente o se si verificano problemi con l’hardware.

L’illustrazione e le tabelle seguenti descrivono i due LED di un’unità NVMe:
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Chiama Nome del LED Colore

Attenzione Ambra

Alimentazione/attività Verde

Stato Alimentazione/attiv

ità (verde)

Attenzione (ambra) LED ODP associato

Disco installato e operativo Acceso/lampeggiant
e con attività

Qualsiasi stato N/A.

Guasto al disco Acceso/lampeggiant
e con attività

Acceso Attenzione (ambra)

Set di identificazione del dispositivo SES Acceso/lampeggiant
e con attività

Lampeggia Attenzione (ambra)
disattivata

Set di bit di errore del dispositivo SES Acceso/lampeggiant
e con attività

Acceso Attenzione (ambra)

Guasto al circuito di controllo
dell’alimentazione

Spento Qualsiasi stato Attenzione (ambra)

Sostituire un modulo ventola - NS224 ripiani

Se una o entrambe le ventole del modulo della ventola si guastano, è possibile sostituire
il modulo della ventola. Questa procedura può essere completata senza interruzioni in
uno shelf di dischi da NS224 inserito con i/o in corso.

Prima di iniziare

L’NSM partner dello shelf deve essere attivo e funzionante e deve essere collegato correttamente in modo che
lo shelf mantenga la connettività quando si rimuove l’NSM con la FRU (NSM di destinazione) guasta.

"Download NetApp: Config Advisor"

A proposito di questa attività

• Attendere almeno 70 secondi tra la rimozione e l’installazione del modulo NVMe shelf (NSM).

Ciò consente a ONTAP di elaborare l’evento di rimozione NSM.

• Best practice: la Best practice consiste nel disporre delle versioni correnti del firmware NVMe shelf
module (NSM) e del firmware del disco sul sistema prima di sostituire i componenti FRU.

◦ Per aggiornare il "Download NetApp: Firmware shelf di dischi"

"Download NetApp: Firmware del disco"

114

https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor
https://mysupport.netapp.com/site/downloads/firmware/disk-shelf-firmware
https://mysupport.netapp.com/site/downloads/firmware/disk-drive-firmware


Non riportare il firmware a una versione che non supporta lo shelf e i relativi componenti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
LED di posizione rimangono accesi per 30 minuti. È possibile disattivarle immettendo lo stesso comando,
ma utilizzando l' `off`opzione .

• Quando si disimballano le ventole sostitutive, conservare tutti i materiali di imballaggio da utilizzare quando
si restituisce la ventola guasta.

Per ottenere il numero RMA o ulteriore assistenza per la procedura di sostituzione, contattare il supporto
tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-638277 (Europa) o
+800-800-80-800 (Asia/Pacifico).
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NSM100 moduli

È possibile utilizzare l’animazione seguente per facilitare la sostituzione di una ventola in un NS224 con
moduli NSM100.

Sostituire una ventola in un ripiano NS224

Fasi

1. Mettere a terra l’utente.

2. Scollegare il cablaggio dall’NSM che contiene la FRU che si sta sostituendo:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione,
se si tratta di un alimentatore CA, oppure svitando le due viti ad alette, se si tratta di un
alimentatore CC, quindi scollegare il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio di archiviazione dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. Ricollegare i cavi alle stesse porte
quando si reinserisce l’NSM più avanti in questa procedura.

3. Rimuovere l’NSM dallo scaffale:

a. Far passare le dita attraverso i fori delle dita dei meccanismi di chiusura su entrambi i lati
dell’NSM.

Se si sta rimuovendo il NSM inferiore e se la guida inferiore ostruisce l’accesso ai
meccanismi di chiusura, posizionare le dita di indice attraverso i fori delle dita
dall’interno (incrociando le braccia).

b. Con i pollici, tenere premuti le linguette arancioni sulla parte superiore dei meccanismi di blocco.

I meccanismi di chiusura si sollevano, liberando i perni di chiusura sullo scaffale.

c. Tirare delicatamente fino a quando l’NSM non si trova a circa un terzo del percorso fuori dal
ripiano, afferrare i lati dell’NSM con entrambe le mani per sostenere il suo peso, quindi collocarlo
su una superficie piana e stabile.

Quando si inizia a tirare, i bracci del meccanismo di chiusura si estendono dall’NSM e si bloccano
nella loro posizione completamente estesa.

4. Allentare la vite ad alette del coperchio NSM e aprire il coperchio.

L’etichetta FRU sul coperchio NSM mostra la posizione delle cinque ventole, lungo la
parete posteriore dell’NSM.

5. Identificare fisicamente la ventola guasta.

In caso di guasto di una ventola, il sistema registra un messaggio di avviso alla console di sistema
che indica quale ventola si è guastata.

6. Sostituire la ventola guasta:

a. Rimuovere la ventola guasta afferrando con decisione i lati, dove si trovano i punti di contatto blu,
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quindi sollevarla verticalmente per scollegarla dalla presa.

b. Inserire la ventola di ricambio allineandola nelle guide, quindi spingere verso il basso fino a
quando il connettore del modulo della ventola non è inserito completamente nella presa.

7. Chiudere il coperchio NSM, quindi serrare la vite ad alette.

8. Reinserire l’NSM nello scaffale:

a. Assicurarsi che i bracci del meccanismo di chiusura siano bloccati in posizione completamente
estesa.

b. Con entrambe le mani, far scorrere delicatamente l’NSM nel ripiano fino a quando il peso
dell’NSM non è completamente sostenuto dal ripiano.

c. Spingere l’NSM nel ripiano finché non si ferma (circa mezzo pollice dal retro del ripiano).

È possibile posizionare i pollici sulle linguette arancioni sulla parte anteriore di ciascun anello per
le dita (dei bracci del meccanismo di chiusura) per spingere l’NSM.

d. Far passare le dita attraverso i fori delle dita dei meccanismi di chiusura su entrambi i lati
dell’NSM.

Se si inserisce il NSM inferiore e se la guida inferiore ostruisce l’accesso ai
meccanismi di chiusura, posizionare le dita di indice attraverso i fori delle dita
dall’interno (incrociando le braccia).

e. Con i pollici, tenere premuti le linguette arancioni sulla parte superiore dei meccanismi di blocco.

f. Spingere delicatamente in avanti i fermi fino al punto di arresto.

g. Rilasciare i pollici dalla parte superiore dei meccanismi di blocco, quindi continuare a spingere
fino a quando i meccanismi di blocco non scattano in posizione.

L’NSM deve essere inserito completamente nel ripiano e a filo con i bordi del ripiano.

9. Ricollegare il cablaggio all’NSM:

a. Ricollegare il cablaggio dello storage alle stesse due porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto.
Quando un cavo è inserito correttamente, scatta in posizione.

b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissare il cavo di alimentazione con il
relativo fermo, se si tratta di un alimentatore CA, oppure serrare le due viti ad alette, se si tratta di
un alimentatore CC, quindi scollegare il cavo di alimentazione dall’alimentatore.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
ricollegare il cavo.

10. Verificare che i LED di attenzione (ambra) sull’NSM contenenti la ventola guasta e il pannello del
display dell’operatore non siano più illuminati.

I LED di attenzione NSM si spengono dopo il riavvio dell’NSM e non rilevano più un problema alla
ventola. Questa operazione può richiedere da tre a cinque minuti.

11. Verificare che l’NSM sia collegato correttamente, eseguendo Active IQ Config Advisor.
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Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

"Download NetApp: Config Advisor"

NSM100B moduli

Fasi

1. Mettere a terra l’utente.

2. Scollegare il cablaggio dall’NSM che contiene la FRU che si sta sostituendo:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione,
se si tratta di un alimentatore CA, oppure svitando le due viti ad alette, se si tratta di un
alimentatore CC, quindi scollegare il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio di archiviazione dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. Ricollegare i cavi alle stesse porte
quando si reinserisce l’NSM più avanti in questa procedura.

3. Rimuovere l’NSM:

Su entrambe le estremità dell’NSM, spingere le linguette di bloccaggio verticali
verso l’esterno per rilasciare le maniglie.

• Tirare le maniglie verso di sé per sganciare l’NSM dalla midplane.

Mentre tirate, le maniglie si estendono fuori dal ripiano. Quando si avverte
una certa resistenza, continuare a tirare.

• Far scorrere l’NSM fuori dal ripiano e posizionarlo su una superficie piana e
stabile.

Assicurarsi di sostenere la parte inferiore dell’NSM mentre la si fa scorrere
fuori dallo scaffale.
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Ruotare le maniglie in posizione verticale (accanto alle linguette) per spostarle
in modo che non siano di intralcio.

4. Aprire il coperchio NSM ruotando la vite a testa zigrinata in senso antiorario per allentarlo, quindi
aprire il coperchio.

L’etichetta FRU sul coperchio NSM mostra la posizione delle cinque ventole, lungo la
parete posteriore dell’NSM.

5. Identificare fisicamente la ventola guasta.

In caso di guasto di una ventola, il sistema registra un messaggio di avviso alla console di sistema
che indica quale ventola si è guastata.

6. Sostituire la ventola guasta:

Rimuovere la ventola guasta afferrando saldamente i lati in cui si trovano i punti
di contatto blu, quindi tirarla verso l’alto per estrarla dal relativo alloggiamento.

Inserire la ventola di ricambio allineandola all’interno delle guide, quindi
spingere verso il basso finché il connettore della ventola non è completamente
inserito nello zoccolo.

7. Chiudere il coperchio NSM, quindi serrare la vite ad alette.

8. Inserire l’NSM nello scaffale:
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Se le maniglie NSM sono state ruotate in posizione verticale (accanto alle
linguette) per spostarle in modo che non siano di intralcio durante la
manutenzione dell’NSM, ruotarle in posizione orizzontale.

Allineare la parte posteriore dell’NSM con l’apertura nel ripiano, quindi spingere
delicatamente l’NSM utilizzando le maniglie fino a insediarlo completamente.

Ruotare le maniglie in posizione verticale e bloccarle in posizione con le
linguette.

9. Ricollegare il cablaggio all’NSM:

a. Ricollegare il cablaggio dello storage alle stesse due porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto.
Quando un cavo è inserito correttamente, scatta in posizione.

b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissare il cavo di alimentazione con il
relativo fermo, se si tratta di un alimentatore CA, oppure serrare le due viti ad alette, se si tratta di
un alimentatore CC, quindi scollegare il cavo di alimentazione dall’alimentatore.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
ricollegare il cavo.

10. Verificare che i LED di attenzione (ambra) sull’NSM contenenti la ventola guasta e il pannello del
display dell’operatore non siano più illuminati.

I LED di attenzione NSM si spengono dopo il riavvio dell’NSM e non rilevano più un problema alla
ventola. Questa operazione può richiedere da tre a cinque minuti.

11. Verificare che l’NSM sia collegato correttamente, eseguendo Active IQ Config Advisor.

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

"Download NetApp: Config Advisor"
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Sostituire il modulo i/o Ethernet - NS224 shelf con NSM100B moduli

Puoi sostituire un modulo i/o Ethernet guasto senza interruzioni in uno shelf di dischi
NS224 acceso e in corso di i/O. Questa procedura si applica solo a NS224 ripiani con
NSM100B moduli.

Prima di iniziare

• Il NSM partner dello shelf deve essere attivo e funzionante e deve essere collegato correttamente in modo
che lo shelf mantenga la connettività quando si rimuove il NSM guasto.

"Download NetApp: Config Advisor"

• Tutti gli altri componenti del sistema devono funzionare correttamente.

A proposito di questa attività

• Attendere almeno 70 secondi tra la rimozione e l’installazione del modulo NVMe shelf (NSM).

Ciò consente a ONTAP di elaborare l’evento di rimozione NSM.

• Best practice: la Best practice consiste nel disporre delle versioni correnti del firmware NVMe shelf
module (NSM) e del firmware del disco sul sistema prima di sostituire i componenti FRU.

"Download NetApp: Firmware shelf di dischi"

"Download NetApp: Firmware del disco"

Non riportare il firmware a una versione che non supporta lo shelf e i relativi componenti.

• Il firmware dello shelf (NSM) viene aggiornato automaticamente (senza interruzioni) su un nuovo NSM con
una versione del firmware non corrente.

I controlli del firmware NSM vengono eseguiti ogni 10 minuti. L’aggiornamento del firmware NSM può
richiedere fino a 30 minuti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
LED di posizione rimangono accesi per 30 minuti. È possibile disattivarle immettendo lo stesso comando,
ma utilizzando l' `off`opzione .

• Quando si disimballano i moduli NSM sostitutivi, conservare tutti i materiali di imballaggio per utilizzarli
quando si restituisce il modulo NSM guasto.

Per ottenere il numero RMA o ulteriore assistenza per la procedura di sostituzione, contattare il supporto
tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-638277 (Europa) o
+800-800-80-800 (Asia/Pacifico).

Fasi

1. Mettere a terra l’utente.
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2. Scollegare il cablaggio dall’NSM che contiene la FRU che si sta sostituendo:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione, se si
tratta di un alimentatore CA, oppure svitando le due viti ad alette, se si tratta di un alimentatore CC,
quindi scollegare il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio di archiviazione dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. Quando si reinserisce l’NSM, ricollegare
i cavi alle stesse porte, più avanti in questa procedura.

3. Rimuovere l’NSM:

Su entrambe le estremità dell’NSM, spingere le linguette di bloccaggio verticali
verso l’esterno per rilasciare le maniglie.

• Tirare le maniglie verso di sé per sganciare l’NSM dalla midplane.

Mentre tirate, le maniglie si estendono fuori dal ripiano. Quando si avverte una
certa resistenza, continuare a tirare.

• Far scorrere l’NSM fuori dal ripiano e posizionarlo su una superficie piana e
stabile.

Assicurarsi di sostenere la parte inferiore dell’NSM mentre la si fa scorrere fuori
dallo scaffale.

Ruotare le maniglie in posizione verticale (accanto alle linguette) per spostarle in
modo che non siano di intralcio.

4. Rimuovere il modulo i/o guasto dall’NSM:
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Ruotare la vite a testa zigrinata del modulo i/o in senso antiorario per allentarla.

Estrarre il modulo i/o dall’NSM utilizzando la linguetta dell’etichetta della porta a
sinistra e la vite a testa zigrinata.

5. Installare il modulo i/o sostitutivo nello slot di destinazione:

a. Allineare il modulo i/o con i bordi dello slot.

b. Spingere delicatamente il modulo i/o fino in fondo nello slot, assicurandosi di inserirlo correttamente nel
connettore.

È possibile utilizzare la linguetta a sinistra e la vite a testa zigrinata per inserire il modulo i/O.

c. Ruotare la vite a testa zigrinata in senso orario per serrare.

6. Inserire l’NSM nello scaffale:

Se le maniglie NSM sono state ruotate in posizione verticale (accanto alle linguette)
per spostarle in modo che non siano di intralcio durante la manutenzione dell’NSM,
ruotarle in posizione orizzontale.
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Allineare la parte posteriore dell’NSM con l’apertura nel ripiano, quindi spingere
delicatamente l’NSM utilizzando le maniglie fino a insediarlo completamente.

Ruotare le maniglie in posizione verticale e bloccarle in posizione con le linguette.

7. Recable il NSM.

a. Ricollegare il cablaggio dello storage alle stesse due porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto. Quando un
cavo è inserito correttamente, scatta in posizione.

b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissare il cavo di alimentazione con il
relativo fermo, se si tratta di un alimentatore CA, oppure serrare le due viti ad alette, se si tratta di un
alimentatore CC, quindi scollegare il cavo di alimentazione dall’alimentatore.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
ricollegare il cavo.

8. Verificare che i LED di attenzione (ambra) sull’NSM contenenti il modulo i/o guasto e il pannello del display
dell’operatore non siano più illuminati

I LED di attenzione NSM si spengono dopo il riavvio dell’NSM e non rilevano più un problema al modulo
i/O. Questa operazione può richiedere da tre a cinque minuti.

9. Verificare che l’NSM sia collegato correttamente, eseguendo Active IQ Config Advisor.

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

"Download NetApp: Config Advisor"

Sostituire un NSM - NS224 ripiani

È possibile sostituire un modulo shelf NVMe (NSM) non compromesso senza interruzioni
in uno shelf di dischi NS224 acceso e mentre l’i/o è in corso.

Prima di iniziare

• Il NSM partner dello shelf deve essere attivo e funzionante e deve essere collegato correttamente in modo
che lo shelf mantenga la connettività quando si rimuove il NSM guasto.

"Download NetApp: Config Advisor"

• Tutti gli altri componenti del sistema devono funzionare correttamente.

A proposito di questa attività

• La sostituzione dell’NSM implica lo spostamento di quanto segue:

◦ NSM100 moduli: DIMM, ventole e alimentatore dall’NSM danneggiato all’NSM sostitutivo.

◦ NSM100B moduli: DIMM, ventole, supporti di avvio, modulo i/o e alimentatore dall’NSM danneggiato
all’NSM sostitutivo.
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Non spostare la batteria dell’orologio in tempo reale (RTC). Sono preinstallati nel NSM sostitutivo.

• Attendere almeno 70 secondi tra la rimozione e l’installazione del modulo NVMe shelf (NSM).

Ciò consente a ONTAP di elaborare l’evento di rimozione NSM.

• Best practice: la Best practice consiste nel disporre delle versioni correnti del firmware NVMe shelf
module (NSM) e del firmware del disco sul sistema prima di sostituire i componenti FRU.

"Download NetApp: Firmware shelf di dischi"

"Download NetApp: Firmware del disco"

Non riportare il firmware a una versione che non supporta lo shelf e i relativi componenti.

• Il firmware dello shelf (NSM) viene aggiornato automaticamente (senza interruzioni) su un nuovo NSM con
una versione del firmware non corrente.

I controlli del firmware NSM vengono eseguiti ogni 10 minuti. L’aggiornamento del firmware NSM può
richiedere fino a 30 minuti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
LED di posizione rimangono accesi per 30 minuti. È possibile disattivarle immettendo lo stesso comando,
ma utilizzando l' `off`opzione .

• Quando si disimballano i moduli NSM sostitutivi, conservare tutti i materiali di imballaggio per utilizzarli
quando si restituisce il modulo NSM guasto.

Per ottenere il numero RMA o ulteriore assistenza per la procedura di sostituzione, contattare il supporto
tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-638277 (Europa) o
+800-800-80-800 (Asia/Pacifico).
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NSM100 moduli

Per sostituire un NSM, è possibile utilizzare l’animazione seguente o i passaggi scritti.

Sostituire un NSM in uno shelf NS224

Fasi

1. Mettere a terra l’utente.

2. Identificare fisicamente il NSM con disabilità.

Il sistema registra un messaggio di avviso alla console di sistema che indica quale modulo è guasto.
Inoltre, il LED attenzione (ambra) sul display operatore dello shelf di dischi e il modulo per problemi si
illuminano.

3. Scollegare il cablaggio dall’NSM danneggiato:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione,
se si tratta di un alimentatore CA, oppure svitando le due viti pollici, se si tratta di un alimentatore
CC, quindi scollegare il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio di archiviazione dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. I cavi vengono ricollegati alle
stesse porte sul NSM sostitutivo, più avanti in questa procedura.

4. Rimuovere l’NSM dallo scaffale:

a. Far passare le dita attraverso i fori delle dita dei meccanismi di chiusura su entrambi i lati
dell’NSM.

Se si sta rimuovendo il NSM inferiore e se la guida inferiore ostruisce l’accesso ai
meccanismi di chiusura, posizionare le dita di indice attraverso i fori delle dita
dall’interno (incrociando le braccia).

b. Con i pollici, tenere premuti le linguette arancioni sulla parte superiore dei meccanismi di blocco.

I meccanismi di chiusura si sollevano, liberando i perni di chiusura sullo scaffale.

c. Tirare delicatamente fino a quando l’NSM non si trova a circa un terzo del percorso fuori dal
ripiano, afferrare i lati dell’NSM con entrambe le mani per sostenere il suo peso, quindi collocarlo
su una superficie piana e stabile.

Quando si inizia a tirare, i bracci del meccanismo di chiusura si estendono dall’NSM e si bloccano
nella loro posizione completamente estesa.

5. Disimballare l’NSM sostitutivo e posizionarlo su una superficie piana vicino al NSM danneggiato.

6. Aprire il coperchio dell’NSM danneggiato e l’NSM sostitutivo allentando la vite a testa zigrinata su
ciascun coperchio.

L’etichetta FRU sul coperchio NSM indica la posizione dei moduli DIMM e delle
ventole.
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7. Spostare i moduli DIMM dall’NSM danneggiato all’NSM sostitutivo:

a. Prendere nota dell’orientamento dei moduli DIMM negli slot in modo da poter inserire i moduli
DIMM nell’NSM sostitutivo utilizzando lo stesso orientamento.

b. Estrarre un modulo DIMM dal relativo slot spingendo lentamente le linguette di espulsione su
entrambe le estremità dello slot, quindi estrarre il modulo DIMM dallo slot.

Tenere il modulo DIMM per gli angoli o i bordi per evitare di esercitare pressione
sui componenti della scheda a circuiti stampati del modulo DIMM. Le linguette
dell’espulsore rimangono in posizione aperta.

c. Tenere il modulo DIMM dagli angoli, quindi inserire il modulo DIMM perpendicolarmente in uno
slot dell’NSM sostitutivo.

La tacca sulla parte inferiore del DIMM, tra i pin, deve allinearsi con la linguetta nello slot.

Una volta inserito correttamente, il DIMM dovrebbe essere inserito facilmente ma saldamente nello
slot. In caso contrario, reinserire il DIMM.

a. Spingere con cautela, ma con decisione, il bordo superiore del modulo DIMM fino a quando le
linguette di espulsione non scattano in posizione sulle tacche di entrambe le estremità del modulo
DIMM.

b. Ripetere i passaggi da 7a a 7d per i DIMM rimanenti.

8. Spostare le ventole dall’NSM danneggiato all’NSM sostitutivo:

a. Afferrare saldamente una ventola dai lati, dove si trovano i punti di contatto blu, quindi sollevarla
verticalmente per scollegarla dalla presa.

Potrebbe essere necessario far oscillare delicatamente la ventola avanti e indietro per scollegarla
prima di sollevarla.

b. Allineare la ventola alle guide nell’NSM sostitutivo, quindi spingere verso il basso finché il
connettore del modulo della ventola non è completamente inserito nello zoccolo.

c. Ripetere i passaggi secondari 8a e 8b per le ventole rimanenti.

9. Chiudere il coperchio di ciascun NSM, quindi serrare ciascuna vite a testa zigrinata.

10. Spostare l’alimentatore dal NSM danneggiato al NSM sostitutivo:

a. Ruotare la maniglia verso l’alto, in posizione orizzontale, quindi afferrarla.

b. Con il pollice, premere la linguetta blu per rilasciare il meccanismo di bloccaggio.

c. Estrarre l’alimentatore dall’NSM mentre si utilizza l’altra mano per sostenere il suo peso.

d. Con entrambe le mani, sostenere e allineare i bordi dell’alimentatore con l’apertura nell’NSM
sostitutivo.

e. Spingere delicatamente l’alimentatore nell’NSM finché il meccanismo di bloccaggio non scatta in
posizione.

Non esercitare una forza eccessiva per evitare di danneggiare il connettore interno.

f. Ruotare la maniglia verso il basso, in modo che non sia di intralcio alle normali operazioni.

11. Inserire l’NSM sostitutivo nello scaffale:
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a. Assicurarsi che i bracci del meccanismo di chiusura siano bloccati in posizione completamente
estesa.

b. Con entrambe le mani, far scorrere delicatamente l’NSM nel ripiano fino a quando il peso
dell’NSM non è completamente sostenuto dal ripiano.

c. Spingere l’NSM nel ripiano finché non si ferma (circa mezzo pollice dal retro del ripiano).

È possibile posizionare i pollici sulle linguette arancioni sulla parte anteriore di ciascun anello per
le dita (dei bracci del meccanismo di chiusura) per spingere l’NSM.

d. Far passare le dita attraverso i fori delle dita dei meccanismi di chiusura su entrambi i lati
dell’NSM.

Se si inserisce il NSM inferiore e se la guida inferiore ostruisce l’accesso ai
meccanismi di chiusura, posizionare le dita di indice attraverso i fori delle dita
dall’interno (incrociando le braccia).

e. Con i pollici, tenere premuti le linguette arancioni sulla parte superiore dei meccanismi di blocco.

f. Spingere delicatamente in avanti i fermi fino al punto di arresto.

g. Rilasciare i pollici dalla parte superiore dei meccanismi di blocco, quindi continuare a spingere
fino a quando i meccanismi di blocco non scattano in posizione.

L’NSM deve essere inserito completamente nel ripiano e a filo con i bordi del ripiano.

12. Ricollegare il cablaggio all’NSM:

a. Ricollegare il cablaggio dello storage alle stesse due porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto.
Quando un cavo è inserito correttamente, scatta in posizione.

b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissare il cavo di alimentazione con il
relativo fermo, se si tratta di un alimentatore CA, oppure serrare le due viti ad alette, se si tratta di
un alimentatore CC.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
ricollegare il cavo.

13. Verificare che il LED attenzione (ambra) sul display operatore dello scaffale non sia più acceso.

Il LED di attenzione del pannello del display dell’operatore si spegne dopo il riavvio dell’NSM. Questa
operazione può richiedere da tre a cinque minuti.

14. Verificare che l’NSM sia collegato correttamente, eseguendo Active IQ Config Advisor.

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

"Download NetApp: Config Advisor"

15. Assicurarsi che entrambi gli NSM presenti nello shelf eseguano la stessa versione del firmware:
Versione 0200 o successiva.
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NSM100B moduli

Fasi

1. Mettere a terra l’utente.

2. Identificare fisicamente il NSM con disabilità.

Il sistema registra un messaggio di avviso alla console di sistema che indica quale modulo è guasto.
Inoltre, il LED attenzione (ambra) sul display operatore dello shelf di dischi e il modulo per problemi si
illuminano.

3. Scollegare il cablaggio dall’NSM danneggiato:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione,
se si tratta di un alimentatore CA, oppure svitando le due viti pollici, se si tratta di un alimentatore
CC, quindi scollegare il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio di archiviazione dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. I cavi vengono ricollegati alle
stesse porte sul NSM sostitutivo, più avanti in questa procedura.

4. Rimuovere l’NSM:

Su entrambe le estremità dell’NSM, spingere le linguette di bloccaggio verticali
verso l’esterno per rilasciare le maniglie.

• Tirare le maniglie verso di sé per sganciare l’NSM dalla midplane.

Mentre tirate, le maniglie si estendono fuori dal ripiano. Quando si avverte
una certa resistenza, continuare a tirare.

• Far scorrere l’NSM fuori dal ripiano e posizionarlo su una superficie piana e
stabile.

Assicurarsi di sostenere la parte inferiore dell’NSM mentre la si fa scorrere
fuori dallo scaffale.

129



Ruotare le maniglie in posizione verticale (accanto alle linguette) per spostarle
in modo che non siano di intralcio.

5. Disimballare l’NSM sostitutivo e posizionarlo su una superficie piana vicino al NSM danneggiato.

6. Aprire i coperchi di entrambi gli NSM allentando la vite a testa zigrinata su ciascun coperchio.

7. Spostare i moduli DIMM dal modulo NSM danneggiato al modulo NSM sostitutivo:

a. Rimuovere il DIMM dall’NSM danneggiato:

Numerazione e posizioni degli slot DIMM.

L’NSM contiene DIMM negli slot 1 e 3 e DIMM negli slot 2 e 4.

• Prendere nota dell’orientamento del modulo DIMM nello zoccolo in modo
da poterlo inserire nel modulo DIMM sostitutivo utilizzando lo stesso
orientamento.

• Espellere il modulo DIMM difettoso spostando lentamente le due
linguette dell’estrattore DIMM su entrambe le estremità
dell’alloggiamento DIMM.

Tenere il modulo DIMM per gli angoli o i bordi per evitare di
esercitare pressione sui componenti della scheda a circuiti
stampati del modulo DIMM.

Sollevare il DIMM ed estrarlo dall’alloggiamento.

Le linguette dell’espulsore rimangono in posizione aperta.

b. Installare il DIMM nell’NSM sostitutivo:
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i. Tenere il modulo DIMM per gli angoli, quindi inserirlo correttamente in uno slot.

La tacca sulla parte inferiore del DIMM, tra i pin, deve allinearsi con la linguetta nello slot.

Una volta inserito correttamente, il DIMM dovrebbe essere inserito facilmente ma saldamente nello
slot. In caso contrario, reinserire il DIMM.

i. Spingere con cautela, ma con decisione, il bordo superiore del modulo DIMM fino a quando le
linguette di espulsione non scattano in posizione sulle tacche di entrambe le estremità del modulo
DIMM.

ii. Ripetere l’operazione per l’altro DIMM.

8. Spostare tutte le ventole dall’NSM non funzionante all’NSM sostitutivo:

Rimuovere la ventola guasta afferrando saldamente i lati in cui si trovano i punti
di contatto blu, quindi tirarla verso l’alto per estrarla dal relativo alloggiamento.

Inserire la ventola di ricambio allineandola all’interno delle guide, quindi
spingere verso il basso finché il connettore della ventola non è completamente
inserito nello zoccolo.

9. Spostare il supporto di avvio nel NSM sostitutivo:

a. Rimuovere il supporto di avvio dal NSM danneggiato:
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Posizione dei supporti di avvio

Premere la linguetta blu per rilasciare l’estremità destra del supporto di avvio.

Sollevare leggermente l’estremità destra del supporto di avvio per ottenere una
buona presa lungo i lati del supporto di avvio.

Estrarre delicatamente l’estremità sinistra del supporto di avvio dal relativo
alloggiamento.

a. Installare il supporto di avvio nell’NSM sostitutivo:

i. Allineare i bordi del supporto di avvio con l’alloggiamento dello zoccolo nell’NSM sostitutivo,
quindi spingerlo delicatamente perpendicolarmente nello zoccolo.

ii. Ruotare il supporto di avvio verso il basso verso il pulsante di bloccaggio.

iii. Premere il pulsante di blocco, ruotare completamente il supporto di avvio, quindi rilasciare il
pulsante di blocco.

10. Spostare il modulo i/o dal NSM danneggiato al NSM sostitutivo.

a. Rimuovere il modulo i/o dall’NSM danneggiato:
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Ruotare la vite a testa zigrinata del modulo i/o in senso antiorario per allentarla.

Estrarre il modulo i/o dall’NSM utilizzando la linguetta dell’etichetta della porta a
sinistra e la vite a testa zigrinata.

a. Installare il modulo i/o nell’NSM sostitutivo:

i. Allineare il modulo i/o con i bordi dello slot nell’NSM sostitutivo.

ii. Spingere delicatamente il modulo i/o fino in fondo nello slot, assicurandosi di inserirlo
correttamente nel connettore.

È possibile utilizzare la linguetta a sinistra e la vite a testa zigrinata per inserire il modulo i/O.

11. Chiudere il coperchio di ciascun NSM, quindi serrare ciascuna vite a testa zigrinata.

12. Spostare l’alimentatore dal NSM danneggiato al NSM sostitutivo:

a. Ruotare la maniglia verso l’alto, in posizione orizzontale, quindi afferrarla.

b. Con il pollice, premere la linguetta blu (alimentatore CA) o la linguetta della terracotta
(alimentatore CC) per rilasciare il meccanismo di bloccaggio.

c. Estrarre l’alimentatore dall’NSM mentre si utilizza l’altra mano per sostenere il suo peso.

d. Con entrambe le mani, sostenere e allineare i bordi dell’alimentatore con l’apertura nell’NSM
sostitutivo.

e. Spingere delicatamente l’alimentatore nell’NSM finché il meccanismo di bloccaggio non scatta in
posizione.

Non esercitare una forza eccessiva per evitare di danneggiare il connettore interno.

f. Ruotare la maniglia verso il basso, in modo che non sia di intralcio alle normali operazioni.

13. Inserire l’NSM nello scaffale:
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Se le maniglie NSM sono state ruotate in posizione verticale (accanto alle
linguette) per spostarle in modo che non siano di intralcio durante la
manutenzione dell’NSM, ruotarle in posizione orizzontale.

Allineare la parte posteriore dell’NSM con l’apertura nel ripiano, quindi spingere
delicatamente l’NSM utilizzando le maniglie fino a insediarlo completamente.

Ruotare le maniglie in posizione verticale e bloccarle in posizione con le
linguette.

14. Ricollegare il cablaggio all’NSM:

a. Ricollegare il cablaggio dello storage alle stesse due porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto.
Quando un cavo è inserito correttamente, scatta in posizione.

b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissare il cavo di alimentazione con il
relativo fermo, se si tratta di un alimentatore CA, oppure serrare le due viti ad alette, se si tratta di
un alimentatore CC.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
ricollegare il cavo.

15. Verificare che il LED attenzione (ambra) sul display operatore dello scaffale non sia più acceso.

Il LED di attenzione del pannello del display dell’operatore si spegne dopo il riavvio dell’NSM. Questa
operazione può richiedere da tre a cinque minuti.

16. Verificare che l’NSM sia collegato correttamente, eseguendo Active IQ Config Advisor.

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

"Download NetApp: Config Advisor"
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17. Assicurarsi che entrambi gli NSM presenti nello shelf eseguano la stessa versione del firmware:
Versione 0300 o successiva.

Alimentatore hot-swap a: Shelf NS224

È possibile sostituire un alimentatore guasto senza interruzioni in uno shelf di dischi
NS224 acceso e durante l’i/o in corso.

A proposito di questa attività

• Questa procedura si applica a NS224 ripiani con NSM100 o NSM100B moduli.

• Non utilizzare alimentatori con diversi livelli di efficienza o tipi di ingresso diversi.

Sostituire sempre come per come.

• Se si stanno sostituendo più alimentatori, è necessario farlo uno alla volta in modo che lo shelf mantenga
l’alimentazione.

• Best practice: la procedura migliore consiste nel sostituire l’alimentatore entro due minuti dalla rimozione
dall’NSM.

Se si superano i due minuti, lo shelf continua a funzionare, ma ONTAP invia messaggi alla console
sull’alimentatore danneggiato fino a quando l’alimentatore non viene sostituito.

• Non riportare il firmware a una versione che non supporta lo shelf e i relativi componenti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
LED di posizione rimangono accesi per 30 minuti. È possibile disattivarli immettendo lo stesso comando,
ma utilizzando l’opzione Off.

• Quando si disimballano gli alimentatori sostitutivi, conservare tutti i materiali di imballaggio per utilizzarli
quando si restituisce l’alimentatore guasto.

Per ottenere il numero RMA o ulteriore assistenza per la procedura di sostituzione, contattare il supporto
tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-638277 (Europa) o
+800-800-80-800 (Asia/Pacifico).

• Se si sostituisce un alimentatore CA per uno shelf NS224, è possibile osservare l’animazione seguente per
acquisire familiarità con la procedura prima di iniziare. L’animazione mostra un NS224 con NSM100
moduli, ma i gradini sono gli stessi per gli scaffali con NSM100B moduli.

Sostituire l’alimentatore CA per NS224

Sostituzione a caldo di un alimentatore CA in uno shelf NS224

Utilizzare la procedura appropriata per il tipo di alimentatore in uso: CA o CC.

135

https://mysupport.netapp.com/site/global/dashboard
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=5794da63-99aa-425a-825f-aa86002f154d


Opzione 1: Sostituire un alimentatore CA

Completare i seguenti passaggi per sostituire un alimentatore CA.

Fasi

1. Mettere a terra l’utente.

2. Identificare fisicamente l’alimentatore guasto.

Il sistema registra un messaggio di avviso alla console di sistema che indica quale alimentatore si è
guastato. Inoltre, il LED attenzione (ambra) sul display operatore dello shelf si illumina e il LED
bicolore sull’alimentatore guasto si illumina di rosso.

3. Scollegare il cavo di alimentazione dall’alimentatore aprendo il relativo fermo, quindi scollegare il cavo
di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

4. Rimuovere l’alimentatore:

Ruotare la maniglia verso l’alto, in posizione orizzontale, quindi afferrarla.

Con il pollice, premere la linguetta blu per rilasciare il meccanismo di
bloccaggio.

Estrarre l’alimentatore dall’NSM mentre si utilizza l’altra mano per
sostenere il suo peso.

5. Inserire l’alimentatore sostitutivo:

a. Con entrambe le mani, sostenere e allineare i bordi dell’alimentatore con l’apertura nell’NSM.

b. Spingere delicatamente l’alimentatore nell’NSM finché il meccanismo di bloccaggio non scatta in
posizione.

Non esercitare una forza eccessiva per evitare di danneggiare il connettore interno.

c. Ruotare la maniglia verso il basso, in modo che non sia di intralcio alle normali operazioni.
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6. Collegare il cavo di alimentazione all’alimentatore e fissarlo con il relativo fermo.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Opzione 2: Sostituire un alimentatore CC

Per sostituire un alimentatore CC, attenersi alla seguente procedura.

1. Mettere a terra l’utente.

2. Identificare fisicamente l’alimentatore guasto.

Il sistema registra un messaggio di avviso alla console di sistema che indica quale alimentatore si è
guastato. Inoltre, il LED attenzione (ambra) sul display operatore dello shelf si illumina e il LED
bicolore sull’alimentatore guasto si illumina di rosso.

3. Scollegare l’alimentatore:

a. Svitare le due viti a testa zigrinata sul connettore del cavo di alimentazione CC D-SUB.

L’illustrazione e la tabella nel passaggio 4 mostrano le due viti ad alette (elemento n. 1) e il
connettore del cavo di alimentazione CC D-SUB (elemento n. 2).

b. Scollegare il connettore del cavo di alimentazione CC D-SUB dall’alimentatore e metterlo da
parte.

4. Rimuovere l’alimentatore:

a. Ruotare la maniglia verso l’alto, in posizione orizzontale, quindi afferrarla.

b. Con il pollice, premere la linguetta della terracotta per rilasciare il meccanismo di bloccaggio.

c. Estrarre l’alimentatore dall’NSM mentre si utilizza l’altra mano per sostenere il suo peso.

L’alimentazione è in corto. Utilizzare sempre due mani per sostenerlo durante la
rimozione dall’NSM in modo che non ruoti liberamente dall’NSM e possa ferirvi.

Viti ad alette

Connettore del cavo di alimentazione CC D-SUB

Maniglia dell’alimentatore
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Linguetta di bloccaggio dell’alimentatore blu/terrestre

5. Inserire l’alimentatore sostitutivo:

a. Con entrambe le mani, sostenere e allineare i bordi dell’alimentatore con l’apertura nell’NSM.

b. Spingere delicatamente l’alimentatore nell’NSM finché il meccanismo di bloccaggio non scatta in
posizione.

Un alimentatore deve essere correttamente collegato al connettore interno e al meccanismo di
bloccaggio. Ripetere questa procedura se si ritiene che l’alimentatore non sia inserito
correttamente.

Non esercitare una forza eccessiva per evitare di danneggiare il connettore interno.

a. Ruotare la maniglia verso il basso, in modo che non sia di intralcio alle normali operazioni.

6. Ricollegare il cavo di alimentazione CC D-SUB:

Una volta ripristinata l’alimentazione, il LED di stato deve essere verde.

a. Collegare il connettore del cavo di alimentazione CC D-SUB all’alimentatore.

b. Serrare le due viti a testa zigrinata per fissare il connettore del cavo di alimentazione CC D-SUB
all’alimentatore.

Sostituire la batteria dell’orologio in tempo reale - shelf NS224

È possibile sostituire una batteria RTC (Real-Time Clock) guasta senza interruzioni in
uno shelf di dischi NS224 acceso e mentre l’i/o è in corso.

Prima di iniziare

• L’NSM partner dello shelf deve essere attivo e funzionante e deve essere collegato correttamente in modo
che lo shelf mantenga la connettività quando si rimuove l’NSM con la FRU (NSM di destinazione) guasta.

"Download NetApp: Config Advisor"

• Tutti gli altri componenti del sistema devono funzionare correttamente.

A proposito di questa attività

• Attendere almeno 70 secondi tra la rimozione e l’installazione del modulo NVMe shelf (NSM).

Ciò consente a ONTAP di elaborare l’evento di rimozione NSM.

• Dopo aver sostituito la batteria RTC, reinstallare l’NSM e il modulo si avvia, l’ora in tempo reale viene
aggiornata da ONTAP.

• Best practice: la Best practice consiste nel disporre delle versioni correnti del firmware NVMe shelf
module (NSM) e del firmware del disco sul sistema prima di sostituire i componenti FRU.

"Download NetApp: Firmware shelf di dischi"

"Download NetApp: Firmware del disco"

138

https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor
https://mysupport.netapp.com/site/downloads/firmware/disk-shelf-firmware
https://mysupport.netapp.com/site/downloads/firmware/disk-drive-firmware


Non riportare il firmware a una versione che non supporta lo shelf e i relativi componenti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
LED di posizione rimangono accesi per 30 minuti. È possibile disattivarle immettendo lo stesso comando,
ma utilizzando l' `off`opzione .

• Quando si disimballano le batterie RTC sostitutive, conservare tutto il materiale di imballaggio da utilizzare
quando si restituisce la batteria RTC guasta.

Per ottenere il numero RMA o ulteriore assistenza per la procedura di sostituzione, contattare il supporto
tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-638277 (Europa) o
+800-800-80-800 (Asia/Pacifico).
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NSM100 moduli

Per i moduli NSM100, è possibile utilizzare la seguente animazione o la procedura scritta per sostituire
una batteria RTC.

Sostituire una batteria RTC in un ripiano da NS224

Fasi

1. Mettere a terra l’utente.

2. Scollegare il cablaggio dall’NSM che contiene la FRU che si sta sostituendo:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione,
se si tratta di un alimentatore CA, oppure svitando le due viti ad alette, se si tratta di un
alimentatore CC, quindi scollegare il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio di archiviazione dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. Quando si reinserisce l’NSM,
ricollegare i cavi alle stesse porte, più avanti in questa procedura.

3. Rimuovere l’NSM dallo scaffale:

a. Far passare le dita attraverso i fori delle dita dei meccanismi di chiusura su entrambi i lati
dell’NSM.

Se si sta rimuovendo il NSM inferiore e se la guida inferiore ostruisce l’accesso ai
meccanismi di chiusura, posizionare le dita di indice attraverso i fori delle dita
dall’interno (incrociando le braccia).

b. Con i pollici, tenere premuti le linguette arancioni sulla parte superiore dei meccanismi di blocco.

I meccanismi di chiusura si sollevano, liberando i perni di chiusura sullo scaffale.

c. Tirare delicatamente fino a quando l’NSM non si trova a circa un terzo del percorso fuori dal
ripiano, afferrare i lati dell’NSM con entrambe le mani per sostenere il suo peso, quindi collocarlo
su una superficie piana e stabile.

Quando si inizia a tirare, i bracci del meccanismo di chiusura si estendono dall’NSM e si bloccano
nella loro posizione completamente estesa.

4. Allentare la vite ad alette del coperchio NSM e aprire il coperchio.

L’etichetta FRU sul coperchio NSM indica la posizione della batteria RTC, vicino alla parte anteriore
dell’NSM e a destra dell’alimentatore.

5. Identificare fisicamente la batteria RTC guasta.

6. Sostituire la batteria RTC:

a. Rimuovere la batteria spingendola delicatamente dal supporto fino a inclinarla (allontanandola dal
supporto), quindi sollevarla dal supporto.

b. Inserire la batteria di ricambio nel supporto inclinandola (in direzione opposta al supporto),
spingerla in posizione verticale, quindi premere con decisione nel connettore fino a posizionarla
completamente.
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Il lato positivo della batteria, contrassegnato con un segno più, è orientato verso
l’esterno (lontano dal supporto), corrispondente al segno più contrassegnato sulla
scheda NSM.

7. Chiudere il coperchio NSM, quindi serrare la vite ad alette.

8. Assicurarsi che i bracci del meccanismo di chiusura siano bloccati in posizione completamente
estesa.

9. Con entrambe le mani, far scorrere delicatamente l’NSM nel ripiano fino a quando il peso dell’NSM
non è completamente sostenuto dal ripiano.

10. Spingere l’NSM nel ripiano finché non si ferma (circa mezzo pollice dal retro del ripiano).

È possibile posizionare i pollici sulle linguette arancioni sulla parte anteriore di ciascun anello per le
dita (dei bracci del meccanismo di chiusura) per spingere l’NSM.

11. Far passare le dita attraverso i fori delle dita dei meccanismi di chiusura su entrambi i lati dell’NSM.

Se si inserisce il NSM inferiore e se la guida inferiore ostruisce l’accesso ai
meccanismi di chiusura, posizionare le dita di indice attraverso i fori delle dita
dall’interno (incrociando le braccia).

12. Con i pollici, tenere premuti le linguette arancioni sulla parte superiore dei meccanismi di blocco.

13. Spingere delicatamente in avanti i fermi fino al punto di arresto.

14. Rilasciare i pollici dalla parte superiore dei meccanismi di blocco, quindi continuare a spingere fino a
quando i meccanismi di blocco non scattano in posizione.

L’NSM deve essere inserito completamente nel ripiano e a filo con i bordi del ripiano.

15. Ricollegare il cablaggio all’NSM:

a. Ricollegare il cablaggio dello storage alle stesse due porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto.
Quando un cavo è inserito correttamente, scatta in posizione.

b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissare il cavo di alimentazione con il
relativo fermo, se si tratta di un alimentatore CA, oppure serrare le due viti ad alette, se si tratta di
un alimentatore CC, quindi scollegare il cavo di alimentazione dall’alimentatore.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
ricollegare il cavo.

16. Verificare che i LED di attenzione (ambra) sull’NSM contenenti la batteria RTC guasta e il pannello del
display operatore non siano più illuminati

I LED di attenzione NSM si spengono dopo il riavvio dell’NSM e non rilevano più un problema alla
batteria RTC. Questa operazione può richiedere da tre a cinque minuti.

17. Verificare che l’NSM sia collegato correttamente, eseguendo Active IQ Config Advisor.

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.
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NSM100B moduli

Fasi

1. Mettere a terra l’utente.

2. Scollegare il cablaggio dall’NSM che contiene la FRU che si sta sostituendo:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione,
se si tratta di un alimentatore CA, oppure svitando le due viti ad alette, se si tratta di un
alimentatore CC, quindi scollegare il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio di archiviazione dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. Quando si reinserisce l’NSM,
ricollegare i cavi alle stesse porte, più avanti in questa procedura.

3. Rimuovere l’NSM:

Su entrambe le estremità dell’NSM, spingere le linguette di bloccaggio verticali
verso l’esterno per rilasciare le maniglie.

• Tirare le maniglie verso di sé per sganciare l’NSM dalla midplane.

Mentre tirate, le maniglie si estendono fuori dal ripiano. Quando si avverte
una certa resistenza, continuare a tirare.

• Far scorrere l’NSM fuori dal ripiano e posizionarlo su una superficie piana e
stabile.

Assicurarsi di sostenere la parte inferiore dell’NSM mentre la si fa scorrere
fuori dallo scaffale.

Ruotare le maniglie in posizione verticale (accanto alle linguette) per spostarle
in modo che non siano di intralcio.

142

https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor


4. Aprire il coperchio del modulo ruotando la vite a testa zigrinata in senso antiorario per allentarla,
quindi aprire il coperchio.

5. Individuare la batteria RTC e sostituirla.

a. Rimuovere la batteria guasta:

Ruotare delicatamente la batteria RTC ad un angolo lontano dal relativo
supporto.

Estrarre la batteria RTC dal relativo supporto.

a. Rimuovere la batteria di ricambio dalla confezione antistatica per la spedizione.

b. Prendere nota della polarità della batteria RTC, quindi inserirla nel supporto inclinandola e
spingendola verso il basso.

Assicurarsi che il segno più sulla batteria corrisponda al segno più sulla scheda
madre.

c. Controllare visivamente che la batteria sia completamente installata nel supporto e che la polarità
sia corretta.

6. Chiudere il coperchio NSM e ruotare la vite a testa zigrinata in senso orario fino a serrarla.
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7. Inserire l’NSM nello scaffale:

Se le maniglie NSM sono state ruotate in posizione verticale (accanto alle
linguette) per spostarle in modo che non siano di intralcio durante la
manutenzione dell’NSM, ruotarle in posizione orizzontale.

Allineare la parte posteriore dell’NSM con l’apertura nel ripiano, quindi spingere
delicatamente l’NSM utilizzando le maniglie fino a insediarlo completamente.

Ruotare le maniglie in posizione verticale e bloccarle in posizione con le
linguette.

8. Recable il NSM.

a. Ricollegare il cablaggio dello storage alle stesse due porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto.
Quando un cavo è inserito correttamente, scatta in posizione.

b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissare il cavo di alimentazione con il
relativo fermo, se si tratta di un alimentatore CA, oppure serrare le due viti ad alette, se si tratta di
un alimentatore CC, quindi scollegare il cavo di alimentazione dall’alimentatore.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
ricollegare il cavo.

9. Verificare che i LED di attenzione (ambra) sull’NSM contenenti la batteria RTC guasta e il pannello del
display operatore non siano più illuminati

I LED di attenzione NSM si spengono dopo il riavvio dell’NSM e non rilevano più un problema alla
batteria RTC. Questa operazione può richiedere da tre a cinque minuti.

10. Verificare che l’NSM sia collegato correttamente, eseguendo Active IQ Config Advisor.

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.
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Scaffali NX224

Aggiungi uno scaffale a caldo - Scaffali NX224

È possibile espandere le capacità di archiviazione aggiungendo a caldo uno scaffale
NX224 alla configurazione del cluster AFX esistente.

A proposito di questa attività

• Dopo aver cablato uno scaffale aggiunto a caldo, ONTAP riconosce lo scaffale. Se necessario, il firmware
dello scaffale NSM e il firmware dell’unità dovrebbero essere aggiornati automaticamente.

Gli aggiornamenti del firmware possono richiedere fino a 30 minuti.

Prima di iniziare

• Prima di aggiungere un ripiano a caldo, assicurati di avere:

◦ Una graffetta con un lato raddrizzato o una penna a sfera con la punta stretta.

Per modificare l’ID dello scaffale, utilizzare la graffetta o la penna a sfera per accedere al pulsante ID
dello scaffale dietro il pannello ODP (Operator Display Panel) per il passo di modifica dell’ID dello
scaffale.

◦ Il numero e il tipo corretti di cavi per collegare lo scaffale. Vedere "NetApp Hardware Universe" .

• Tieni presente che uno scaffale NX224 completamente carico può pesare in media 56,8 libbre (25,8 kg) e
che per sollevarlo sono necessarie due persone o l’uso di un sollevatore idraulico. Evitare di rimuovere i
componenti dello scaffale (dalla parte anteriore o posteriore dello scaffale) per ridurre il peso dello scaffale,
poiché il peso dello scaffale risulterebbe sbilanciato.

• Uno scaffale NX224 contiene due moduli NSM140. Il modulo superiore va nello slot A (NSM A) e il modulo
inferiore va nello slot B (NSM B).

• Il modello della piattaforma e la versione di ONTAP devono supportare lo scaffale NX224 e le unità che si
stanno aggiungendo a caldo. Vedere "NetApp Hardware Universe"

• Il tuo cluster AFX deve avere un numero di ripiani inferiore al massimo supportato, almeno pari al numero
di ripiani che intendi aggiungere a caldo.

Non è possibile aver superato il numero massimo di ripiani supportati dal cluster AFX dopo aver aggiunto
ripiani a caldo. Vedere "NetApp Hardware Universe" .

• Migliore pratica: assicurati di avere la versione corrente del "Pacchetto di Disk Qualification" installato
prima di aggiungere a caldo un ripiano.

L’installazione della versione corrente di DQP consente al sistema di riconoscere e utilizzare dischi appena
qualificati. In questo modo si evitano messaggi di eventi di sistema relativi alla presenza di informazioni
non aggiornate sui dischi e alla prevenzione della partizione dei dischi perché i dischi non vengono
riconosciuti. Inoltre, il DQP notifica la presenza di firmware del disco non aggiornato.

• Migliore pratica: Esegui "Active IQ Config Advisor" prima e dopo l’aggiunta a caldo di uno scaffale per
visualizzare eventuali messaggi di errore relativi al cablaggio di archiviazione e le azioni correttive da
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intraprendere.

L’esecuzione di Active IQ Config Advisor prima di aggiungere a caldo uno shelf fornisce un’istantanea della
connettività Ethernet (ENET) dello shelf esistente, verifica le versioni del firmware del modulo NVMe shelf
(NSM) e consente di verificare un ID shelf già in uso nel cluster AFX.

L’esecuzione di Active IQ Config Advisor dopo l’aggiunta a caldo di uno scaffale consente di verificare che
gli scaffali siano cablati correttamente e che gli ID degli scaffali siano univoci all’interno del cluster AFX.

• Migliore pratica: assicurati di avere le versioni aggiornate di "Firmware NVMe Shelf Module (NSM)" E
"firmware del disco" sul tuo sistema di archiviazione prima di aggiungere un nuovo ripiano.

Non riportare il firmware a una versione che non supporta lo shelf e i relativi componenti.

Fase 1: Installare uno scaffale per un hot-add

È necessario installare uno scaffale NX224 in un armadio o in un rack per telecomunicazioni, collegare i cavi di
alimentazione (che accendono automaticamente lo scaffale) e impostare l’ID dello scaffale.

Fasi

1. Installare il kit guide per il ripiano, secondo necessità, seguendo le istruzioni fornite con il kit.

Utilizzare sempre il kit guide appropriato per il proprio ripiano per installarlo in un rack o in
un armadietto.

2. Installare il ripiano:

a. Posizionare la parte posteriore del ripiano sulle guide, quindi sostenere il ripiano dal basso e farlo
scorrere nell’armadietto o nel rack per telecomunicazioni.

Si consiglia di installare tutti i ripiani vicini agli switch nello stesso rack.

b. Fissare il ripiano all’armadietto o al rack per telecomunicazioni utilizzando le viti di montaggio incluse
nel kit.

3. Collegare l’alimentazione:

a. Collegare i cavi di alimentazione allo scaffale e fissarli in posizione con gli appositi fermacavi.

b. Collegare i cavi di alimentazione a diverse fonti di alimentazione per una maggiore resilienza.

Uno shelf si accende quando viene collegato a una fonte di alimentazione; non dispone di interruttori di
alimentazione. Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

4. Imposta l’ID dello scaffale su un numero univoco all’interno del cluster AFX:

Per istruzioni più dettagliate, vedere"Modificare un ID scaffale - Scaffali NX224" .
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Tappo terminale dello scaffale

Mascherina dello scaffale

Numero ID ripiano

Accesso tramite pulsante ID scaffale

a. Rimuovere il cappuccio terminale sinistro e individuare il piccolo foro a destra dei LED.

b. Inserire l’estremità di una graffetta o di uno strumento simile nel piccolo foro per raggiungere il pulsante
ID dello scaffale.

c. Tenere premuto il pulsante (fino a 15 secondi) fino a quando il primo numero sul display digitale non
lampeggia, quindi rilasciare il pulsante.

Se l’ID impiega più di 15 secondi per lampeggiare, tenere premuto di nuovo il pulsante, assicurandosi
di premerlo completamente.

d. Premere e rilasciare il pulsante per avanzare il numero fino a raggiungere il numero desiderato da 0 a
9.

e. Ripetere i passaggi secondari 4c e 4d per impostare il secondo numero dell’ID dello shelf.

Il lampeggiamento del numero può richiedere fino a tre secondi (invece di 15 secondi).

f. Tenere premuto il pulsante fino a quando il secondo numero non smette di lampeggiare.

Dopo circa cinque secondi, entrambi i numeri iniziano a lampeggiare e il LED ambra sull’ODP si
illumina.

g. Spegnere e riaccendere lo shelf per rendere effettivo l’ID dello shelf.

Scollegare entrambi i cavi di alimentazione dallo shelf, attendere 10 secondi, quindi ricollegarli.

Quando l’alimentazione viene ripristinata, i LED bicolore si illuminano di verde.
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Fase 2: Ripiano per cavi per hot-add

Cablare ogni ripiano NX224 che si sta aggiungendo a caldo in modo che ogni ripiano abbia otto connessioni a
ciascun switch.

Prima di iniziare

• Acquisire familiarità con il corretto orientamento dei connettori dei cavi, nonché con la posizione e
l’etichettatura delle porte sui moduli a scaffale NX224 NSM140.

◦ I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto.

Quando un cavo è inserito correttamente, scatta in posizione.

Dopo aver collegato entrambe le estremità del cavo, i LED LNK (verde) dello shelf e della porta del
controller si illuminano. Se il LED LNK della porta non si accende, ricollegare il cavo.

◦ Ogni modulo NSM140 include 4 porte CX7 Path_A da 100GbE (e1a, e2a, e3a ed e4a) e 4 porte CX7
Path_B da 100GbE (e1b, e2b, e3b ed e4b).

Sono necessari cavi breakout separati per le porte Path_A e Path_B su ciascun modulo
NSM140, per un totale di quattro cavi breakout per ripiano.

L’illustrazione seguente evidenzia le porte Path_A e Path_B sui moduli NSM140:

Porte Path_A (porte blu)

Porte Path_B (porte rosse)

Fasi

1. Ripiano cavi NSM A e NSM B Percorso_A porte e1a, e2a, e3a ed e4a verso qualsiasi porta sullo switch A.
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2. Ripiano cavi NSM A e NSM B Percorso_B porte e1b, e2b, e3b ed e4b verso qualsiasi porta sullo switch B.

L’illustrazione seguente evidenzia il cablaggio per l’aggiunta a caldo di un ripiano supplementare a una
configurazione di switch. Per aggiungere ulteriori ripiani, seguire la stessa metodologia di cablaggio basata
sullo switch.

3. Verificare che il ripiano aggiunto a caldo sia collegato correttamente utilizzando "Active IQ Config Advisor".

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Modificare un ID scaffale - Scaffali NX224

È possibile modificare un ID scaffale NX224 in un sistema quando ONTAP non è ancora
in esecuzione o quando si aggiunge a caldo uno scaffale prima che venga cablato al
sistema. È anche possibile modificare un ID shelf quando ONTAP è attivo e funzionante (i
moduli controller sono disponibili per fornire dati) e tutte le unità nello shelf sono di
proprietà o di riserva.

Prima di iniziare

• Se ONTAP è attivo e in esecuzione (i moduli controller sono disponibili per fornire i dati), è necessario
verificare che tutti i dischi nello shelf siano privi di proprietà, parti di ricambio o parte di aggregati non
allineati.

È possibile verificare lo stato dei dischi utilizzando storage disk show -shelf shelf_number
comando. Output in Container Type viene visualizzata la colonna spare oppure broken se si tratta di
un disco guasto. Inoltre, il Container Name e. Owner le colonne devono avere un trattino.
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• È necessaria una graffetta con un lato raddrizzato o una penna a sfera con punta stretta.

Utilizzare la graffetta o la penna a sfera per accedere al pulsante ID dello shelf attraverso il piccolo foro, a
destra dei LED, nel pannello ODP (Operator Display Panel).

A proposito di questa attività

• Un ID shelf valido va da 00 a 99.

• Gli ID scaffale devono essere univoci all’interno di un cluster AFX.

• Per rendere effettivo l’ID dello shelf, è necessario spegnere e riaccendere uno shelf (scollegare entrambi i
cavi di alimentazione, attendere il tempo appropriato e ricollegarli).

Il tempo di attesa prima di ricollegare i cavi di alimentazione dipende dallo stato di ONTAP, come descritto
più avanti in questa procedura.

Gli scaffali NX224 non hanno interruttori di alimentazione sugli alimentatori.

Fasi

1. Accendere lo shelf, se non è già acceso.

Collegare i cavi di alimentazione prima allo shelf, fissandoli in posizione con il fermo del cavo di
alimentazione, quindi collegare i cavi di alimentazione a diverse fonti di alimentazione per una maggiore
resilienza.

L’alimentatore si accende non appena si collega il cavo di alimentazione. Il LED bicolore dovrebbe
illuminarsi di verde. Attendi che venga visualizzato l’ID dello scaffale prima di procedere al passaggio
successivo.

2. Rimuovere il cappuccio terminale sinistro per individuare il piccolo foro a destra dei LED.

Tappo terminale dello scaffale

Mascherina dello scaffale
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Numero ID ripiano

Accesso tramite pulsante ID scaffale

3. Modificare il primo numero dell’ID dello shelf:

a. Inserire la graffetta o la penna a sfera nel piccolo foro.

b. Tenere premuto il pulsante fino a quando il primo numero sul display digitale non lampeggia, quindi
rilasciare il pulsante.

Il lampeggiamento del numero può richiedere fino a 15 secondi. In questo modo viene attivata la
modalità di programmazione degli ID dello shelf.

Se l’ID impiega più di 15 secondi per lampeggiare, tenere premuto di nuovo il pulsante,
assicurandosi di premerlo completamente.

c. Premere e rilasciare il pulsante per avanzare il numero fino a raggiungere il numero desiderato da 0 a
9.

La durata di ogni stampa e rilascio può essere di un solo secondo.

Il primo numero continua a lampeggiare.

4. Modificare il secondo numero dell’ID dello shelf:

a. Tenere premuto il pulsante fino a quando il secondo numero sul display digitale non lampeggia.

Il lampeggiamento del numero può richiedere fino a tre secondi.

Il primo numero sul display digitale smette di lampeggiare.

a. Premere e rilasciare il pulsante per avanzare il numero fino a raggiungere il numero desiderato da 0 a
9.

Il secondo numero continua a lampeggiare.

5. Bloccare il numero desiderato e uscire dalla modalità di programmazione tenendo premuto il tasto fino a
quando il secondo numero non smette di lampeggiare.

Il numero può richiedere fino a tre secondi per smettere di lampeggiare.

Entrambi i numeri sul display digitale iniziano a lampeggiare e il LED ambra sull’ODP si illumina dopo circa
cinque secondi, avvisando l’utente che l’ID dello shelf in sospeso non è ancora entrato in vigore.

6. Spegnere e riaccendere lo shelf per rendere effettivo l’ID dello shelf.

Scollegare il cavo di alimentazione da entrambi gli alimentatori dello shelf, attendere il tempo necessario,
quindi ricollegarli agli alimentatori dello shelf per completare il ciclo di alimentazione.

L’alimentatore viene acceso non appena il cavo di alimentazione viene collegato. Il LED a due colori
dovrebbe illuminarsi di verde.
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◦ Se ONTAP non è ancora in esecuzione o si sta aggiungendo a caldo uno shelf (che non è ancora stato
cablato al sistema), attendere almeno 10 secondi.

◦ Se ONTAP è in esecuzione (i controller sono disponibili per fornire dati) e tutte le unità nello shelf sono
di riserva, non di proprietà, attendere almeno 180 secondi.

Questa volta consente a ONTAP di eliminare correttamente il vecchio indirizzo di shelf e aggiornare la
copia del nuovo indirizzo di shelf.

7. Sostituire il cappuccio terminale sinistro.

Mantenere

Sostituire il supporto di avvio - ripiani NX224

È possibile sostituire un supporto di avvio non riuscito in uno scaffale NX224. La
sostituzione del supporto di avvio può essere effettuata senza interruzioni, mentre lo
scaffale è acceso e l’I/O è in corso.

A proposito di questa attività

• Dopo la sostituzione del supporto di avvio, l’immagine di avvio dal NSM partner dello shelf viene copiata
automaticamente sul supporto di avvio sostitutivo.

Questa operazione può richiedere fino a cinque minuti.

• Attendere almeno 70 secondi tra la rimozione e l’installazione del modulo NVMe shelf (NSM).

Ciò consente a ONTAP di elaborare l’evento di rimozione NSM.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
LED di posizione rimangono accesi per 30 minuti. È possibile disattivarle immettendo lo stesso comando,
ma utilizzando l' `off`opzione .

• Dopo aver sostituito il supporto di avvio, è possibile restituire il componente guasto a NetApp come
descritto nelle istruzioni RMA fornite con il kit.

Per ottenere il numero RMA o ulteriore assistenza per la procedura di sostituzione, contattare il supporto
tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-638277 (Europa) o
+800-800-80-800 (Asia/Pacifico).

Prima di iniziare

• L’NSM partner dello scaffale deve essere attivo e funzionante e cablato correttamente, in modo che lo
scaffale mantenga la connettività quando si rimuove l’NSM con la FRU guasta (NSM di destinazione). Puoi
verificare lo stato del partner NSM tramite "scaricando ed eseguendo Config Advisor" .

• Tutti gli altri componenti del sistema devono funzionare correttamente.

Fasi
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1. Mettere a terra l’utente.

2. Scollegare il cablaggio dall’NSM che contiene la FRU che si sta sostituendo:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione e quindi
scollegando il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio di archiviazione dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. Quando si reinserisce l’NSM, ricollegare
i cavi alle stesse porte, più avanti in questa procedura.

3. Rimuovere l’NSM:

Su entrambe le estremità dell’NSM, spingere le linguette di bloccaggio verticali
verso l’esterno per rilasciare le maniglie.

• Tirare le maniglie verso di sé per sganciare l’NSM dalla midplane.

Mentre tirate, le maniglie si estendono fuori dal ripiano. Quando si avverte una
certa resistenza, continuare a tirare.

• Far scorrere l’NSM fuori dal ripiano e posizionarlo su una superficie piana e
stabile.

Assicurarsi di sostenere la parte inferiore dell’NSM mentre la si fa scorrere fuori
dallo scaffale.

Ruotare le maniglie in posizione verticale (accanto alle linguette) per spostarle in
modo che non siano di intralcio.

4. Aprire il coperchio NSM ruotando la vite a testa zigrinata in senso antiorario per allentarlo, quindi aprire il
coperchio.

5. Individuare fisicamente il supporto di avvio guasto.

6. Rimuovere il supporto di avvio:
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Posizione dei supporti di avvio

Premere la linguetta blu per rilasciare l’estremità destra del supporto di avvio.

Sollevare leggermente l’estremità destra del supporto di avvio per ottenere una
buona presa lungo i lati del supporto di avvio.

Estrarre delicatamente l’estremità sinistra del supporto di avvio dal relativo
alloggiamento.

7. Installare il supporto di avvio sostitutivo:

a. Allineare i bordi del supporto di avvio con l’alloggiamento dello zoccolo, quindi spingerlo delicatamente
a squadra nello zoccolo.

b. Ruotare il supporto di avvio verso il basso verso il pulsante di bloccaggio.

c. Premere il pulsante di blocco, ruotare completamente il supporto di avvio, quindi rilasciare il pulsante di
blocco.

8. Chiudere il coperchio NSM, quindi serrare la vite ad alette.

9. Inserire l’NSM nello scaffale:
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Se le maniglie NSM sono state ruotate in posizione verticale (accanto alle linguette)
per spostarle in modo che non siano di intralcio durante la manutenzione dell’NSM,
ruotarle in posizione orizzontale.

Allineare la parte posteriore dell’NSM con l’apertura nel ripiano, quindi spingere
delicatamente l’NSM utilizzando le maniglie fino a insediarlo completamente.

Ruotare le maniglie in posizione verticale e bloccarle in posizione con le linguette.

10. Ricollegare il cablaggio all’NSM:

a. Ricollegare il cablaggio di archiviazione alle stesse otto porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto. Quando un
cavo è inserito correttamente, scatta in posizione.

b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissarlo con l’apposito fermacavo.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
ricollegare il cavo.

11. Verificare che i LED di attenzione (ambra) sull’NSM contenenti il supporto di avvio guasto e il pannello del
display dell’operatore non siano più illuminati.

I LED di attenzione possono impiegare da 5 a 10 minuti per spegnersi. Questa è la quantità di tempo
necessaria all’NSM per il riavvio e per il completamento della copia dell’immagine del supporto di avvio.

Se i LED di errore rimangono accesi, il supporto di avvio potrebbe non essere inserito correttamente
oppure potrebbe esserci un altro problema e contattare il supporto tecnico per assistenza.

12. Verificare che l’NSM sia cablato correttamente, "esecuzione di Active IQ Config Advisor" .

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.
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Sostituire un DIMM - ripiani NX224

È possibile sostituire un DIMM difettoso senza interrompere l’operazione in un supporto
per unità NX224 acceso e mentre è in corso un’operazione di I/O.

A proposito di questa attività

• Attendere almeno 70 secondi tra la rimozione e l’installazione del modulo NVMe shelf (NSM).

In questo modo, ONTAP ha tempo sufficiente per elaborare l’evento di rimozione NSM.

• Migliore pratica: la migliore pratica è quella di avere le versioni aggiornate del firmware del modulo NVMe
shelf (NSM) e del firmware dell’unità sul sistema prima di sostituire i componenti FRU. È possibile visitare il
sito di supporto NetApp per "scarica il firmware dello scaffale del disco" E "scarica il firmware dell’unità
disco" .

Non riportare il firmware a una versione che non supporta lo shelf e i relativi componenti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
LED di posizione rimangono accesi per 30 minuti. È possibile disattivarle immettendo lo stesso comando,
ma utilizzando l' `off`opzione .

• Quando si disimballano i moduli DIMM sostitutivi, conservare tutti i materiali di imballaggio per utilizzarli
quando si restituisce il modulo DIMM guasto.

Per ottenere il numero RMA o ulteriore assistenza per la procedura di sostituzione, contattare il supporto
tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-638277 (Europa) o
+800-800-80-800 (Asia/Pacifico).

Prima di iniziare

• L’NSM partner dello scaffale deve essere attivo e funzionante e cablato correttamente, in modo che lo
scaffale mantenga la connettività quando si rimuove l’NSM con la FRU guasta (NSM di destinazione). Puoi
verificare lo stato del partner NSM tramite "scaricando ed eseguendo Config Advisor" .

• Tutti gli altri componenti del sistema, compresi gli altri tre DIMM, devono funzionare correttamente.

Fasi

1. Mettere a terra l’utente.

2. Scollegare il cablaggio dall’NSM che contiene la FRU che si sta sostituendo:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione e quindi
scollegando il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio di archiviazione dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. Quando si reinserisce l’NSM, ricollegare
i cavi alle stesse porte, più avanti in questa procedura.
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3. Inserire l’NSM nello scaffale:

Se le maniglie NSM sono state ruotate in posizione verticale (accanto alle linguette)
per spostarle in modo che non siano di intralcio durante la manutenzione dell’NSM,
ruotarle in posizione orizzontale.

Allineare la parte posteriore dell’NSM con l’apertura nel ripiano, quindi spingere
delicatamente l’NSM utilizzando le maniglie fino a insediarlo completamente.

Ruotare le maniglie in posizione verticale e bloccarle in posizione con le linguette.

4. Aprire il coperchio NSM ruotando la vite a testa zigrinata in senso antiorario per allentarlo, quindi aprire il
coperchio.

L’etichetta FRU sul coperchio dell’NSM mostra la posizione dei quattro DIMM nell’NSM.

5. Identificare fisicamente il DIMM guasto.

Quando un DIMM è difettoso, il sistema registra un messaggio di avviso alla console di sistema che indica
quale DIMM deve essere sostituito.

6. Rimuovere il modulo DIMM difettoso:
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Numerazione e posizioni degli slot DIMM.

• Prendere nota dell’orientamento del modulo DIMM nello zoccolo in modo da
poter inserire il modulo DIMM sostitutivo utilizzando lo stesso orientamento.

• Espellere il modulo DIMM difettoso spostando lentamente le due linguette
dell’estrattore DIMM su entrambe le estremità dell’alloggiamento DIMM.

Tenere il modulo DIMM per gli angoli o i bordi per evitare di esercitare
pressione sui componenti della scheda a circuiti stampati del modulo
DIMM.

Sollevare il DIMM ed estrarlo dall’alloggiamento.

Le linguette dell’espulsore rimangono in posizione aperta.

7. Sostituire il modulo DIMM:

a. Rimuovere il modulo DIMM di ricambio dalla confezione antistatica per la spedizione.

b. Tenere il modulo DIMM per gli angoli, quindi inserirlo correttamente in uno slot.

La tacca sulla parte inferiore del DIMM, tra i pin, deve allinearsi con la linguetta nello slot.

Una volta inserito correttamente, il DIMM dovrebbe essere inserito facilmente ma saldamente nello slot. In
caso contrario, reinserire il DIMM.

a. Spingere con cautela, ma con decisione, il bordo superiore del modulo DIMM fino a quando le linguette
di espulsione non scattano in posizione sulle tacche di entrambe le estremità del modulo DIMM.

8. Chiudere il coperchio NSM, quindi serrare la vite ad alette.

9. Inserire l’NSM nello scaffale:
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Se le maniglie NSM sono state ruotate in posizione verticale (accanto alle linguette)
per spostarle in modo che non siano di intralcio durante la manutenzione dell’NSM,
ruotarle in posizione orizzontale.

Allineare la parte posteriore dell’NSM con l’apertura nel ripiano, quindi spingere
delicatamente l’NSM utilizzando le maniglie fino a insediarlo completamente.

Ruotare le maniglie in posizione verticale e bloccarle in posizione con le linguette.

10. Ricollegare il cablaggio all’NSM:

a. Ricollegare il cablaggio di archiviazione alle stesse otto porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto. Quando un
cavo è inserito correttamente, scatta in posizione.

b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissarlo con l’apposito fermacavo.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
ricollegare il cavo.

11. Verificare che i LED di attenzione (ambra) sull’NSM che contiene il modulo DIMM guasto e il pannello del
display dell’operatore non siano più illuminati.

I LED di attenzione NSM si spengono dopo il riavvio dell’NSM e non rilevano più un problema DIMM.
Questa operazione può richiedere da tre a cinque minuti.

12. Verificare che l’NSM sia cablato correttamente, "esecuzione di Config Advisor" .

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Sostituzione a caldo di un’unità - Scaffali NX224

È possibile sostituire un’unità guasta senza interrompere l’alimentazione in uno scaffale
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NX224 acceso e mentre è in corso un’operazione di I/O.

Prima di iniziare

• L’unità che si sta installando deve essere supportata dallo scaffale NX224. Puoi verificare le unità
compatibili del tuo scaffale in "NetApp Hardware Universe" .

• Se l’autenticazione SED è attivata, è necessario utilizzare le istruzioni per la sostituzione SED nella
documentazione di ONTAP.

È possibile visualizzare i passaggi aggiuntivi che devono essere completati prima e dopo la sostituzione di
un SED in "Panoramica della crittografia NetApp con la documentazione CLI" .

• Tutti gli altri componenti del sistema devono funzionare correttamente; in caso contrario, contattare il
supporto tecnico.

• Verificare che l’unità che si sta rimuovendo non sia funzionante.

È possibile verificare che il disco non funzioni correttamente eseguendo storage disk show -broken
comando. Il disco guasto viene visualizzato nell’elenco dei dischi guasti. In caso contrario, attendere ed
eseguire nuovamente il comando.

A seconda del tipo e della capacità del disco, potrebbero essere necessarie diverse ore
prima che il disco venga visualizzato nell’elenco dei dischi guasti.

A proposito di questa attività

• Migliore pratica: assicurati che il tuo sistema possa riconoscere e utilizzare le unità appena qualificate
"scaricando la versione corrente del pacchetto di qualificazione del disco" .

In questo modo si evitano messaggi di eventi di sistema relativi alla presenza di informazioni sull’unità non
aggiornate e si impedisce il partizionamento dell’unità perché le unità non vengono riconosciute. Il DQP ti
avvisa anche della presenza di firmware dell’unità non aggiornato.

• Migliore pratica: la migliore pratica è quella di avere le versioni aggiornate del firmware del modulo NVMe
shelf (NSM) e del firmware dell’unità sul sistema prima di sostituire i componenti FRU. È possibile visitare il
sito di supporto NetApp per "scarica il firmware dello scaffale del disco" E "scarica il firmware dell’unità
disco" .

Non riportare il firmware a una versione che non supporta lo shelf e i relativi componenti.

• Il firmware del disco viene aggiornato automaticamente (senza interruzioni) sui nuovi dischi con versioni
firmware non aggiornate.

I controlli del firmware del disco vengono eseguiti ogni due minuti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
LED di posizione rimangono accesi per 30 minuti. È possibile disattivarle immettendo lo stesso comando,
ma utilizzando l' `off`opzione .
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• Quando si disimballa l’unità sostitutiva, conservare tutti i materiali di imballaggio per l’utilizzo quando si
restituisce l’unità guasta.

Per ottenere il numero RMA o ulteriore assistenza per la procedura di sostituzione, contattare il supporto
tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-638277 (Europa) o
+800-800-80-800 (Asia/Pacifico).

Fasi

1. Mettere a terra l’utente.

2. Identificare fisicamente il disco guasto.

In caso di guasto di un disco, il sistema registra un messaggio di avviso alla console di sistema che indica
quale disco si è guastato. Inoltre, il LED attenzione (ambra) sul pannello del display dell’operatore dello
scaffale e l’unità guasta si accendono.

Il LED di attività (verde) su un disco guasto può essere acceso (fisso), che indica che il
disco è alimentato, ma non deve lampeggiare, il che indica l’attività i/O. Un disco guasto non
ha attività i/O.

3. Rimuovere il disco guasto:

Premere il pulsante di rilascio sulla superficie dell’unità per aprire la maniglia della
camma.

Ruotare la maniglia della camma verso il basso per disinnestare la trasmissione
dalla piastra intermedia.

Estrarre l’unità dallo scaffale utilizzando la maniglia della camma e supportarla con
l’altra mano.

4. Attendere almeno 70 secondi prima di inserire l’unità sostitutiva.

Questo consente al sistema di riconoscere che un disco è stato rimosso.
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5. Inserire l’unità sostitutiva:

a. Con la maniglia della camma in posizione aperta, utilizzare entrambe le mani per inserire l’unità.

b. Premere delicatamente fino a quando l’unità non si arresta.

c. Chiudere la maniglia della camma in modo che l’unità sia completamente inserita nel piano intermedio
e la maniglia scatti in posizione.

Chiudere lentamente la maniglia della camma in modo che sia allineata correttamente con la superficie
dell’unità.

6. Verificare che il LED di attività del disco (verde) sia acceso.

Quando il LED di attività del disco è acceso, significa che il disco è alimentato. Quando il LED di attività del
disco lampeggia, significa che il disco è alimentato e che l’i/o è in corso. Se il firmware del disco viene
aggiornato automaticamente, il LED lampeggia.

7. Se si sostituisce un’altra unità, ripetere i passaggi precedenti.

Shelf di dischi

Panoramica della manutenzione degli scaffali - Scaffali NX224

Per mantenere in efficienza il tuo scaffale NX224 puoi adottare le seguenti misure:

• "Aggiunta a caldo di un’unità"

• "LED dello shelf del monitor"

Aggiunta di un’unità a caldo - Scaffali NX224

Puoi aggiungere nuovi dischi a uno shelf acceso senza interruzioni, anche durante le
operazioni di i/O.

Consultare l’articolo della Knowledge base di NetApp "Best practice per l’aggiunta di dischi a uno shelf o
cluster esistente".

LED per ripiani di supporto monitor - ripiani NX224

È possibile monitorare lo stato di salute del proprio scaffale conoscendo la posizione e le
condizioni di stato dei LED sui componenti dello scaffale dell’unità.

• I LED di posizione (blu) sul pannello di visualizzazione dell’operatore (ODP) di uno scaffale e su entrambi i
moduli scaffale NVMe (NSM) possono essere attivati per aiutare a individuare fisicamente lo scaffale che
necessita di manutenzione: storage shelf location-led modify -shelf-name shelf_name
-led-status on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

I LED di posizione rimangono accesi per 30 minuti. È possibile disattivarle immettendo lo stesso comando,
ma utilizzando off opzione.

• Uno stato LED può essere:

◦ "On" (acceso): L’illuminazione LED è fissa/fissa
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◦ "OFF" (spento): Il LED non si accende

◦ "Lampeggiante": Il LED si accende e si spegne a intervalli variabili a seconda dello stato della FRU

◦ "Qualsiasi stato": Il LED può essere acceso, spento o lampeggiante

LED del pannello del display dell’operatore

I LED sul pannello ODP (Front Operator Display) del ripiano dei dischi indicano se il ripiano dei dischi funziona
normalmente o se si verificano problemi con l’hardware.

L’illustrazione e la tabella seguenti descrivono i tre LED dell’ODP:
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Icona LED Nome e colore del

LED

Stato Descrizione

Alimentazione (verde) Acceso Uno o più alimentatori alimentano lo shelf di dischi.

Attenzione (ambra) Acceso • Si è verificato un errore nella funzione di una o più FRU
dello shelf.

Controllare i messaggi di evento per determinare
l’azione correttiva da intraprendere.

• Se lampeggia anche l’ID dello shelf a due cifre, l’ID dello
shelf è in stato di attesa.

Spegnere e riaccendere lo shelf del disco per modificare
l’ID dello shelf.

Posizione (blu) Acceso L’amministratore di sistema ha attivato questa funzione
LED.

LED NSM

I LED su un NSM indicano se il modulo funziona normalmente, se è pronto per il traffico i/o e se ci sono
problemi con l’hardware.

L’illustrazione e le tabelle seguenti descrivono i LED NSM associati alla funzione di un modulo e alla funzione
di ciascuna porta NVMe su un modulo.

Chiama Icona LED Colore Descrizione

LNK Verde NVMe port/link: Status (porta/collegamento NVMe)

Ambra Porta/collegamento NVMe: Attenzione

Ambra Modulo i/o: Attenzione

Blu NSM: Posizione
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Chiama Icona LED Colore Descrizione

Ambra NSM: Attenzione

Stato Attenzione NSM

(ambra)

Porta LNK

(verde)

Attenzione

porta (ambra)

Attenzione al

modulo i/O.

NSM normale Spento Qualsiasi stato Spento Spento

Guasto NSM Acceso Qualsiasi stato Qualsiasi stato Spento

Errore NSM VPD Acceso Qualsiasi stato Qualsiasi stato Spento

Nessuna connessione alla porta
host

Qualsiasi stato Spento Spento Spento

Collegamento alla porta host attivo Qualsiasi stato Acceso/lampegg
iante con attività

Qualsiasi stato Spento

Connessione porta host con guasto Acceso On/Off se tutte le
corsie sono
guainate

Acceso Spento

Eseguire l’avvio del BIOS
dall’immagine del BIOS dopo
l’accensione

Lampeggia Qualsiasi stato Qualsiasi stato Spento

Modulo i/o mancante Acceso N/A. N/A. Acceso

LED dell’alimentatore

I LED su un alimentatore CA (PSU) indicano se l’alimentatore funziona normalmente o se ci sono problemi
hardware.

L’illustrazione e le tabelle seguenti descrivono il LED su un alimentatore.

Chiama Descrizione

Il LED bicolore indica l’alimentazione/attività quando è verde e un guasto quando è
rosso.
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Stato Alimentazione/attività

(verde)

Attenzione (rosso)

Nessuna alimentazione CA al contenitore Spento Spento

Nessuna alimentazione CA all’alimentatore Spento Acceso

Alimentazione CA attiva, ma l’alimentatore non è nel
contenitore

Lampeggia Spento

PSU funzionante correttamente Acceso Spento

Guasto PSU Spento Acceso

Guasto alla ventola Spento Acceso

Modalità di aggiornamento del firmware Lampeggia Spento

LED delle unità

I LED di un’unità NVMe indicano se funziona normalmente o se si verificano problemi con l’hardware.

L’illustrazione e le tabelle seguenti descrivono i due LED di un’unità NVMe:
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Chiama Nome del LED Colore

Attenzione Ambra

Alimentazione/attività Verde

Stato Alimentazione/attiv

ità (verde)

Attenzione (ambra) LED ODP associato

Disco installato e operativo Acceso/lampeggiant
e con attività

Qualsiasi stato N/A.

Guasto al disco Acceso/lampeggiant
e con attività

Acceso Attenzione (ambra)

Set di identificazione del dispositivo SES Acceso/lampeggiant
e con attività

Lampeggia Attenzione (ambra)
disattivata

Set di bit di errore del dispositivo SES Acceso/lampeggiant
e con attività

Acceso Attenzione (ambra)

Guasto al circuito di controllo
dell’alimentazione

Spento Qualsiasi stato Attenzione (ambra)

Sostituire un modulo ventola - ripiani NX224

Se una o entrambe le ventole del modulo ventola si guastano, è possibile sostituire il
modulo ventola. Questa procedura può essere completata senza interruzioni in uno
scaffale NX224 acceso con I/O in corso.

A proposito di questa attività

• Attendere almeno 70 secondi tra la rimozione e l’installazione del modulo NVMe shelf (NSM).

Ciò consente a ONTAP di elaborare l’evento di rimozione NSM.

• Migliore pratica: la migliore pratica è quella di avere le versioni aggiornate del firmware NSM e del
firmware dell’unità sul sistema prima di sostituire i componenti FRU. È possibile visitare il sito di supporto
NetApp per "scarica il firmware dello scaffale del disco" E "scarica il firmware dell’unità disco" .

Non riportare il firmware a una versione che non supporta lo shelf e i relativi componenti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
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LED di posizione rimangono accesi per 30 minuti. È possibile disattivarle immettendo lo stesso comando,
ma utilizzando l' `off`opzione .

• Quando si disimballano le ventole sostitutive, conservare tutti i materiali di imballaggio da utilizzare quando
si restituisce la ventola guasta.

Per ottenere il numero RMA o ulteriore assistenza per la procedura di sostituzione, contattare il supporto
tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-638277 (Europa) o
+800-800-80-800 (Asia/Pacifico).

Prima di iniziare

L’NSM partner dello scaffale deve essere attivo e funzionante e cablato correttamente, in modo che lo scaffale
mantenga la connettività quando si rimuove l’NSM con la FRU guasta (NSM di destinazione). Puoi verificare lo
stato del partner NSM tramite "scaricando ed eseguendo Config Advisor" .

Fasi

1. Mettere a terra l’utente.

2. Scollegare il cablaggio dall’NSM che contiene la FRU che si sta sostituendo:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione e quindi
scollegando il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio dello scaffale dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. Ricollegare i cavi alle stesse porte
quando si reinserisce l’NSM più avanti in questa procedura.

3. Rimuovere l’NSM:

Su entrambe le estremità dell’NSM, spingere le linguette di bloccaggio verticali
verso l’esterno per rilasciare le maniglie.
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• Tirare le maniglie verso di sé per sganciare l’NSM dalla midplane.

Mentre tirate, le maniglie si estendono fuori dal ripiano. Quando si avverte una
certa resistenza, continuare a tirare.

• Far scorrere l’NSM fuori dal ripiano e posizionarlo su una superficie piana e
stabile.

Assicurarsi di sostenere la parte inferiore dell’NSM mentre la si fa scorrere fuori
dallo scaffale.

Ruotare le maniglie in posizione verticale (accanto alle linguette) per spostarle in
modo che non siano di intralcio.

4. Aprire il coperchio NSM ruotando la vite a testa zigrinata in senso antiorario per allentarlo, quindi aprire il
coperchio.

L’etichetta FRU sul coperchio NSM mostra la posizione delle cinque ventole, lungo la parete
posteriore dell’NSM.

5. Identificare fisicamente la ventola guasta.

In caso di guasto di una ventola, il sistema registra un messaggio di avviso alla console di sistema che
indica quale ventola si è guastata.

6. Sostituire la ventola guasta:

Rimuovere la ventola guasta afferrando saldamente i lati in cui si trovano i punti di
contatto blu, quindi tirarla verso l’alto per estrarla dal relativo alloggiamento.
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Inserire la ventola di ricambio allineandola all’interno delle guide, quindi spingere
verso il basso finché il connettore della ventola non è completamente inserito nello
zoccolo.

7. Chiudere il coperchio NSM, quindi serrare la vite ad alette.

8. Inserire l’NSM nello scaffale:

Se le maniglie NSM sono state ruotate in posizione verticale (accanto alle linguette)
per spostarle in modo che non siano di intralcio durante la manutenzione dell’NSM,
ruotarle in posizione orizzontale.

Allineare la parte posteriore dell’NSM con l’apertura nel ripiano, quindi spingere
delicatamente l’NSM utilizzando le maniglie fino a insediarlo completamente.

Ruotare le maniglie in posizione verticale e bloccarle in posizione con le linguette.

9. Ricollegare il cablaggio all’NSM:

a. Ricollegare il cablaggio dello scaffale alle stesse otto porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto. Quando un
cavo è inserito correttamente, scatta in posizione.

b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissarlo con l’apposito fermacavo.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
ricollegare il cavo.

10. Verificare che i LED di attenzione (ambra) sull’NSM contenenti la ventola guasta e il pannello del display
dell’operatore non siano più illuminati.

I LED di attenzione NSM si spengono dopo il riavvio dell’NSM e non rilevano più un problema alla ventola.
Questa operazione può richiedere da tre a cinque minuti.
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11. Verificare che l’NSM sia cablato correttamente, "esecuzione di Active IQ Config Advisor" .

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Sostituire il modulo I/O Ethernet - ripiani NX224

È possibile sostituire un modulo I/O Ethernet guasto senza interrompere l’alimentazione
in uno scaffale NX224 acceso e mentre l’I/O è in corso.

A proposito di questa attività

• Attendere almeno 70 secondi tra la rimozione e l’installazione del modulo NVMe shelf (NSM).

Ciò consente a ONTAP di elaborare l’evento di rimozione NSM.

• Migliore pratica: la migliore pratica è quella di avere le versioni aggiornate del firmware del modulo NVMe
shelf (NSM) e del firmware dell’unità sul sistema prima di sostituire i componenti FRU. È possibile visitare il
sito di supporto NetApp per "scarica il firmware dello scaffale del disco" E "scarica il firmware dell’unità
disco" .

Non riportare il firmware a una versione che non supporta lo shelf e i relativi componenti.

• Il firmware dello shelf (NSM) viene aggiornato automaticamente (senza interruzioni) su un nuovo NSM con
una versione del firmware non corrente.

I controlli del firmware NSM vengono eseguiti ogni 10 minuti. L’aggiornamento del firmware NSM può
richiedere fino a 30 minuti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
LED di posizione rimangono accesi per 30 minuti. È possibile disattivarle immettendo lo stesso comando,
ma utilizzando l' `off`opzione .

• Quando si disimballano i moduli NSM sostitutivi, conservare tutti i materiali di imballaggio per utilizzarli
quando si restituisce il modulo NSM guasto.

Per ottenere il numero RMA o ulteriore assistenza per la procedura di sostituzione, contattare il supporto
tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-638277 (Europa) o
+800-800-80-800 (Asia/Pacifico).

Prima di iniziare

• Il NSM partner dello scaffale deve essere attivo e funzionante e cablato correttamente, in modo che lo
scaffale mantenga la connettività quando si rimuove l’NSM guasto. Puoi verificare lo stato del partner NSM
tramite "scaricando ed eseguendo Config Advisor" .

• Tutti gli altri componenti del sistema devono funzionare correttamente.

Fasi
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1. Mettere a terra l’utente.

2. Scollegare il cablaggio dall’NSM che contiene la FRU che si sta sostituendo:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione e quindi
scollegando il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio di archiviazione dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. Quando si reinserisce l’NSM, ricollegare
i cavi alle stesse porte, più avanti in questa procedura.

3. Rimuovere l’NSM:

Su entrambe le estremità dell’NSM, spingere le linguette di bloccaggio verticali
verso l’esterno per rilasciare le maniglie.

• Tirare le maniglie verso di sé per sganciare l’NSM dalla midplane.

Mentre tirate, le maniglie si estendono fuori dal ripiano. Quando si avverte una
certa resistenza, continuare a tirare.

• Far scorrere l’NSM fuori dal ripiano e posizionarlo su una superficie piana e
stabile.

Assicurarsi di sostenere la parte inferiore dell’NSM mentre la si fa scorrere fuori
dallo scaffale.

Ruotare le maniglie in posizione verticale (accanto alle linguette) per spostarle in
modo che non siano di intralcio.

4. Rimuovere il modulo i/o guasto dall’NSM:
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Ruotare la vite a testa zigrinata del modulo i/o in senso antiorario per allentarla.

Estrarre il modulo i/o dall’NSM utilizzando la linguetta dell’etichetta della porta a
sinistra e la vite a testa zigrinata.

5. Installare il modulo i/o sostitutivo nello slot di destinazione:

a. Allineare il modulo i/o con i bordi dello slot.

b. Spingere delicatamente il modulo i/o fino in fondo nello slot, assicurandosi di inserirlo correttamente nel
connettore.

È possibile utilizzare la linguetta a sinistra e la vite a testa zigrinata per inserire il modulo i/O.

c. Ruotare la vite a testa zigrinata in senso orario per serrare.

6. Inserire l’NSM nello scaffale:

Se le maniglie NSM sono state ruotate in posizione verticale (accanto alle linguette)
per spostarle in modo che non siano di intralcio durante la manutenzione dell’NSM,
ruotarle in posizione orizzontale.
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Allineare la parte posteriore dell’NSM con l’apertura nel ripiano, quindi spingere
delicatamente l’NSM utilizzando le maniglie fino a insediarlo completamente.

Ruotare le maniglie in posizione verticale e bloccarle in posizione con le linguette.

7. Ricollegare il NSM:

a. Ricollegare il cablaggio di archiviazione alle stesse otto porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto. Quando un
cavo è inserito correttamente, scatta in posizione.

b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissarlo con l’apposito fermacavo.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
ricollegare il cavo.

8. Verificare che i LED di attenzione (ambra) sull’NSM contenente il modulo I/O guasto e sul pannello di
visualizzazione dell’operatore dello scaffale non siano più illuminati.

I LED di attenzione NSM si spengono dopo il riavvio dell’NSM e non rilevano più un problema al modulo
i/O. Questa operazione può richiedere da tre a cinque minuti.

9. Verificare che l’NSM sia cablato correttamente, "esecuzione di Active IQ Config Advisor" .

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Sostituire un NSM - ripiani NX224

È possibile sostituire un modulo NVMe shelf (NSM) danneggiato senza interruzioni in uno
shelf di unità NX224 acceso e mentre è in corso un’operazione di I/O.

A proposito di questa attività

• La sostituzione dell’NSM comporta lo spostamento dei moduli DIMM, delle ventole, del supporto di avvio,
del modulo I/O e dell’alimentatore dall’NSM danneggiato all’NSM sostitutivo.

Non spostare la batteria dell’orologio in tempo reale (RTC). Viene preinstallato nel NSM sostitutivo.

• Attendere almeno 70 secondi tra la rimozione e l’installazione dell’NSM.

Ciò consente a ONTAP di elaborare l’evento di rimozione NSM.

• Migliore pratica: la migliore pratica è quella di avere le versioni aggiornate del firmware NSM e del
firmware dell’unità sul sistema prima di sostituire i componenti FRU. È possibile visitare il sito di supporto
NetApp per "scarica il firmware dello scaffale del disco" E "scarica il firmware dell’unità disco" .

Non riportare il firmware a una versione che non supporta lo shelf e i relativi componenti.

• Il firmware dello shelf (NSM) viene aggiornato automaticamente (senza interruzioni) su un nuovo NSM con
una versione del firmware non corrente.
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I controlli del firmware NSM vengono eseguiti ogni 10 minuti. L’aggiornamento del firmware NSM può
richiedere fino a 30 minuti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
LED di posizione rimangono accesi per 30 minuti. È possibile disattivarle immettendo lo stesso comando,
ma utilizzando l' `off`opzione .

• Quando si disimballano i moduli NSM sostitutivi, conservare tutti i materiali di imballaggio per utilizzarli
quando si restituisce il modulo NSM guasto.

Per ottenere il numero RMA o ulteriore assistenza per la procedura di sostituzione, contattare il supporto
tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-638277 (Europa) o
+800-800-80-800 (Asia/Pacifico).

Prima di iniziare

• Il NSM partner dello scaffale deve essere attivo e funzionante e cablato correttamente, in modo che lo
scaffale mantenga la connettività quando si rimuove l’NSM guasto. Puoi verificare lo stato del partner NSM
tramite "scaricando ed eseguendo Config Advisor" .

• Tutti gli altri componenti del sistema devono funzionare correttamente.

Fasi

1. Mettere a terra l’utente.

2. Identificare fisicamente il NSM con disabilità.

Il sistema registra un messaggio di avviso alla console di sistema che indica quale modulo è guasto.
Inoltre, il LED attenzione (ambra) sul display operatore dello shelf di dischi e il modulo per problemi si
illuminano.

3. Scollegare il cablaggio dall’NSM danneggiato:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione e quindi
scollegando il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

b. Scollegare il cablaggio di archiviazione dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. I cavi vengono ricollegati alle stesse
porte sul NSM sostitutivo, più avanti in questa procedura.

4. Rimuovere l’NSM:
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Su entrambe le estremità dell’NSM, spingere le linguette di bloccaggio verticali
verso l’esterno per rilasciare le maniglie.

• Tirare le maniglie verso di sé per sganciare l’NSM dalla midplane.

Mentre tirate, le maniglie si estendono fuori dal ripiano. Quando si avverte una
certa resistenza, continuare a tirare.

• Far scorrere l’NSM fuori dal ripiano e posizionarlo su una superficie piana e
stabile.

Assicurarsi di sostenere la parte inferiore dell’NSM mentre la si fa scorrere fuori
dallo scaffale.

Ruotare le maniglie in posizione verticale (accanto alle linguette) per spostarle in
modo che non siano di intralcio.

5. Disimballare l’NSM sostitutivo e posizionarlo su una superficie piana vicino al NSM danneggiato.

6. Aprire i coperchi di entrambi gli NSM allentando la vite a testa zigrinata su ciascun coperchio.

7. Spostare tutti e quattro i moduli DIMM dal modulo NSM danneggiato al modulo NSM sostitutivo:

a. Rimuovere ogni DIMM dal NSM danneggiato:
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Numerazione e posizioni degli slot DIMM.

• Prendere nota dell’orientamento del modulo DIMM nello zoccolo in modo da
poterlo inserire nel modulo DIMM sostitutivo utilizzando lo stesso
orientamento.

• Espellere il modulo DIMM difettoso spostando lentamente le due linguette
dell’estrattore DIMM su entrambe le estremità dell’alloggiamento DIMM.

Tenere il modulo DIMM per gli angoli o i bordi per evitare di
esercitare pressione sui componenti della scheda a circuiti
stampati del modulo DIMM.

Sollevare il DIMM ed estrarlo dall’alloggiamento.

Le linguette dell’espulsore rimangono in posizione aperta.

b. Installare ciascun DIMM nel modulo NSM sostitutivo:

i. Tenere il modulo DIMM per gli angoli, quindi inserirlo correttamente in uno slot.

La tacca sulla parte inferiore del DIMM, tra i pin, deve allinearsi con la linguetta nello slot.

Una volta inserito correttamente, il DIMM dovrebbe essere inserito facilmente ma saldamente nello slot. In
caso contrario, reinserire il DIMM.

i. Spingere con cautela, ma con decisione, il bordo superiore del modulo DIMM fino a quando le linguette
di espulsione non scattano in posizione sulle tacche di entrambe le estremità del modulo DIMM.

8. Spostare tutte le ventole dall’NSM non funzionante all’NSM sostitutivo:
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Rimuovere la ventola guasta afferrando saldamente i lati in cui si trovano i punti di
contatto blu, quindi tirarla verso l’alto per estrarla dal relativo alloggiamento.

Inserire la ventola di ricambio allineandola all’interno delle guide, quindi spingere
verso il basso finché il connettore della ventola non è completamente inserito nello
zoccolo.

9. Spostare il supporto di avvio nel NSM sostitutivo:

a. Rimuovere il supporto di avvio dal NSM danneggiato:

Posizione dei supporti di avvio

Premere la linguetta blu per rilasciare l’estremità destra del supporto di avvio.
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Sollevare leggermente l’estremità destra del supporto di avvio per ottenere una
buona presa lungo i lati del supporto di avvio.

Estrarre delicatamente l’estremità sinistra del supporto di avvio dal relativo
alloggiamento.

a. Installare il supporto di avvio nell’NSM sostitutivo:

i. Allineare i bordi del supporto di avvio con l’alloggiamento dello zoccolo nell’NSM sostitutivo, quindi
spingerlo delicatamente perpendicolarmente nello zoccolo.

ii. Ruotare il supporto di avvio verso il basso verso il pulsante di bloccaggio.

iii. Premere il pulsante di blocco, ruotare completamente il supporto di avvio, quindi rilasciare il
pulsante di blocco.

10. Spostare tutti e quattro i moduli I/O dall’NSM danneggiato all’NSM sostitutivo.

a. Rimuovere ciascun modulo I/O dall’NSM danneggiato:

Ruotare la vite a testa zigrinata del modulo i/o in senso antiorario per allentarla.

Estrarre il modulo i/o dall’NSM utilizzando la linguetta dell’etichetta della porta a
sinistra e la vite a testa zigrinata.

a. Installare ciascun modulo I/O nell’NSM sostitutivo:

i. Allineare il modulo i/o con i bordi dello slot nell’NSM sostitutivo.

ii. Spingere delicatamente il modulo i/o fino in fondo nello slot, assicurandosi di inserirlo
correttamente nel connettore.

È possibile utilizzare la linguetta a sinistra e la vite a testa zigrinata per inserire il modulo i/O.

11. Chiudere il coperchio di ciascun NSM, quindi serrare ciascuna vite a testa zigrinata.

12. Spostare l’alimentatore dal NSM danneggiato al NSM sostitutivo:

a. Ruotare la maniglia dell’alimentatore verso l’alto, in posizione orizzontale, quindi afferrarla.
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b. Con il pollice, premere la linguetta in terracotta sull’alimentatore per sbloccare il meccanismo di
bloccaggio.

c. Estrarre l’alimentatore dall’NSM mentre si utilizza l’altra mano per sostenere il suo peso.

d. Con entrambe le mani, sostenere e allineare i bordi dell’alimentatore con l’apertura nell’NSM
sostitutivo.

e. Spingere delicatamente l’alimentatore nell’NSM finché il meccanismo di bloccaggio non scatta in
posizione.

Non esercitare una forza eccessiva per evitare di danneggiare il connettore interno.

f. Ruotare la maniglia dell’alimentatore verso il basso, in modo che non intralci le normali operazioni.

13. Inserire l’NSM nello scaffale:

Se le maniglie NSM sono state ruotate in posizione verticale (accanto alle linguette)
per spostarle in modo che non siano di intralcio durante la manutenzione dell’NSM,
ruotarle in posizione orizzontale.

Allineare la parte posteriore dell’NSM con l’apertura nel ripiano, quindi spingere
delicatamente l’NSM utilizzando le maniglie fino a insediarlo completamente.

Ruotare le maniglie in posizione verticale e bloccarle in posizione con le linguette.

14. Ricollegare il cablaggio all’NSM:

a. Ricollegare il cablaggio di archiviazione alle stesse otto porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto. Quando un
cavo è inserito correttamente, scatta in posizione.

b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissarlo con l’apposito fermacavo.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
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ricollegare il cavo.

15. Verificare che il LED attenzione (ambra) sul display operatore dello scaffale non sia più acceso.

Il LED di attenzione del pannello del display dell’operatore si spegne dopo il riavvio dell’NSM. Questa
operazione può richiedere da tre a cinque minuti.

16. Verificare che l’NSM sia cablato correttamente, "esecuzione di Active IQ Config Advisor" .

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

17. Assicurarsi che entrambi gli NSM presenti nello shelf eseguano la stessa versione del firmware: Versione
0300 o successiva.

Sostituzione a caldo di un alimentatore - ripiani NX224

È possibile sostituire un alimentatore guasto senza interrompere l’alimentazione in uno
scaffale NX224 acceso e mentre è in corso un’operazione di I/O.

A proposito di questa attività

• Non utilizzare alimentatori con diversi livelli di efficienza o tipi di ingresso diversi.

Sostituire sempre come per come.

• Se si stanno sostituendo più alimentatori, è necessario farlo uno alla volta in modo che lo shelf mantenga
l’alimentazione.

• Best practice: la procedura migliore consiste nel sostituire l’alimentatore entro due minuti dalla rimozione
dall’NSM.

Se si superano i due minuti, lo shelf continua a funzionare, ma ONTAP invia messaggi alla console
sull’alimentatore danneggiato fino a quando l’alimentatore non viene sostituito.

• Non riportare il firmware a una versione che non supporta lo shelf e i relativi componenti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
LED di posizione rimangono accesi per 30 minuti. È possibile disattivarli immettendo lo stesso comando,
ma utilizzando l’opzione Off.

• Quando si disimballano gli alimentatori sostitutivi, conservare tutti i materiali di imballaggio per utilizzarli
quando si restituisce l’alimentatore guasto.

Per ottenere il numero RMA o ulteriore assistenza per la procedura di sostituzione, contattare il supporto
tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-638277 (Europa) o
+800-800-80-800 (Asia/Pacifico).

Fasi

1. Mettere a terra l’utente.
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2. Identificare fisicamente l’alimentatore guasto.

Il sistema registra un messaggio di avviso alla console di sistema che indica quale alimentatore si è
guastato. Inoltre, il LED attenzione (ambra) sul display operatore dello shelf si illumina e il LED bicolore
sull’alimentatore guasto si illumina di rosso.

3. Scollegare il cavo di alimentazione dall’alimentatore aprendo il relativo fermo, quindi scollegare il cavo di
alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.

4. Rimuovere l’alimentatore:

Ruotare la maniglia verso l’alto, in posizione orizzontale, quindi afferrarla.

Con il pollice, premere la linguetta della terracotta per rilasciare il meccanismo
di bloccaggio.

Estrarre l’alimentatore dall’NSM mentre si utilizza l’altra mano per sostenere il
suo peso.

5. Inserire l’alimentatore sostitutivo:

a. Con entrambe le mani, sostenere e allineare i bordi dell’alimentatore con l’apertura nell’NSM.

b. Spingere delicatamente l’alimentatore nell’NSM finché il meccanismo di bloccaggio non scatta in
posizione.

Non esercitare una forza eccessiva per evitare di danneggiare il connettore interno.

c. Ruotare la maniglia verso il basso, in modo che non sia di intralcio alle normali operazioni.

6. Collegare il cavo di alimentazione all’alimentatore e fissarlo con il relativo fermo.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.
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Sostituire la batteria dell’orologio in tempo reale - Scaffali NX224

È possibile sostituire una batteria dell’orologio in tempo reale (RTC) guasta senza
interrompere l’alimentazione in uno scaffale NX224 acceso e mentre è in corso
un’operazione di I/O.

Prima di iniziare

• L’NSM partner dello scaffale deve essere attivo e funzionante e cablato correttamente, in modo che lo
scaffale mantenga la connettività quando si rimuove l’NSM con la FRU guasta (NSM di destinazione). Puoi
verificare lo stato del partner NSM tramite "scaricando ed eseguendo Config Advisor" .

• Tutti gli altri componenti del sistema devono funzionare correttamente.

A proposito di questa attività

• Attendere almeno 70 secondi tra la rimozione e l’installazione del modulo NVMe shelf (NSM).

Ciò consente a ONTAP di elaborare l’evento di rimozione NSM.

• Dopo aver sostituito la batteria RTC, reinstallare l’NSM e il modulo si avvia, l’ora in tempo reale viene
aggiornata da ONTAP.

• Migliore pratica: la migliore pratica è quella di avere le versioni aggiornate del firmware del modulo NVMe
shelf (NSM) e del firmware dell’unità sul sistema prima di sostituire i componenti FRU. È possibile visitare il
sito di supporto NetApp per "scarica il firmware dello scaffale del disco" E "scarica il firmware dell’unità
disco" .

Non riportare il firmware a una versione che non supporta lo shelf e i relativi componenti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf per individuare fisicamente lo shelf
interessato: storage shelf location-led modify -shelf-name shelf_name -led-status
on

Se non si conosce shelf_name dello shelf interessato, eseguire storage shelf show comando.

Uno scaffale ha tre LED di posizione: Uno sul pannello del display dell’operatore e uno su ciascun NSM. I
LED di posizione rimangono accesi per 30 minuti. È possibile disattivarle immettendo lo stesso comando,
ma utilizzando l' `off`opzione .

• Quando si disimballano le batterie RTC sostitutive, conservare tutto il materiale di imballaggio da utilizzare
quando si restituisce la batteria RTC guasta.

Per ottenere il numero RMA o ulteriore assistenza per la procedura di sostituzione, contattare il supporto
tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-638277 (Europa) o
+800-800-80-800 (Asia/Pacifico).

Fasi

1. Mettere a terra l’utente.

2. Scollegare il cablaggio dall’NSM che contiene la FRU che si sta sostituendo:

a. Scollegare il cavo di alimentazione dall’alimentatore aprendo il fermo del cavo di alimentazione e quindi
scollegando il cavo di alimentazione dall’alimentatore.

Gli alimentatori non dispongono di un interruttore di alimentazione.
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b. Scollegare il cablaggio di archiviazione dalle porte NSM.

Prendere nota delle porte NSM a cui è collegato ciascun cavo. Quando si reinserisce l’NSM, ricollegare
i cavi alle stesse porte, più avanti in questa procedura.

3. Rimuovere l’NSM:

Su entrambe le estremità dell’NSM, spingere le linguette di bloccaggio verticali
verso l’esterno per rilasciare le maniglie.

• Tirare le maniglie verso di sé per sganciare l’NSM dalla midplane.

Mentre tirate, le maniglie si estendono fuori dal ripiano. Quando si avverte una
certa resistenza, continuare a tirare.

• Far scorrere l’NSM fuori dal ripiano e posizionarlo su una superficie piana e
stabile.

Assicurarsi di sostenere la parte inferiore dell’NSM mentre la si fa scorrere fuori
dallo scaffale.

Ruotare le maniglie in posizione verticale (accanto alle linguette) per spostarle in
modo che non siano di intralcio.

4. Aprire il coperchio del modulo ruotando la vite a testa zigrinata in senso antiorario per allentarla, quindi
aprire il coperchio.

5. Individuare la batteria RTC e sostituirla.

a. Rimuovere la batteria guasta:
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Ruotare delicatamente la batteria RTC ad un angolo lontano dal relativo supporto.

Estrarre la batteria RTC dal relativo supporto.

a. Rimuovere la batteria di ricambio dalla confezione antistatica per la spedizione.

b. Prendere nota della polarità della batteria RTC, quindi inserirla nel supporto inclinandola e spingendola
verso il basso.

Assicurarsi che il segno più sulla batteria corrisponda al segno più sulla scheda madre.

c. Controllare visivamente che la batteria sia completamente installata nel supporto e che la polarità sia
corretta.

6. Chiudere il coperchio NSM e ruotare la vite a testa zigrinata in senso orario fino a serrarla.

7. Inserire l’NSM nello scaffale:
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Se le maniglie NSM sono state ruotate in posizione verticale (accanto alle linguette)
per spostarle in modo che non siano di intralcio durante la manutenzione dell’NSM,
ruotarle in posizione orizzontale.

Allineare la parte posteriore dell’NSM con l’apertura nel ripiano, quindi spingere
delicatamente l’NSM utilizzando le maniglie fino a insediarlo completamente.

Ruotare le maniglie in posizione verticale e bloccarle in posizione con le linguette.

8. Recable il NSM.

a. Ricollegare il cablaggio di archiviazione alle stesse otto porte NSM.

I cavi devono essere inseriti con la linguetta di estrazione del connettore rivolta verso l’alto. Quando un
cavo è inserito correttamente, scatta in posizione.

b. Ricollegare il cavo di alimentazione all’alimentatore, quindi fissarlo con l’apposito fermacavo.

Quando funziona correttamente, il LED bicolore di un alimentatore si illumina di verde.

Inoltre, entrambi i LED LNK (verde) della porta NSM si accendono. Se il LED LNK non si accende,
ricollegare il cavo.

9. Verificare che i LED di attenzione (ambra) sull’NSM contenenti la batteria RTC guasta e il pannello del
display operatore non siano più illuminati

I LED di attenzione NSM si spengono dopo il riavvio dell’NSM e non rilevano più un problema alla batteria
RTC. Questa operazione può richiedere da tre a cinque minuti.

10. Verificare che l’NSM sia cablato correttamente, "esecuzione di Active IQ Config Advisor" .

Se vengono generati errori di cablaggio, seguire le azioni correttive fornite.

Shelf SAS

Installazione e cavo

Installazione e cablaggio di ripiani - DS212C, DS224C o DS460C

Se il tuo nuovo sistema - configurazione a coppia ha o a controller singolo - non è stato
installato in un cabinet, puoi installare e cablare gli shelf di dischi in un rack.

A proposito di questa attività

• Gli shelf di dischi con moduli IOM12/IOM12B vengono forniti con ID shelf preimpostati a 00.

Se si dispone di una coppia ha con almeno due stack, lo shelf di dischi contenente gli
aggregati root per il secondo stack ha l’ID shelf preimpostato su 10.

È necessario impostare gli shelf ID in modo che siano univoci all’interno della configurazione a coppia ha o
a controller singolo. È possibile impostare manualmente gli ID degli shelf o assegnare automaticamente gli
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ID degli shelf per tutti gli shelf di dischi nella configurazione a coppia ha o a controller singolo utilizzando
un comando in modalità di manutenzione. Vengono fornite le istruzioni per entrambi i metodi.

• È possibile identificare gli scaffali dei dischi contenenti gli aggregati radice tramite le etichette presenti sulla
scatola dello scaffale dei dischi e sul telaio dello scaffale dei dischi.

Le etichette indicano il numero dello stack, ad esempio Loop o Stack n.: 1 e Loop o Stack n.: 2. Gli shelf
di dischi che non contengono gli aggregati root mostrano solo il numero di serie dello shelf di dischi sulle
etichette.

• Se durante l’installazione e la configurazione del sistema non si configura il sistema per l’assegnazione
automatica della proprietà del disco, è necessario assegnare manualmente la proprietà del disco.

• IBACP (in-band Alternate Control Path) viene attivato automaticamente.

IBACP non è supportato nelle configurazioni ha a percorso singolo o a percorso singolo.

Prima di iniziare

Prima di installare e cablare gli scaffali dei dischi, è necessario soddisfare determinati requisiti e acquisire
familiarità con le best practice e le considerazioni relative a questa procedura.

• Ottieni le istruzioni di installazione e configurazione per il tuo modello di piattaforma.

Le istruzioni di installazione e configurazione descrivono la procedura completa per l’installazione, la
configurazione e l’impostazione del sistema. Utilizzare questa procedura insieme alle istruzioni di
installazione e configurazione della piattaforma solo se sono necessarie informazioni dettagliate
sull’installazione o il cablaggio degli shelf di dischi al sistema di storage.

Le istruzioni per l’installazione e la configurazione possono essere trovate navigando sulla tua piattaforma
in "Documentazione sui sistemi AFF e FAS" .

• Gli shelf di dischi e i controller non devono essere accesi in questo momento.

• Migliore pratica: assicurati che il tuo sistema possa riconoscere e utilizzare le unità disco appena
qualificate "scaricando la versione corrente del Disk Qualification Package (DQP)" .

Ciò consente di evitare messaggi di evento di sistema relativi alla presenza di informazioni non aggiornate
sull’unità disco. Si evita inoltre il possibile blocco del partizionamento del disco dovuto al mancato
riconoscimento delle unità disco. Il DQP segnala la presenza di firmware non aggiornato sull’unità disco.

• Migliore pratica: verificare che le connessioni SAS siano cablate correttamente e che gli IDS dello
scaffale siano univoci all’interno della coppia HA o della configurazione del singolo controller tramite
"scaricando ed eseguendo Config Advisor" dopo l’installazione di un nuovo sistema.

Se vengono generati errori di cablaggio SAS o ID shelf duplicati, seguire le azioni correttive fornite.

Per scaricare Config Advisor è necessario disporre dell’accesso di rete.

• Familiarizzare con le considerazioni per una corretta gestione dei cavi SAS:

◦ Se si utilizzano cavi ottici SAS mini-SAS HD, è necessario rispettare le regole riportate in "Regole per i
cavi ottici SAS mini-SAS HD".

◦ Controllare visivamente la porta SAS per verificare il corretto orientamento del connettore prima di
collegarlo.

I connettori dei cavi SAS sono dotati di chiavi. Se orientato correttamente in una porta SAS, il
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connettore scatta in posizione e, se l’alimentazione dello shelf di dischi è attiva, il LED LNK della porta
SAS dello shelf di dischi si illumina di verde. Per gli shelf di dischi, inserire un connettore per cavo SAS
con la linguetta rivolta verso il basso (nella parte inferiore del connettore).

Per i controller, l’orientamento delle porte SAS può variare a seconda del modello di piattaforma; pertanto,
l’orientamento corretto del connettore del cavo SAS varia.

◦ Per evitare prestazioni degradate, non attorcigliare, piegare, pizzicare o salire sui cavi.

I cavi hanno un raggio di curvatura minimo. Le specifiche del produttore dei cavi definiscono il raggio di
curvatura minimo; tuttavia, una linea guida generale per il raggio di curvatura minimo è 10 volte il
diametro del cavo.

◦ Migliore pratica: utilizzare fascette in velcro anziché fascette stringicavo per legare e fissare i cavi del
sistema, in modo da semplificare le regolazioni dei cavi.

• Familiarizzare con le considerazioni per una corretta gestione delle unità DS460C:

◦ I dischi sono confezionati separatamente dallo chassis dello shelf.

È necessario eseguire l’inventario dei dischi insieme al resto delle apparecchiature di sistema ricevute.

◦ Dopo aver disimballato le unità, conservare il materiale di imballaggio per un utilizzo futuro.

Possibile perdita di accesso ai dati: se in futuro lo shelf viene spostato in una parte
diversa del data center o lo shelf viene trasportato in una posizione diversa, è
necessario rimuovere le unità dai cassetti delle unità per evitare possibili danni ai
cassetti e alle unità.

Tenere le unità disco nella custodia ESD fino a quando non si è pronti per l’installazione.

◦ Quando si maneggiano i dischi, indossare sempre un braccialetto antistatico collegato a massa su una
superficie non verniciata dello chassis del contenitore di storage per evitare scariche elettrostatiche.

Se non è disponibile un braccialetto, toccare una superficie non verniciata sullo chassis del contenitore
di storage prima di maneggiare il disco.

Passaggio 1: installare gli scaffali dei dischi per una nuova installazione del sistema

Gli shelf di dischi vengono installati in un rack utilizzando i kit di montaggio in rack forniti con gli shelf di dischi.

1. Installare il kit per il montaggio in rack (per installazioni in rack a due o quattro montanti) fornito con lo shelf
di dischi utilizzando il volantino di installazione fornito con il kit.

Se si installano più shelf di dischi, installarli dal basso verso la parte superiore del rack per
ottenere la massima stabilità.

Non montare lo shelf di dischi in un rack di tipo teleco con montaggio a flangia; il peso dello
shelf di dischi può causare il collasso nel rack sotto il proprio peso.

2. Installare e fissare lo shelf di dischi sulle staffe di supporto e sul rack utilizzando l’opuscolo di installazione
fornito con il kit.
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Per rendere uno shelf di dischi più leggero e facile da manovrare, rimuovere gli alimentatori e i moduli i/o
(IOM).

Sebbene le unità nei ripiani DS460C siano imballate separatamente, il che rende il ripiano
più leggero, un ripiano DS460C vuoto pesa comunque circa 60 kg. Si consiglia di utilizzare
un sollevatore meccanico o quattro persone che utilizzino le maniglie di sollevamento per
spostare in sicurezza un ripiano DS460C vuoto.

La confezione del DS460C include quattro maniglie di sollevamento rimovibili (due per lato). Per utilizzare
le maniglie di sollevamento, installarle inserendo le linguette delle maniglie nelle fessure laterali del ripiano
e spingendole verso l’alto fino a sentire un clic. Quindi, mentre si fa scorrere il ripiano portadischi sulle
guide, staccare un set di maniglie alla volta utilizzando il fermo a pressione. L’illustrazione seguente mostra
come fissare una maniglia di sollevamento.

3. Reinstallare eventuali alimentatori e IOM rimossi prima di installare lo shelf di dischi nel rack.

4. Se si installa un ripiano per dischi DS460C, installare le unità nei cassetti appositi. In caso contrario,
procedere al passaggio successivo.

Indossare sempre un braccialetto antistatico collegato a terra su una superficie non
verniciata dello chassis del contenitore di storage per evitare scariche elettrostatiche.

Se non è disponibile un braccialetto, toccare una superficie non verniciata sullo chassis del
contenitore di storage prima di maneggiare il disco.

Se hai acquistato uno scaffale parzialmente occupato, ovvero con meno di 60 unità supportate, installa le
unità in ogni cassetto come segue:

◦ Installare le prime quattro unità negli slot anteriori (0, 3, 6 e 9).

Rischio di malfunzionamento dell’apparecchiatura: per consentire un corretto flusso
d’aria ed evitare il surriscaldamento, installare sempre le prime quattro unità negli slot
anteriori (0, 3, 6 e 9).

◦ Per i dischi rimanenti, distribuirli in modo uniforme in ciascun cassetto.

La seguente illustrazione mostra come i dischi sono numerati da 0 a 11 in ogni cassetto all’interno dello
shelf.
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i. Aprire il cassetto superiore dello shelf.

ii. Rimuovere un’unità dalla busta ESD.

iii. Sollevare la maniglia della camma sull’unità in verticale.

iv. Allineare i due pulsanti rialzati su ciascun lato del supporto dell’unità con lo spazio corrispondente
nel canale dell’unità sul cassetto dell’unità.
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Pulsante sollevato sul lato destro del supporto dell’unità

i. Abbassare l’unità, quindi ruotare la maniglia della camma verso il basso fino a quando non scatta
in posizione sotto il dispositivo di chiusura arancione.

ii. Ripetere i passaggi precedenti per ciascuna unità del cassetto.

Assicurarsi che gli slot 0, 3, 6 e 9 di ciascun cassetto contengano dischi.

iii. Spingere con cautela il cassetto dell’unità all’interno del contenitore.

Possibile perdita di accesso ai dati: non chiudere mai il cassetto. Spingere lentamente il
cassetto per evitare di strattonare il cassetto e danneggiare lo storage array.

i. Chiudere il cassetto dell’unità spingendo entrambe le leve verso il centro.

ii. Ripetere questa procedura per ciascun cassetto dello shelf di dischi.

iii. Fissare il pannello anteriore.

5. Se si aggiungono più shelf di dischi, ripetere questa procedura per ogni shelf di dischi che si sta
installando.

Non accendere gli shelf di dischi in questo momento.

Fase 2: Mensole per dischi portacavi per l’installazione di un nuovo sistema

Le connessioni SAS per shelf di dischi via cavo (shelf-to-shelf) e controller-to-shelf (controller-to-shelf)
consentono di stabilire la connettività dello storage per il sistema.

A proposito di questa attività

Dopo aver collegato gli shelf di dischi, accenderli, impostare gli ID degli shelf e completare la configurazione e
la configurazione del sistema.

Prima di iniziare

È necessario aver soddisfatto i seguenti requisiti e aver installato gli scaffali per dischi nel rack.

• È necessario disporre delle istruzioni di installazione e configurazione per il modello di piattaforma in uso.

Le istruzioni di installazione e configurazione descrivono la procedura completa per l’installazione, la
configurazione e l’impostazione del sistema. Utilizzare questa procedura insieme alle istruzioni di
installazione e configurazione della piattaforma solo se sono necessarie informazioni dettagliate
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sull’installazione o il cablaggio degli shelf di dischi al sistema di storage.

Le istruzioni per l’installazione e la configurazione possono essere trovate navigando sulla tua piattaforma
in "Documentazione sui sistemi AFF e FAS" .

• Gli shelf di dischi e i controller non devono essere accesi in questo momento.

• Se si utilizzano cavi ottici SAS mini-SAS HD, è necessario rispettare le regole riportate in "Regole per i cavi
ottici SAS mini-SAS HD".

Fasi

1. Collegare i collegamenti shelf-to-shelf all’interno di ogni stack se lo stack dispone di più shelf di dischi; in
caso contrario, passare alla fase successiva:

Per una spiegazione dettagliata e per esempi di cablaggio shelf-to-shelf “standard” e di cablaggio shelf-to-
shelf “dDouble-wide”, vedere "regole di connessione shelf-to-shelf".

Se… Quindi…

Si sta cablando una configurazione ha multipath, ha
tri-path, multipath, ha single path o single path

Collegare i collegamenti shelf-to-shelf come
connettività “standard” (utilizzando le porte IOM 3 e
1):

a. A partire dal primo shelf logico nello stack,
collegare la porta IOM A 3 alla porta IOM A 1
dello shelf successivo fino a collegare ciascun
IOM A dello stack.

b. Ripetere la sottofase a per IOM B.

c. Ripetere i passaggi secondari a e b per ogni
stack.

Si sta cablando una configurazione ha quad-path o
quad-path

Cablare le connessioni shelf-to-shelf come
connettività “dDouble-wide”: È possibile cablare la
connettività standard utilizzando le porte IOM 3 e 1
e quindi la connettività doppia utilizzando le porte
IOM 4 e 2.

a. A partire dal primo shelf logico nello stack,
collegare la porta IOM A 3 alla porta IOM A 1
dello shelf successivo fino a collegare ciascun
IOM A dello stack.

b. A partire dal primo shelf logico nello stack,
collegare la porta IOM A 4 alla porta IOM A 2
dello shelf successivo fino a collegare ciascun
IOM A dello stack.

c. Ripetere i passaggi secondari a e b per IOM B.

d. Ripetere i passaggi secondari da a a c per ogni
stack.

2. Identificare le coppie di porte SAS del controller che è possibile utilizzare per collegare le connessioni
controller-to-stack.
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a. Controllare i fogli di lavoro del cablaggio controller-to-stack e gli esempi di cablaggio per verificare
l’eventuale presenza di un foglio di lavoro completo per la configurazione.

"Schede di lavoro per il cablaggio controller-to-stack ed esempi di cablaggio per piattaforme con
storage interno"

"Schede di lavoro per il cablaggio controller-to-stack ed esempi di cablaggio per configurazioni ha
multipath"

"Esempio di cablaggio e foglio di lavoro controller-to-stack per una configurazione ha quad-path con due
HBA SAS quad-port"

a. La fase successiva dipende dalla presenza di un foglio di lavoro completo per la configurazione:

Se… Quindi…

È disponibile un foglio di lavoro completo per la
configurazione

Passare alla fase successiva.

Si utilizza il foglio di lavoro completo esistente.

Non esiste un foglio di lavoro completo per la
configurazione

Compilare il modello di foglio di lavoro appropriato
per il cablaggio controller-to-stack:

"Modello di foglio di lavoro per il cablaggio
controller-to-stack per la connettività multipath"

"Modello di foglio di lavoro per il cablaggio
controller-to-stack per la connettività quad-path"

3. Collegare le connessioni controller-to-stack utilizzando il foglio di lavoro completo.

Se necessario, sono disponibili istruzioni su come leggere un foglio di lavoro per collegare le connessioni
controller-to-stack:

"Come leggere un foglio di lavoro per collegare le connessioni controller-to-stack per la connettività
multipath"

"Come leggere un foglio di lavoro per collegare le connessioni controller-to-stack per la connettività quad-
path"

4. Collegare gli alimentatori per ogni shelf di dischi:

a. Collegare i cavi di alimentazione prima agli shelf di dischi, fissandoli in posizione con il fermo del cavo
di alimentazione, quindi collegare i cavi di alimentazione a diverse fonti di alimentazione per garantire
la resilienza.

b. Accendere gli alimentatori per ogni shelf di dischi e attendere che i dischi si attivino.

5. Impostare gli ID dello shelf e completare la configurazione del sistema:

È necessario impostare gli shelf ID in modo che siano univoci all’interno della configurazione a coppia ha o
a controller singolo, incluso lo shelf di dischi interno nei sistemi applicabili.
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Se… Quindi…

Si stanno impostando manualmente gli ID dello
shelf

a. Accedere al pulsante ID dello shelf dietro il
cappuccio terminale sinistro.

b. Modificare l’ID dello shelf con un ID univoco (da
00 a 99).

c. Spegnere e riaccendere lo shelf di dischi per
rendere effettivo l’ID dello shelf.

Attendere almeno 10 secondi prima di
riaccendersi per completare il ciclo di
alimentazione. L’ID dello shelf lampeggia e il
LED ambra del display operatore lampeggia fino
a quando non viene spento e riacceso lo shelf di
dischi.

d. Accendere i controller e completare
l’installazione e la configurazione del sistema
come indicato nelle istruzioni di installazione e
configurazione del modello di piattaforma in
uso.
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Se… Quindi…

Si stanno assegnando automaticamente tutti gli ID
shelf nella configurazione a coppia ha o a controller
singolo

Gli shelf ID vengono assegnati in
ordine sequenziale dal 00 al 99. Per i
sistemi con uno shelf di dischi
interno, l’assegnazione dell’ID dello
shelf inizia con lo shelf di dischi
interno.

a. Accendere i controller.

b. All’avvio dei controller, premere Ctrl-C Per
interrompere il processo DI AVVIO
AUTOMATICO quando viene visualizzato il
messaggio Starting AUTOBOOT press
Ctrl-C to abort.

Se il prompt non viene
visualizzato e i controller avviano
ONTAP, arrestare entrambi i
controller e avviare entrambi i
controller nel menu di avvio
digitando boot_ontap menu Al
prompt DEL CARICATORE.

c. Avviare un controller in modalità di
manutenzione:boot_ontap menu

È necessario assegnare gli shelf ID su un solo
controller.

d. Dal menu di avvio, selezionare l’opzione 5 per
la modalità di manutenzione.

e. Assegnare automaticamente gli shelf ID:
sasadmin expander_set_shelf_id -a

f. Uscire dalla modalità di manutenzione:halt

g. Avviare il sistema immettendo il seguente
comando al prompt DEL CARICATORE di
entrambi i controller:boot_ontap

Gli ID degli shelf vengono visualizzati nelle
finestre di visualizzazione digitale degli shelf di
dischi.

Prima di avviare il sistema, è
consigliabile sfruttare questa
opportunità per verificare che il
cablaggio sia corretto e che sia
presente un aggregato root.

h. Completare l’installazione e la configurazione
del sistema come indicato nelle istruzioni di
installazione e configurazione del modello di
piattaforma in uso.

6. Se come parte della configurazione e della configurazione del sistema, non è stata attivata l’assegnazione
automatica della proprietà del disco, l’assegnazione manuale della proprietà del disco; in caso contrario,
passare alla fase successiva:
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a. Visualizza tutti i dischi non posseduti:storage disk show -container-type unassigned

b. Assegnare ciascun disco:storage disk assign -disk disk_name -owner owner_name

È possibile utilizzare il carattere jolly per assegnare più di un disco alla volta.

7. Verificare che le connessioni SAS siano cablate correttamente e che non vi siano ID di scaffale duplicati
all’interno del sistema "scaricando ed eseguendo Config Advisor" come indicato nelle istruzioni di
installazione e configurazione per il tuo modello di piattaforma.

Se vengono generati errori di cablaggio SAS o ID shelf duplicati, seguire le azioni correttive fornite.

È inoltre possibile eseguire storage shelf show -fields shelf-id Per visualizzare un elenco di
shelf ID già in uso (e duplicati, se presenti) nel sistema.

8. Verificare che l’ACP in-band sia stato attivato automaticamente. storage shelf acp show

Nell’output, “in-band” viene indicato come “Active” per ciascun nodo.

(Facoltativo) Passaggio 3: spostare o trasportare gli scaffali DS460C

Se in futuro si spostano i ripiani DS460C in una parte diversa del data center o si trasportano i ripiani in una
posizione diversa, è necessario rimuovere le unità dai cassetti per evitare possibili danni ai cassetti e alle unità
stesse.

• Se hai conservato i materiali di imballaggio delle unità quando hai installato i ripiani DS460C come parte
dell’installazione del nuovo sistema, utilizzali per riimballare le unità prima di spostarle.

Se non hai salvato il materiale di imballaggio, devi posizionare i dischi su superfici imbottite o utilizzare un
imballaggio imbottito alternativo. Non impilare mai i dischi l’uno sull’altro.

• Prima di maneggiare le unità, indossare un braccialetto antistatico collegato a massa su una superficie non
verniciata dello chassis del contenitore di storage.

Se non è disponibile un braccialetto, toccare una superficie non verniciata sullo chassis del cabinet di
storage prima di maneggiare un disco.

• È necessario adottare le misure necessarie per gestire con attenzione i dischi:

◦ Utilizzare sempre due mani durante la rimozione, l’installazione o il trasporto di un’unità per sostenerne
il peso.

Non posizionare le mani sulle schede del disco esposte nella parte inferiore del
supporto.

◦ Fare attenzione a non urtare i dischi contro altre superfici.

◦ I dischi devono essere tenuti lontani da dispositivi magnetici.

I campi magnetici possono distruggere tutti i dati presenti su un’unità e causare danni
irreparabili ai circuiti dell’unità.

198

https://mysupport.netapp.com/site/tools


Ripiani ad aggiunta rapida: DS212C, DS224C o DS460C

È possibile aggiungere a caldo uno o più shelf di dischi con moduli IOM12/IOM12B a uno
stack esistente di shelf di dischi con moduli IOM12/IOM12B o aggiungere a caldo uno
stack di uno o più shelf di dischi con moduli IOM12/IOM12B direttamente a un HBA SAS
o a una porta SAS integrata sul controller.

Prima di iniziare

Prima di aggiungere a caldo gli shelf di dischi, è necessario soddisfare determinati requisiti e acquisire
familiarità con le best practice e le considerazioni relative a questa procedura.

• Prima di aggiungere a caldo gli shelf di dischi con moduli IOM12/IOM12B, assicurarsi che il sistema
soddisfi determinati requisiti:

◦ Il sistema e la versione di ONTAP devono supportare gli shelf di dischi che si desidera aggiungere a
caldo, inclusi IOM, unità disco e cavi SAS. È possibile visualizzare la versione di ONTAP necessaria
per i propri shelf nel "NetApp Hardware Universe" .

◦ Il sistema deve avere un numero inferiore al numero massimo di dischi supportati, almeno del numero
di shelf di dischi che si intende aggiungere a caldo.

Non è possibile aver superato il numero massimo di unità disco supportate dal sistema dopo l’aggiunta
a caldo di shelf di dischi. È possibile visualizzare quanti shelf il sistema può supportare in "NetApp
Hardware Universe"

◦ Se si aggiunge a caldo uno stack di uno o più shelf di dischi (direttamente ai controller della
piattaforma), il sistema deve disporre di un numero sufficiente di porte HBA PCI SAS o SAS integrate o
di una combinazione di entrambe.

Se è necessario installare un HBA SAS PCI aggiuntivo, la Best practice consiste
nell’utilizzare HBA SAS da 12 GB per mantenere la connettività controller-to-stack a 12
Gbs per ottenere le massime prestazioni.

È supportato l’utilizzo di HBA SAS da 6 GB o una combinazione di HBA SAS da 6 GB e
HBA SAS da 12 GB; tuttavia, le connessioni del modulo IOM12 agli HBA SAS da 6 GB
vengono negoziate fino a 6 Gbs, con conseguente riduzione delle prestazioni.

◦ Il sistema non può visualizzare messaggi di errore relativi al cablaggio SAS.

Verificare che le connessioni SAS siano cablate correttamente "scaricando ed eseguendo Config
Advisor" .

È necessario correggere eventuali errori di cablaggio utilizzando le azioni correttive fornite dai messaggi di
errore.

• Familiarizzare con i requisiti e le considerazioni per l’utilizzo di cavi ottici mini-SAS HD SAS:

◦ Se si utilizzano cavi ottici SAS HD mini-SAS o cavi ottici SAS HD mini-SAS e cavi in rame SAS nello
stack di shelf di dischi, è necessario rispettare le regole riportate nella "Regole per i cavi ottici SAS
mini-SAS HD".

◦ Se si aggiunge a caldo uno shelf di dischi con cavi ottici SAS HD mini-SAS a una pila di shelf di dischi
collegati con cavi in rame SAS, è possibile inserire temporaneamente entrambi i tipi di cavi nello stack.

Dopo aver aggiunto a caldo lo shelf di dischi, è necessario sostituire i cavi di rame SAS per le altre
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connessioni shelf-to-shelf nello stack e le connessioni controller-to-stack in modo che lo stack soddisfi
le regole della "Regole per i cavi ottici SAS mini-SAS HD". Ciò significa che è necessario ordinare il
numero appropriato di cavi ottici SAS mini-SAS HD.

• Familiarizzare con le considerazioni generali per completare questa procedura:

◦ Se si aggiunge a caldo uno shelf di dischi con moduli IOM12/IOM12B a uno stack esistente (di shelf di
dischi con moduli IOM12/IOM12B), è possibile aggiungere a caldo lo shelf di dischi a entrambe le
estremità, ovvero il primo o l’ultimo shelf logico dello stack.

Per le configurazioni ha a percorso singolo e singolo, come applicabile ai sistemi AFF A200, AFF
A220, FAS2600 e FAS2700, è possibile aggiungere a caldo shelf di dischi alla fine dello stack che non
dispongono di connessioni controller.

◦ Gli scaffali dei dischi con moduli IOM12/IOM12B devono trovarsi nel proprio stack univoco.

◦ Questa procedura presuppone che la configurazione utilizzi ACP in-band.

Per le configurazioni con ACP in-band attivato, ACP in-band viene attivato automaticamente sugli shelf
di dischi aggiunti a caldo. Per le configurazioni in cui ACP in-band non è abilitato, gli shelf di dischi
aggiunti a caldo funzionano senza alcuna funzionalità ACP.

◦ Il consolidamento dello stack senza interruzioni non è supportato.

Non è possibile utilizzare questa procedura per aggiungere a caldo shelf di dischi che sono stati
rimossi a caldo da un altro stack nello stesso sistema quando il sistema è acceso e fornisce dati (i/o è
in corso).

• Migliore pratica: assicurati che il tuo sistema possa riconoscere e utilizzare le unità disco appena
qualificate "scaricando la versione corrente del Disk Qualification Package (DQP)" .

Ciò consente di evitare messaggi di evento di sistema relativi alla presenza di informazioni non aggiornate
sull’unità disco. Si evita inoltre il possibile blocco del partizionamento del disco dovuto al mancato
riconoscimento delle unità disco. Il DQP segnala la presenza di firmware non aggiornato sull’unità disco.

• Migliore pratica: verificare le versioni del firmware dello shelf del disco (IOM), gli ID dello shelf già in uso
dal sistema e ottenere uno snapshot della connettività SAS tramite "scaricando ed eseguendo Config
Advisor" Prima di aggiungere a caldo uno shelf di dischi. È inoltre necessario verificare che le connessioni
SAS siano cablate correttamente e che gli ID degli shelf siano univoci all’interno della coppia HA o della
configurazione a singolo controller, eseguendo Config Advisor dopo l’aggiunta a caldo di uno shelf di
dischi.

Se vengono generati errori di cablaggio SAS o ID shelf duplicati, seguire le azioni correttive fornite.

Per scaricare Config Advisor è necessario disporre dell’accesso di rete.

• Procedura consigliata: assicurarsi che il sistema disponga delle versioni aggiornate del firmware dello
shelf di dischi (IOM) e del firmware dell’unità disco prima di aggiungere nuovi shelf di dischi, componenti
FRU dello shelf o cavi SAS. È possibile visitare il sito di supporto NetApp per "scarica il firmware dello
scaffale del disco" E "scarica il firmware dell’unità disco" .

• Familiarizzare con le considerazioni per una corretta gestione dei cavi SAS:

◦ Controllare visivamente la porta SAS per verificare il corretto orientamento del connettore prima di
collegarlo.

I connettori dei cavi SAS sono dotati di chiavi. Se orientato correttamente in una porta SAS, il
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connettore scatta in posizione e, se l’alimentazione dello shelf di dischi è attiva, il LED LNK della porta
SAS dello shelf di dischi si illumina di verde. Per gli shelf di dischi, inserire un connettore per cavo SAS
con la linguetta rivolta verso il basso (nella parte inferiore del connettore).

Per i controller, l’orientamento delle porte SAS può variare a seconda del modello di piattaforma; pertanto,
l’orientamento corretto del connettore del cavo SAS varia.

◦ Per evitare prestazioni degradate, non attorcigliare, piegare, pizzicare o salire sui cavi.

I cavi hanno un raggio di curvatura minimo. Le specifiche del produttore dei cavi definiscono il raggio di
curvatura minimo; tuttavia, una linea guida generale per il raggio di curvatura minimo è 10 volte il
diametro del cavo.

◦ L’utilizzo di pellicole in velcro anziché di fascette per fissare e fissare i cavi di sistema consente di
regolare i cavi in modo più semplice.

• Familiarizzare con le considerazioni per una corretta gestione delle unità DS460C:

◦ I dischi sono confezionati separatamente dallo chassis dello shelf.

È necessario eseguire l’inventario dei dischi.

◦ Dopo aver disimballato le unità, conservare il materiale di imballaggio per un utilizzo futuro.

Possibile perdita di accesso ai dati: se in futuro lo shelf viene spostato in una parte
diversa del data center o lo shelf viene trasportato in una posizione diversa, è
necessario rimuovere le unità dai cassetti delle unità per evitare possibili danni ai
cassetti e alle unità.

Tenere le unità disco nella custodia ESD fino a quando non si è pronti per l’installazione.

◦ Quando si maneggiano i dischi, indossare sempre un braccialetto antistatico collegato a massa su una
superficie non verniciata dello chassis del contenitore di storage per evitare scariche elettrostatiche.

Se non è disponibile un braccialetto, toccare una superficie non verniciata sullo chassis del contenitore
di storage prima di maneggiare il disco.

Passaggio 1: installare gli scaffali dei dischi per un hot-add

Per ogni shelf di dischi che si sta aggiungendo a caldo, installare lo shelf di dischi in un rack, collegare i cavi di
alimentazione, accendere lo shelf di dischi e impostare l’ID dello shelf di dischi prima di collegare le
connessioni SAS.

Fasi

1. Installare il kit per il montaggio in rack (per installazioni in rack a due o quattro montanti) fornito con lo shelf
di dischi utilizzando il volantino di installazione fornito con il kit.

Se si installano più shelf di dischi, installarli dal basso verso la parte superiore del rack per
ottenere la massima stabilità.

Non montare lo shelf di dischi in un rack di tipo teleco con montaggio a flangia; il peso dello
shelf di dischi può causare il collasso nel rack sotto il proprio peso.
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2. Installare e fissare lo shelf di dischi sulle staffe di supporto e sul rack utilizzando l’opuscolo di installazione
fornito con il kit.

Per rendere uno shelf di dischi più leggero e facile da manovrare, rimuovere gli alimentatori e i moduli i/o
(IOM).

Sebbene le unità nei ripiani DS460C siano imballate separatamente, il che rende il ripiano
più leggero, un ripiano DS460C vuoto pesa comunque circa 60 kg. Si consiglia di utilizzare
un sollevatore meccanico o quattro persone che utilizzino le maniglie di sollevamento per
spostare in sicurezza un ripiano DS460C vuoto.

La confezione del DS460C include quattro maniglie di sollevamento rimovibili (due per lato). Per utilizzare
le maniglie di sollevamento, installarle inserendo le linguette delle maniglie nelle fessure laterali del ripiano
e spingendole verso l’alto fino a sentire un clic. Quindi, facendo scorrere il ripiano portadischi sulle guide,
staccare un set di maniglie alla volta utilizzando il fermo a pressione. L’illustrazione seguente mostra come
fissare una maniglia di sollevamento.

3. Reinstallare eventuali alimentatori e IOM rimossi prima di installare lo shelf di dischi nel rack.

4. Se si installa un ripiano per dischi DS460C, installare le unità nei cassetti appositi. In caso contrario,
procedere al passaggio successivo.

Indossare sempre un braccialetto antistatico collegato a terra su una superficie non
verniciata dello chassis del contenitore di storage per evitare scariche elettrostatiche.

Se non è disponibile un braccialetto, toccare una superficie non verniciata sullo chassis del
contenitore di storage prima di maneggiare il disco.

Se hai acquistato uno scaffale parzialmente occupato, ovvero con meno di 60 unità supportate, installa le
unità come segue in ogni cassetto:

◦ Installare le prime quattro unità negli slot anteriori (0, 3, 6 e 9).

Rischio di malfunzionamento dell’apparecchiatura: per consentire un corretto flusso
d’aria ed evitare il surriscaldamento, installare sempre le prime quattro unità negli slot
anteriori (0, 3, 6 e 9).

◦ Per i dischi rimanenti, distribuirli in modo uniforme in ciascun cassetto.
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La seguente illustrazione mostra come i dischi sono numerati da 0 a 11 in ogni cassetto all’interno dello
shelf.

i. Aprire il cassetto superiore dello shelf.

ii. Rimuovere un’unità dalla busta ESD.

iii. Sollevare la maniglia della camma sull’unità in verticale.

iv. Allineare i due pulsanti rialzati su ciascun lato del supporto dell’unità con lo spazio corrispondente
nel canale dell’unità sul cassetto dell’unità.
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Pulsante sollevato sul lato destro del supporto dell’unità

i. Abbassare l’unità, quindi ruotare la maniglia della camma verso il basso fino a quando non scatta in
posizione sotto il dispositivo di chiusura arancione.

ii. Ripetere i passaggi precedenti per ciascuna unità del cassetto.

Assicurarsi che gli slot 0, 3, 6 e 9 di ciascun cassetto contengano dischi.

iii. Spingere con cautela il cassetto dell’unità nel contenitore. +s
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Possibile perdita di accesso ai dati: non chiudere mai il cassetto. Spingere
lentamente il cassetto per evitare di strattonare il cassetto e danneggiare lo storage
array.

iv. Chiudere il cassetto dell’unità spingendo entrambe le leve verso il centro.

v. Ripetere questa procedura per ciascun cassetto dello shelf di dischi.

vi. Fissare il pannello anteriore.

5. Se si stanno aggiungendo più shelf di dischi, ripetere i passaggi precedenti per ogni shelf di dischi che si
sta installando.

6. Collegare gli alimentatori per ogni shelf di dischi:

a. Collegare i cavi di alimentazione prima agli shelf di dischi, fissandoli in posizione con il fermo del cavo
di alimentazione, quindi collegare i cavi di alimentazione a diverse fonti di alimentazione per garantire
la resilienza.

b. Accendere gli alimentatori per ogni shelf di dischi e attendere che i dischi si attivino.

7. Impostare l’ID shelf per ogni shelf di dischi che si sta aggiungendo a caldo a un ID univoco nella
configurazione a coppia ha o a controller singolo.

Se disponi di un modello di piattaforma con uno shelf di dischi interno, gli shelf ID devono essere univoci
nello shelf di dischi interno e negli shelf di dischi collegati esternamente.

È possibile utilizzare i seguenti passaggi secondari per modificare gli ID scaffale. Per istruzioni più
dettagliate, utilizzare "Modificare un ID shelf" .

a. Se necessario, verificare gli shelf ID già in uso eseguendo Config Advisor.

È inoltre possibile eseguire storage shelf show -fields shelf-id Per visualizzare un elenco
di shelf ID già in uso (e duplicati, se presenti) nel sistema.

b. Accedere al pulsante ID dello shelf dietro il cappuccio terminale sinistro.

c. Modificare l’ID dello shelf con un ID valido (da 00 a 99).

d. Spegnere e riaccendere lo shelf di dischi per rendere effettivo l’ID dello shelf.

Attendere almeno 10 secondi prima di riaccendersi per completare il ciclo di alimentazione.

L’ID dello shelf lampeggia e il LED ambra del display operatore lampeggia fino a quando non viene spento
e riacceso lo shelf di dischi.

a. Ripetere i passaggi secondari da a a d per ogni shelf di dischi che si sta aggiungendo a caldo.

Fase 2: Ripiani per dischi cavi per un hot-add

È possibile collegare le connessioni SAS (shelf-to-shelf e controller-to-stack) in base alle esigenze degli shelf
di dischi aggiunti a caldo, in modo che possano essere collegate al sistema.

A proposito di questa attività

• Per una spiegazione e un esempio di cablaggio “standard” da shelf a shelf e di cablaggio “dDouble-wide”
da shelf a shelf, vedere "Regole di connessione SAS shelf-to-shelf".

• Per istruzioni su come leggere un foglio di lavoro per collegare le connessioni controller-to-stack, vedere
"Come leggere un foglio di lavoro per collegare le connessioni controller-to-stack per la connettività
multipath" oppure "Come leggere un foglio di lavoro per collegare le connessioni controller-to-stack per la
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connettività quad-path".

• Dopo aver cablato gli shelf di dischi aggiunti a caldo, ONTAP li riconosce: Viene assegnata la proprietà del
disco se è attivata l’assegnazione automatica della proprietà del disco; il firmware dello shelf di dischi
(IOM) e il firmware del disco devono essere aggiornati automaticamente se necessario; Inoltre, se nella
configurazione è attivato l’ACP in-band, questo viene attivato automaticamente sugli shelf di dischi aggiunti
a caldo.

Gli aggiornamenti del firmware possono richiedere fino a 30 minuti.

Prima di iniziare

• È necessario aver soddisfatto i requisiti per completare questa procedura e aver installato, acceso e
impostato gli ID shelf per ogni shelf di dischi come indicato inInstallare shelf di dischi con moduli IOM12 per
un hot-add .

Fasi

1. Se si desidera assegnare manualmente la proprietà del disco per gli shelf di dischi che si stanno
aggiungendo a caldo, è necessario disattivare l’assegnazione automatica della proprietà del disco, se
attivata; in caso contrario, passare alla fase successiva.

È necessario assegnare manualmente la proprietà del disco se i dischi nello stack sono di proprietà di
entrambi i controller in una coppia ha.

È necessario disattivare l’assegnazione automatica della proprietà del disco prima di cablare gli scaffali dei
dischi aggiunti a caldo e riattivarla più avanti in questa procedura, dopo aver cablato gli scaffali dei dischi
aggiunti a caldo.

a. Verificare se l’assegnazione automatica della proprietà del disco è abilitata:storage disk option
show

Se si dispone di una coppia ha, è possibile immettere il comando nella console di entrambi i controller.

Se l’assegnazione automatica della proprietà del disco è attivata, l’output mostra “on” (per ciascun
controller) nella colonna “Auto Assign” (assegnazione automatica).

a. Se l’assegnazione automatica della proprietà del disco è attivata, è necessario disattivarla:storage
disk option modify -node _node_nam_e -autoassign off

È necessario disattivare l’assegnazione automatica della proprietà del disco su entrambi i controller in
una coppia ha.

2. Se si aggiunge a caldo una pila di shelf di dischi direttamente a un controller, completare i seguenti sotto-
passaggi; in caso contrario, passare al passaggio successivo.

a. Se lo stack che si sta aggiungendo a caldo dispone di più shelf di dischi, cablare i collegamenti shelf-
to-shelf; in caso contrario, passare al sottopase b.

206



Se… Quindi…

Si sta cablando uno stack con connettività ha
multipath, ha tri-path, multipath, ha single path o
single path ai controller

Collegare i collegamenti shelf-to-shelf come
connettività “standard” (utilizzando le porte IOM 3
e 1):

i. A partire dal primo shelf logico nello stack,
collegare la porta IOM A 3 alla porta IOM A 1
dello shelf successivo fino a collegare ciascun
IOM A dello stack.

ii. Ripetere la fase i per IOM B.

Si sta cablando uno stack con connettività ha
quad-path o quad-path ai controller

Cablare le connessioni shelf-to-shelf come
connettività “dDouble-wide”: È possibile cablare la
connettività standard utilizzando le porte IOM 3 e
1 e quindi la connettività doppia utilizzando le
porte IOM 4 e 2.

i. A partire dal primo shelf logico nello stack,
collegare la porta IOM A 3 alla porta IOM A 1
dello shelf successivo fino a collegare ciascun
IOM A dello stack.

ii. A partire dal primo shelf logico nello stack,
collegare la porta IOM A 4 alla porta IOM A 2
dello shelf successivo fino a collegare ciascun
IOM A dello stack.

iii. Ripetere i passaggi secondari i e II per IOM B.

b. Controllare i fogli di lavoro del cablaggio controller-to-stack e gli esempi di cablaggio per verificare
l’eventuale presenza di un foglio di lavoro completo per la configurazione.

"Schede di lavoro per il cablaggio controller-to-stack ed esempi di cablaggio per piattaforme con
storage interno"

"Schede di lavoro per il cablaggio controller-to-stack ed esempi di cablaggio per configurazioni ha
multipath"

"Esempio di cablaggio e foglio di lavoro controller-to-stack per una configurazione ha quad-path con
due HBA SAS quad-port"

c. Se è disponibile un foglio di lavoro completo per la configurazione, collegare le connessioni controller-
to-stack utilizzando il foglio di lavoro completo; in caso contrario, passare alla fase successiva.

d. Se non è disponibile un foglio di lavoro completo per la configurazione, compilare il modello di foglio di
lavoro appropriato, quindi collegare le connessioni controller-to-stack utilizzando il foglio di lavoro
completo.

"Modello di foglio di lavoro per il cablaggio controller-to-stack per la connettività multipath"

"Modello di foglio di lavoro per il cablaggio controller-to-stack per la connettività quad-path"

a. Verificare che tutti i cavi siano fissati saldamente.
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3. Se si aggiungono a caldo uno o più shelf di dischi a una fine (il primo o l’ultimo shelf logico) di uno stack
esistente, completare i passaggi secondari applicabili per la configurazione; in caso contrario, passare al
punto successivo.

Assicurarsi di attendere almeno 70 secondi tra lo scollegamento e il ricollegamento di un
cavo e se si sta sostituendo un cavo più lungo.

Se sei… Quindi…

Aggiunta a caldo di uno shelf di dischi alla fine di
uno stack che dispone di connettività ha multipath,
ha tri-path, multipath, ha quad-path o quad-path ai
controller

a. Scollegare eventuali cavi dal modulo IOM A
dello shelf di dischi alla fine dello stack collegati
a qualsiasi controller; in caso contrario, passare
alla fase e.

Lasciare l’altra estremità di questi cavi collegata
ai controller o sostituire i cavi con cavi più
lunghi, se necessario.

b. Collegare i collegamenti shelf-to-shelf tra IOM A
dello shelf di dischi alla fine dello stack e IOM A
dello shelf di dischi che si sta aggiungendo a
caldo.

c. Ricollegare tutti i cavi rimossi nella fase a alle
stesse porte dell’IOM A dello shelf di dischi che
si sta aggiungendo a caldo; in caso contrario,
passare alla fase successiva.

d. Verificare che tutti i cavi siano fissati
saldamente.

e. Ripetere i passaggi secondari da a a d per IOM
B; in caso contrario, passare al punto 4.

Aggiunta a caldo di uno shelf di dischi alla fine dello
stack in una configurazione ha o a percorso singolo,
come applicabile ai sistemi AFF A200, AFF A220,
FAS2600 e FAS2700.

Queste istruzioni sono per l’aggiunta a caldo alla
fine dello stack che non dispone di connessioni
controller-to-stack.

a. Collegare il collegamento shelf-to-shelf tra IOM
A dello shelf di dischi nello stack e IOM A dello
shelf di dischi che si sta aggiungendo a caldo.

b. Verificare che il cavo sia fissato correttamente.

c. Ripetere i passaggi secondari applicabili per
IOM B.

4. Se è stato aggiunto a caldo uno shelf di dischi con cavi ottici SAS HD mini-SAS a uno stack di shelf di
dischi collegati con cavi di rame SAS, sostituire i cavi di rame SAS; in caso contrario, passare alla fase
successiva.

Sostituire i cavi uno alla volta e attendere almeno 70 secondi tra lo scollegamento e il collegamento di un
cavo nuovo.

5. Verificare che le connessioni SAS siano cablate correttamente "scaricando ed eseguendo Config Advisor" .

Se vengono generati errori di cablaggio SAS, seguire le azioni correttive fornite.
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6. Verificare la connettività SAS per ogni shelf di dischi aggiunto a caldo: storage shelf show -shelf
shelf_name -connectivity

È necessario eseguire questo comando per ogni shelf di dischi aggiunto a caldo.

Ad esempio, il seguente output mostra che lo shelf di dischi aggiunti a caldo 2.5 è collegato alle porte
iniziatori la e 0d (coppia di porte la/0d) su ciascun controller (in una configurazione ha multipath FAS8080
con un HBA SAS a quattro porte):

cluster1::> storage shelf show -shelf 2.5 -connectivity

           Shelf Name: 2.5

             Stack ID: 2

             Shelf ID: 5

            Shelf UID: 40:0a:09:70:02:2a:2b

        Serial Number: 101033373

          Module Type: IOM12

                Model: DS224C

         Shelf Vendor: NETAPP

           Disk Count: 24

      Connection Type: SAS

          Shelf State: Online

               Status: Normal

Paths:

Controller     Initiator   Initiator Side Switch Port   Target Side

Switch Port   Target Port   TPGN

------------   ---------   --------------------------

-----------------------   -----------   ------

stor-8080-1    1a           -                           -

-             -

stor-8080-1    0d           -                           -

-             -

stor-8080-2    1a           -                           -

-             -

stor-8080-2    0d           -                           -

-             -

Errors:

------

-

7. Se l’assegnazione automatica della proprietà del disco è stata disattivata nella fase 1, assegnare
manualmente la proprietà del disco e riabilitare l’assegnazione automatica della proprietà del disco, se
necessario:
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a. Visualizza tutti i dischi non posseduti:storage disk show -container-type unassigned

b. Assegnare ciascun disco:storage disk assign -disk disk_name -owner owner_name

È possibile utilizzare il carattere jolly per assegnare più di un disco alla volta.

c. Se necessario, riabilitare l’assegnazione automatica della proprietà del disco:storage disk option
modify -node node_name -autoassign on

È necessario riabilitare l’assegnazione automatica della proprietà del disco su entrambi i controller in
una coppia ha.

8. Se la configurazione esegue ACP in-band, verificare che ACP in-band sia stato attivato automaticamente
sugli shelf di dischi aggiunti a caldo: storage shelf acp show

Nell’output, “in-band” viene indicato come “Active” per ciascun nodo.

(Facoltativo) Passaggio 3: spostare o trasportare gli scaffali DS460C

Se in futuro si spostano i ripiani DS460C in una parte diversa del data center o si trasportano i ripiani in una
posizione diversa, è necessario rimuovere le unità dai cassetti per evitare possibili danni ai cassetti e alle unità
stesse.

• Se hai conservato i materiali di imballaggio delle unità quando hai installato i ripiani DS460C come parte
dell’aggiunta a caldo dei ripiani, usali per riconfezionare le unità prima di spostarle.

Se non hai salvato il materiale di imballaggio, devi posizionare i dischi su superfici imbottite o utilizzare un
imballaggio imbottito alternativo. Non impilare mai i dischi l’uno sull’altro.

• Prima di maneggiare le unità, indossare un braccialetto antistatico collegato a massa su una superficie non
verniciata dello chassis del contenitore di storage.

Se non è disponibile un braccialetto, toccare una superficie non verniciata sullo chassis del cabinet di
storage prima di maneggiare un disco.

• È necessario adottare le misure necessarie per gestire con attenzione i dischi:

◦ Utilizzare sempre due mani durante la rimozione, l’installazione o il trasporto di un’unità per sostenerne
il peso.

Non posizionare le mani sulle schede del disco esposte nella parte inferiore del
supporto.

◦ Fare attenzione a non urtare i dischi contro altre superfici.

◦ I dischi devono essere tenuti lontani da dispositivi magnetici.

I campi magnetici possono distruggere tutti i dati presenti su un’unità e causare danni
irreparabili ai circuiti dell’unità.

Modificare un ID scaffale: DS212C, DS224C o DS460C

È possibile modificare un ID shelf in un sistema con moduli IOM12/IOM12B quando
ONTAP non è ancora in esecuzione o quando si aggiunge a caldo uno shelf prima che
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venga cablato al sistema. È inoltre possibile modificare un ID shelf quando ONTAP è
attivo e in esecuzione (i moduli controller sono disponibili per la gestione dei dati) e tutte
le unità nello shelf sono di proprietà, di riserva o fanno parte di aggregati offline.

A proposito di questa attività

• Un ID shelf valido va da 00 a 99.

• Gli shelf ID devono essere univoci all’interno di una configurazione a coppia ha o a controller singolo.

Se si dispone di una piattaforma con storage interno, gli shelf ID devono essere univoci nello shelf di dischi
interno e in tutti gli shelf di dischi collegati esternamente.

• Per rendere effettivo l’ID dello shelf, è necessario spegnere e riaccendere uno shelf.

Il tempo di attesa prima della riaccensione dipende dallo stato di ONTAP, come descritto più avanti in
questa procedura.

Prima di iniziare

• Se ONTAP è attivo e in esecuzione (i moduli controller sono disponibili per fornire i dati), è necessario
verificare che tutti i dischi nello shelf siano privi di proprietà, parti di ricambio o parte di aggregati non
allineati.

È possibile verificare lo stato dei dischi utilizzando storage disk show -shelf shelf_number
comando. Se si tratta di un disco guasto, l’output nella colonna Container Type dovrebbe visualizzare
spare o rotto. Inoltre, le colonne Container Name (Nome contenitore) e Owner (Proprietario) dovrebbero
avere un trattino.

• È possibile verificare gli ID degli scaffali già in uso nel sistema eseguendo Active IQ Config Advisor o
utilizzando storage shelf show -fields shelf-id comando. Puoi "scarica e accedi ad Active IQ
Config Advisor" sul sito di supporto NetApp .

Fasi

1. Accendere lo shelf di dischi se non è già acceso.

2. Rimuovere il cappuccio terminale sinistro per individuare il pulsante vicino ai LED del ripiano.

3. Modificare il primo numero dell’ID dello shelf tenendo premuto il tasto arancione fino a quando il primo
numero sul display digitale non lampeggia, operazione che può richiedere fino a tre secondi.

Se l’ID impiega più di tre secondi per lampeggiare, premere nuovamente il pulsante,
assicurandosi di premerlo completamente.

In questo modo viene attivata la modalità di programmazione dell’ID dello shelf di dischi.

4. Premere il pulsante per avanzare il numero fino a raggiungere il numero desiderato da 0 a 9.

Il primo numero continua a lampeggiare.

5. Modificare il secondo numero dell’ID dello shelf tenendo premuto il pulsante fino a quando il secondo
numero sul display digitale non lampeggia, il che può richiedere fino a tre secondi.

Il primo numero sul display digitale smette di lampeggiare.

6. Premere il pulsante per avanzare il numero fino a raggiungere il numero desiderato da 1 a 9.
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Il secondo numero continua a lampeggiare.

7. Bloccare il numero desiderato e uscire dalla modalità di programmazione tenendo premuto il tasto fino a
quando il secondo numero non smette di lampeggiare, il che può richiedere fino a tre secondi.

Entrambi i numeri sul display digitale iniziano a lampeggiare e il LED ambra sul display dell’operatore si
illumina dopo circa cinque secondi, avvisando l’utente che l’ID dello shelf del disco in sospeso non è
ancora entrato in vigore.

8. Spegnere e riaccendere lo shelf di dischi per rendere effettivo l’ID dello shelf.

Per completare il ciclo di alimentazione, è necessario spegnere entrambi gli interruttori di alimentazione,
attendere il tempo necessario e riaccenderli.

◦ Se ONTAP non è ancora in esecuzione o si sta aggiungendo a caldo uno shelf (che non è ancora stato
cablato al sistema), attendere almeno 10 secondi.

◦ Se ONTAP è in esecuzione (i controller sono disponibili per gestire i dati) e tutte le unità disco nello
scaffale sono di proprietà, di riserva o fanno parte di aggregati offline, attendere almeno 120 secondi.

Questa volta consente a ONTAP di eliminare correttamente il vecchio indirizzo di shelf e aggiornare la
copia del nuovo indirizzo di shelf.

9. Sostituire il cappuccio terminale sinistro.

10. Ripetere i passaggi precedenti per ogni ripiano disco aggiuntivo.

11. Verificare che il sistema non disponga di shelf ID duplicati.

Quando due o più shelf di dischi hanno lo stesso ID, il sistema assegna al shelf di dischi duplicati un
numero di ID soft uguale o superiore a 100. È necessario modificare il numero del soft ID (duplicato).

a. Eseguire Active IQ Config Advisor per verificare la presenza di avvisi di ID shelf duplicati o eseguire
storage shelf show -fields shelf-id Per visualizzare un elenco di shelf ID già in uso, inclusi
eventuali ID duplicati.

b. Se il sistema dispone di ID shelf duplicati, modificare gli ID shelf duplicati ripetendo questa procedura.

Regole di cablaggio SAS, fogli di lavoro ed esempi

Panoramica delle regole di cablaggio - DS212C, DS224C o DS460C

Per facilitare il collegamento dei shelf di dischi SAS con i moduli IOM12/IOM12B al
sistema storage, è possibile utilizzare una qualsiasi delle regole di cablaggio SAS, fogli di
lavoro ed esempi di contenuto disponibili in base alle esigenze.

Regole e concetti di cablaggio SAS

• "Configurazioni"

• "Numerazione degli slot del controller"

• "Connessioni shelf-to-shelf"

• "Connessioni controller-to-stack"

• "Cavi ottici SAS mini-SAS HD"

• "Connettività ha tri-path"
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Fogli di lavoro e esempi di cablaggio

• "Configurazioni ha multipath"

• "Piattaforme con storage interno"

• "Configurazioni ha quad-path"

Modelli di fogli di lavoro per il cablaggio

• "Connettività multipath"

• "Connettività quad-path"

• "Come leggere un foglio di lavoro per la connettività multipath"

• "Come leggere un foglio di lavoro per la connettività quad-path"

Regole e concetti di cablaggio SAS: DS212C, DS224C o DS460C

Gli shelf di dischi con moduli IOM12/IOM12B possono essere cablati in configurazioni a
coppia ha e a controller singolo (per le piattaforme supportate) applicando le regole di
cablaggio SAS: Regole di configurazione, regole di numerazione degli slot del controller,
regole di connessione shelf-to-shelf, regole di connessione controller-to-stack e, se
applicabili, regole per cavi ottici SAS HD mini-SAS.

Le regole di cablaggio SAS relative alla numerazione degli slot del controller, alle regole di
connessione tra shelf e controller e alle regole di connessione tra controller e stack descritte in
questa guida sono le stesse che si applicano a tutti gli shelf di dischi SAS, indipendentemente
dal fatto che siano dotati di moduli IOM12 o IOM12B. Tuttavia, le informazioni contenute in
questa guida si riferiscono specificamente alle caratteristiche specifiche degli shelf di dischi con
moduli IOM12/IOM12B e al loro utilizzo nelle configurazioni supportate.

Le regole di cablaggio SAS relative alle regole di configurazione e alle regole per i cavi ottici SAS mini-SAS HD
descritte in questa guida sono specifiche per gli shelf di dischi con moduli IOM12/IOM12B.

Le regole di cablaggio SAS descritte in questa guida bilanciano il cablaggio SAS tra le porte SAS integrate e le
porte SAS dell’adattatore bus host per fornire configurazioni di storage controller altamente disponibili e
soddisfare i seguenti obiettivi:

• Fornire un unico algoritmo universale di facile comprensione per tutti i prodotti e le configurazioni SAS

• Fornire lo stesso cablaggio fisico quando si genera la distinta materiali (BOM), seguita in fabbrica e sul
campo

• Sono verificabili tramite software e tool per il controllo della configurazione

• Fornire la massima resilienza possibile per mantenere la disponibilità e ridurre al minimo la dipendenza
dalle acquisizioni dei controller

Evitare di discostarsi dalle regole; le deviazioni potrebbero ridurre affidabilità, universalità e compatibilità.

Regole di configurazione

Gli shelf di dischi con moduli IOM12/IOM12B sono supportati su specifici tipi di configurazioni a coppia ha e a
controller singolo.
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Per informazioni aggiornate sulle configurazioni di cablaggio supportate per il modello di
piattaforma in uso, consultare la Hardware Universe.

"NetApp Hardware Universe"

• Le configurazioni di coppia HA devono essere cablate come configurazioni ha multipath o ha quad-path
con le seguenti eccezioni:

◦ Le piattaforme con storage interno non supportano la connettività ha quad-path.

◦ Una coppia ha FAS2820 può essere cablata come ha a tre percorsi.

Per informazioni sulla connettività FAS2820, consultare la Connettività ha tri-path sezione .

◦ Le piattaforme con storage interno possono essere cablate come configurazioni ha a percorso singolo
(dalla porta 0b/0b1 agli shelf esterni) per supportare la connettività a un dispositivo di backup su nastro
SAS esterno (dalla porta 0a).

Per le coppie ha FAS2820, sebbene il cablaggio agli shelf esterni sia ha a percorso singolo, a
causa della connessione interna di ciascun controller della porta 0b all’espansore locale
(IOM12G) e della porta 0c all’espansore del partner, la configurazione della coppia ha è ha
multipath.

• Le configurazioni a controller singolo devono essere cablate come configurazioni multipath o quad-path,
con le seguenti eccezioni:

◦ Le configurazioni a controller singolo della serie FAS2600 possono essere cablate come configurazioni
a percorso singolo.

Poiché lo storage interno utilizza la connettività a percorso singolo, ONTAP emette occasionalmente
avvisi che indicano il rilevamento di percorsi misti. Per evitare questi avvisi, è possibile utilizzare la
connettività a percorso singolo agli shelf di dischi esterni. Inoltre, è possibile utilizzare la connettività a
percorso singolo quando si utilizza un dispositivo di backup su nastro SAS esterno.

◦ Le configurazioni a controller singolo della serie FAS2600 non supportano la connettività quad-path.

Regole di numerazione degli slot del controller

Allo scopo di applicare le regole di cablaggio a tutte le coppie ha supportate e alle configurazioni a controller
singolo, viene utilizzata una convenzione di numerazione degli slot del controller.

• Per tutte le coppie ha e le configurazioni a controller singolo, si applica quanto segue:

◦ Per HBA SAS in uno slot PCI fisico si intende lo slot PCI 1, 2, 3 e così via, indipendentemente
dall’etichetta fisica dello slot su un controller.

Ad esempio, se gli HBA SAS occupano gli slot PCI fisici 3, 5 e 7, verranno designati come slot 1, 2 e 3
allo scopo di applicare le regole di cablaggio SAS.

◦ Un HBA SAS integrato viene definito come slot PCI 0 nello stesso modo in cui viene etichettato su un
controller.

◦ Ciascuna porta di ogni slot viene definita come su un controller. Ad esempio, lo slot 0 con due porte
viene indicato come 0a e 0b. Lo slot 1 con quattro porte viene indicato come 1a, 1b, 1c e 1d.

In questo documento, gli slot e le porte degli slot sono illustrati come segue:
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Regole di connessione shelf-to-shelf

Quando si dispone di più shelf di dischi in uno stack di shelf di dischi, questi si collegano tra loro attraverso
ciascun dominio SAS (IOM A e IOM B) utilizzando il cablaggio shelf-to-shelf “standard” o “dDouble-wide”
applicabile. L’utilizzo del cablaggio shelf-to-shelf “standard” o “dDouble-wide” dipende dalla configurazione in
uso.

Connettività standard shelf-to-shelf

• La connettività standard shelf-to-shelf viene utilizzata in qualsiasi stack di shelf di dischi con più shelf di
dischi.

È necessaria una connessione via cavo tra shelf di dischi in ciascun dominio: Dominio A (IOM A) e dominio
B (IOM B).

• La Best practice consiste nell’utilizzare le porte IOM 3 e 1 per la connettività standard shelf-to-shelf.

Dal primo shelf logico all’ultimo shelf logico di uno stack, collegare la porta IOM 3 alla porta IOM 1 dello
shelf successivo nel dominio A e quindi nel dominio B.

Doppia connettività shelf-to-shelf

• La connettività shelf-to-shelf double-wide viene utilizzata nelle configurazioni quad-path (ha quad-path e
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quad-path).

• La doppia connettività shelf-to-shelf richiede due connessioni via cavo tra shelf di dischi in ciascun
dominio: Dominio A (IOM A) e dominio B (IOM B).

La prima connessione via cavo è cablata come connettività standard shelf-to-shelf (utilizzando le porte
IOM 3 e 1); la seconda connessione via cavo è cablata come connettività shelf-to-shelf doppia (utilizzando
le porte IOM 4 e 2).

Dal primo shelf logico all’ultimo shelf logico di uno stack, collegare la porta IOM 3 alla porta IOM 1 dello
shelf successivo nel dominio A e quindi nel dominio B. Dal primo shelf logico all’ultimo shelf logico di uno
stack, collegare la porta IOM 4 alla porta IOM 2 dello shelf successivo nel dominio A e quindi nel dominio
B. (Le porte IOM cablate come connettività a doppia larghezza sono visualizzate in blu).

Regole di connessione controller-to-stack

È possibile collegare correttamente le connessioni SAS da ciascun controller a ogni stack in una coppia ha o in
una configurazione a controller singolo, comprendendo che gli shelf di dischi SAS utilizzano la proprietà dei
dischi basata su software, il modo in cui le porte a/C e B/D dei controller sono collegate agli stack, Come le
porte a/C e B/D dei controller sono organizzate in coppie di porte e come le piattaforme con storage interno
hanno le porte dei controller collegate agli stack.

Regola di proprietà dei dischi basata su software per shelf di dischi SAS

Gli shelf di dischi SAS utilizzano la proprietà dei dischi basata su software (non la proprietà dei dischi basata
su hardware). Ciò significa che la proprietà del disco viene memorizzata sul disco piuttosto che essere
determinata dalla topologia delle connessioni fisiche del sistema di storage (come per la proprietà del disco
basata su hardware). In particolare, la proprietà del disco viene assegnata da ONTAP (automaticamente o
tramite comandi CLI), non da come si collegano le connessioni controller-to-stack.

Gli shelf di dischi SAS non devono mai essere cablati utilizzando lo schema di proprietà dei dischi basato su
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hardware.

Regole di connessione delle porte controller A e C (per piattaforme senza storage interno)

• Le porte a e C sono sempre i percorsi primari verso uno stack.

• Le porte a e C si collegano sempre al primo shelf di dischi logico in uno stack.

• Le porte a e C si collegano sempre alle porte IOM 1 e 2 dello shelf di dischi.

La porta IOM 2 viene utilizzata solo per configurazioni quad-path ha e quad-path.

• Le porte A e C del controller 1 si collegano sempre a IOM A (dominio A).

• Le porte a e C del controller 2 si collegano sempre a IOM B (dominio B).

La seguente illustrazione evidenzia come le porte a e C del controller si connettono in una configurazione ha
multipath con un HBA a quattro porte e due stack di shelf di dischi. Le connessioni allo stack 1 sono
visualizzate in blu. Le connessioni allo stack 2 sono visualizzate in arancione.

Regole di connessione delle porte B e D del controller (per piattaforme senza storage interno)

• Le porte B e D sono sempre i percorsi secondari verso uno stack.

• Le porte B e D si collegano sempre all’ultimo shelf logico di dischi in uno stack.

• Le porte B e D si collegano sempre alle porte IOM 3 e 4 dello shelf di dischi.

La porta IOM 4 viene utilizzata solo per configurazioni quad-path ha e quad-path.

• Le porte B e D del controller 1 si collegano sempre a IOM B (dominio B).
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• Le porte B e D del controller 2 si collegano sempre a IOM A (dominio A).

• Le porte B e D vengono collegate agli stack spostando l’ordine degli slot PCI di uno in modo che la prima
porta del primo slot sia cablata per ultima.

La seguente illustrazione evidenzia come le porte B e D dei controller si connettono in una configurazione ha
multipath con un HBA a quattro porte e due stack di shelf di dischi. Le connessioni allo stack 1 sono
visualizzate in blu. Le connessioni allo stack 2 sono visualizzate in arancione.

Regole di connessione delle coppie di porte (per piattaforme senza storage interno)

Le porte SAS a, B, C e D del controller sono organizzate in coppie di porte utilizzando un metodo che sfrutta
tutte le porte SAS per garantire la resilienza e la coerenza del sistema durante il cablaggio delle connessioni
controller-to-stack nelle configurazioni a coppia ha e controller singolo.

• Le coppie di porte sono costituite da una porta SAS a o C del controller e da una porta SAS B o D.

Le porte SAS a e C si collegano al primo shelf logico di uno stack. Le porte SAS B e D si collegano
all’ultimo shelf logico di uno stack.

• Le coppie di porte utilizzano tutte le porte SAS su ciascun controller del sistema.

È possibile aumentare la resilienza del sistema incorporando tutte le porte SAS (su un HBA in uno slot PCI
fisico [slot 1-N] e sul controller [slot 0]) in coppie di porte. Non escludere porte SAS.

• Le coppie di porte sono identificate e organizzate come segue:

a. Elencare le porte A e le porte C in sequenza di slot (0,1, 2, 3 e così via).
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Ad esempio: 1a, 2a, 3a, 1c, 2c, 3c

b. Elencare le porte B e le porte D in sequenza di slot (0,1, 2, 3 e così via).

Ad esempio: 1b, 2b, 3b, 1d, 2d, 3d

c. Riscrivere l’elenco delle porte D e B in modo che la prima porta dell’elenco venga spostata alla fine
dell’elenco.

Ad esempio: 

L’offset dell’ordine degli slot di uno bilancia le coppie di porte su più slot (slot PCI fisici e slot integrati)
quando sono disponibili più slot di porte SAS, impedendo quindi il collegamento di uno stack a un
singolo HBA SAS.

d. Associare le porte A e C (elencate al punto 1) alle porte D e B (elencate al punto 2) nell’ordine in cui
sono elencate.

Ad esempio: 1a/2b, 2a/3b, 3a/1d, 1c/2d, 2c/3d, 3c/1b.

Per una coppia ha, l’elenco delle coppie di porte identificate per il primo controller è
applicabile anche al secondo controller.

• Quando si collega il sistema, è possibile utilizzare coppie di porte nell’ordine in cui sono state identificate
oppure ignorare coppie di porte:

◦ Utilizzare le coppie di porte nell’ordine in cui sono state identificate (elencate) quando sono necessarie
tutte le coppie di porte per collegare gli stack nel sistema.

Ad esempio, se sono state identificate sei coppie di porte per il sistema e si dispone di sei stack da
cablare come multipath, le coppie di porte vengono cablate nell’ordine in cui sono state elencate:

1a/2b, 2a/3b, 3a/1d, 1c/2d, 2c/3d, 3c/1b

◦ Saltare le coppie di porte (utilizzare ogni altra coppia di porte) quando non sono necessarie tutte le
coppie di porte per collegare gli stack nel sistema.

Ad esempio, se sono state identificate sei coppie di porte per il sistema e si dispone di tre stack da
cablare come multipath, è possibile cablare ogni altra coppia di porte nell’elenco:

Se si dispone di più coppie di porte di quelle necessarie per collegare gli stack nel sistema,
la procedura migliore consiste nel saltare le coppie di porte per ottimizzare le porte SAS del
sistema. Ottimizzando le porte SAS, si ottimizzano le prestazioni del sistema.

I fogli di lavoro per il cablaggio controller-to-stack sono pratici strumenti per identificare e organizzare le coppie
di porte, in modo da poter collegare le connessioni controller-to-stack per la configurazione di coppia ha o
controller singolo.

"Modello di foglio di lavoro per il cablaggio controller-to-stack per la connettività multipath"

"Modello di foglio di lavoro per il cablaggio controller-to-stack per la connettività quad-path"
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Regole di connessione delle porte del controller 0b/0b1 e 0a per piattaforme con storage interno

Le piattaforme con storage interno dispongono di un insieme univoco di regole di connessione, in quanto
ciascun controller deve mantenere la stessa connettività di dominio tra lo storage interno (porta 0b/0b1) e lo
stack. Ciò significa che quando un controller si trova nello slot A dello chassis (controller 1) si trova nel dominio
A (IOM A) e quindi la porta 0b/0b1 deve connettersi a IOM A nello stack. Quando un controller si trova nello
slot B dello chassis (controller 2), si trova nel dominio B (IOM B) e pertanto la porta 0b/0b1 deve connettersi
all’IOM B nello stack.

Le piattaforme FAS25XX non sono trattate in questo contenuto.

Se non si connette la porta 0b/0b1 al dominio corretto (domini con connessione incrociata), si
espone il sistema a problemi di resilienza che impediscono l’esecuzione di procedure senza
interruzioni in modo sicuro.

• Porta 0b/0b1 del controller (porta storage interna):

◦ La porta 0b/0b1 del controller 1 si collega sempre a IOM A (dominio A).

◦ La porta 0b/0b1 del controller 2 si collega sempre a IOM B (dominio B).

◦ La porta 0b/0b1 è sempre il percorso primario.

◦ La porta 0b/0b1 si collega sempre all’ultimo shelf logico di dischi in uno stack.

◦ La porta 0b/0b1 si collega sempre alla porta IOM 3 dello shelf di dischi.

• Porta controller 0a (porta HBA interna):

◦ La porta 0a del controller 1 si collega sempre a IOM B (dominio B).

◦ La porta 0a del controller 2 si collega sempre a IOM A (dominio A).

◦ La porta 0a è sempre il percorso secondario.

◦ La porta 0a si collega sempre al primo shelf di dischi logico in uno stack.

◦ La porta 0a si collega sempre alla porta IOM 1 dello shelf di dischi.

La seguente illustrazione evidenzia la connettività di dominio della porta di storage interna (0b/0b1) a uno
stack esterno di shelf:
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Connettività ha tri-path

La connettività ha Tri-path è disponibile sulle coppie ha FAS2820. La connettività ha Tri-path ha tre percorsi da
ciascun controller agli shelf interni (IOM12G) ed esterni:

• La connessione interna della porta 0b di ciascun controller al proprio IOM12G locale e la porta 0c al
proprio IOM12G del partner fornisce una connettività ha multipath a coppia.
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• Il cablaggio delle porte di storage esterne di ciascun controller, 0a e 0b1, fornisce una connettività ha a tre
percorsi.

Le porte 0a e 0b1 sono cablate tra i due controller quando non sono presenti shelf esterni o sono cablate
su shelf esterni per ottenere una connettività ha a tre percorsi.

Di seguito sono illustrati i collegamenti interni e i cavi esterni del controller che consentono la connettività ha a
tre percorsi:

Le porte SAS esterne di FAS2820:

• La porta 0a proviene dall’HBA interno (come altre piattaforme con shelf interno).

• La porta 0b1 proviene dallo shelf interno (come le porte 0b su altre piattaforme con shelf interno).

• La porta 0b2 non viene utilizzata. È disattivato. Se un cavo è collegato, viene generato un messaggio di
errore.

Gli esempi di cablaggio delle coppie ha di FAS2820 sono reperibili nella "Schede di lavoro per il cablaggio
controller-to-stack ed esempi di cablaggio per piattaforme con storage interno"sezione.
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Regole per i cavi ottici SAS mini-SAS HD

È possibile utilizzare cavi ottici SAS mini-SAS HD—cavi ottici attivi multimodali (AOC) con connettori HD mini-
SAS-mini-SAS e cavi di breakout multimode (OM4) con connettori mini-SAS HD-to-LC—per ottenere
connettività SAS a lunga distanza per alcune configurazioni che dispongono di shelf di dischi con moduli
IOM12.

• La piattaforma e la versione di ONTAP devono supportare l’utilizzo di cavi ottici SAS mini-SAS HD: Cavi
ottici attivi multimodali (AOC) con connettori HD mini-SAS-mini-SAS e cavi di breakout multimodali (OM4)
con connettori mini-SAS HD-LC.

"NetApp Hardware Universe"

• I cavi AOC ottici multimodali SAS con connettori mini-SAS HD-mini-SAS possono essere utilizzati per
connessioni controller-to-stack e shelf-to-shelf e sono disponibili in lunghezze fino a 50 metri.

• Se si utilizzano cavi di breakout SAS OM4 (Optical Multimode) con connettori mini-SAS HD-to-LC (per
patch panel), si applicano le seguenti regole:

◦ Questi cavi possono essere utilizzati per connessioni controller-stack e shelf-to-shelf.

Se si utilizzano cavi di breakout multimodali per connessioni shelf-to-shelf, è possibile utilizzarli una
sola volta all’interno di uno stack di shelf di dischi. Per collegare le restanti connessioni shelf-to-shelf, è
necessario utilizzare cavi AOC multimodali.

Per le configurazioni quad-path ha e quad-path, se si utilizzano cavi di breakout multimodali per le
connessioni shelf-to-shelf a doppia larghezza tra due shelf di dischi, la procedura migliore consiste
nell’utilizzare cavi di breakout accoppiati in modo identico.

◦ È necessario collegare tutte le otto (quattro coppie) dei connettori di breakout LC al pannello di
controllo.

◦ È necessario fornire i patch panel e i cavi tra i pannelli.

I cavi interpannello devono essere della stessa modalità del cavo di breakout: OM4 Multimode.

◦ È possibile utilizzare fino a una coppia di patch panel in un percorso.

◦ Il percorso point-to-point (mini-SAS HD-to-mini-SAS HD) di qualsiasi cavo multimodale non può
superare i 100 metri.

Il percorso include il set di cavi di breakout, patch panel e cavi tra pannelli.

◦ Il percorso end-to-end totale (somma dei percorsi point-to-point dal controller all’ultimo shelf) non può
superare i 300 metri.

Il percorso totale include il set di cavi di breakout, patch panel e cavi tra pannelli.

• I cavi SAS possono essere in rame SAS, SAS ottico o misti.

Se si utilizzano cavi in rame SAS e cavi ottici SAS, si applicano le seguenti regole:

◦ I collegamenti shelf-to-shelf in uno stack devono essere tutti i cavi in rame SAS o tutti i cavi ottici SAS.

◦ Se i collegamenti shelf-to-shelf sono cavi ottici SAS, anche i collegamenti controller-to-stack a tale
stack devono essere cavi ottici SAS.

◦ Se i collegamenti shelf-to-shelf sono cavi di rame SAS, i collegamenti controller-to-stack a tale stack
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possono essere cavi ottici SAS o cavi di rame SAS.

Schede di cablaggio per configurazioni HA multipath: DS212C, DS224C o DS460C

È possibile utilizzare i fogli di lavoro e gli esempi di cablaggio controller-stack per cablare
la coppia HA come una configurazione HA multipath. Questo vale per gli scaffali con
moduli IOM12/IOM12B.

Queste informazioni si applicano alle piattaforme senza storage interno.

• Se necessario, fare riferimento a. "Regole e concetti relativi al cablaggio SAS" per informazioni sulle
configurazioni supportate, la convenzione di numerazione degli slot del controller, la connettività shelf-to-
shelf e la connettività controller-to-shelf (incluso l’utilizzo di coppie di porte).

• Se necessario, fare riferimento a. "Come leggere un foglio di lavoro per collegare le connessioni controller-
to-stack per la connettività multipath".

• Gli esempi di cablaggio mostrano i cavi controller-to-stack come solidi o tratteggiati per distinguere le
connessioni delle porte controller A e C dalle connessioni delle porte controller B e D.

• I cavi degli esempi di cablaggio e le relative coppie di porte nelle schede di lavoro sono codificati a colori
per distinguere la connettività con ogni stack nella coppia ha.

• I fogli di lavoro e gli esempi di cablaggio mostrano le coppie di porte di cablaggio nell’ordine in cui sono
elencate nel foglio di lavoro.
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Schede di lavoro per il cablaggio controller-to-stack ed esempi di cablaggio per configurazioni ha
multipath con HBA SAS a quattro porte

È possibile utilizzare i fogli di lavoro completi del cablaggio controller-to-stack ed esempi di cablaggio per
collegare configurazioni ha multipath comuni che dispongono di HBA SAS a quattro porte. Questi controller
non dispongono di porte SAS integrate.

Ha multipath con un HBA SAS a quattro porte e uno stack a shelf singolo

Il seguente foglio di lavoro e l’esempio di cablaggio utilizza la coppia di porte 1a/1d:
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Ha multipath con un HBA SAS a quattro porte e due stack a shelf singolo

Il seguente foglio di lavoro e l’esempio di cablaggio utilizzano le coppie di porte 1a/1d e 1c/1b:

Ha multipath con due HBA SAS a quattro porte e due stack multi-shelf

Per questa configurazione sono disponibili quattro coppie di porte: 1a/2b, 2a/1d, 1c/2d e 2c/1b. È possibile
collegare le coppie di porte nell’ordine in cui sono identificate (elencate nel foglio di lavoro) oppure collegare le
coppie di porte (saltare le coppie di porte).

Se si dispone di più coppie di porte di quelle necessarie per collegare gli stack nel sistema, la
procedura migliore consiste nel saltare le coppie di porte per ottimizzare le porte SAS del
sistema. Ottimizzando le porte SAS, si ottimizzano le prestazioni del sistema.

Il seguente foglio di lavoro e l’esempio di cablaggio mostrano le coppie di porte utilizzate nell’ordine in cui sono
elencate nel foglio di lavoro: 1a/2b, 2a/1d, 1c/2d e 2c/1b.
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Il seguente foglio di lavoro e l’esempio di cablaggio mostra che le coppie di porte vengono saltate per
utilizzarle una all’altra nell’elenco: 1a/2b e 1c/2d.

Se in seguito viene aggiunto un terzo stack, si utilizza la coppia di porte ignorata.
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Schede di lavoro per il cablaggio controller-to-stack ed esempi di cablaggio per configurazioni ha
multipath con quattro porte SAS integrate

È possibile utilizzare i fogli di lavoro completi del cablaggio controller-to-stack ed esempi di cablaggio per
collegare configurazioni ha multipath comuni che dispongono di quattro porte SAS integrate.

Ha multipath con quattro porte SAS integrate e uno stack a shelf singolo

Il seguente foglio di lavoro e l’esempio di cablaggio utilizza la coppia di porte 0a/0d:
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Ha multipath con quattro porte SAS integrate e due stack a shelf singolo

Il seguente foglio di lavoro e l’esempio di cablaggio utilizzano coppie di porte 0a/0d e 0c/0b:
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Ha multipath con quattro porte SAS integrate, un HBA SAS a quattro porte e due stack multi-shelf

Per questa configurazione sono disponibili quattro coppie di porte: 0a/1b, 1a/0d, 0c/1d e 1c/0b. È possibile
collegare le coppie di porte nell’ordine in cui sono identificate (elencate nel foglio di lavoro) oppure collegare le
coppie di porte (saltare le coppie di porte).

Se si dispone di più coppie di porte di quelle necessarie per collegare gli stack nel sistema, la
procedura migliore consiste nel saltare le coppie di porte per ottimizzare le porte SAS del
sistema. Ottimizzando le porte SAS, si ottimizzano le prestazioni del sistema.

Il seguente foglio di lavoro e l’esempio di cablaggio mostrano le coppie di porte utilizzate nell’ordine in cui sono
elencate nel foglio di lavoro: 0a/1b, 1a/0d, 0c/1d e 1c/0b.
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Il seguente esempio di foglio di lavoro e cablaggio mostra le coppie di porte saltate per utilizzarle una all’altra
nell’elenco: 0a/1b e 0c/1d.

Se in seguito viene aggiunto un terzo stack, si utilizza la coppia di porte ignorata.
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Schede di cablaggio per storage interno: DS212C, DS224C o DS460C

È possibile utilizzare i fogli di lavoro e gli esempi di cablaggio completi per il collegamento
tra controller e stack per cablare piattaforme con storage interno. Questo vale per gli
scaffali con moduli IOM12/IOM12B.

Queste informazioni non si applicano alle piattaforme FAS25XX.

• Se necessario, fare riferimento a. "Regole e concetti relativi al cablaggio SAS" per informazioni sulle
configurazioni supportate, la connettività shelf-to-shelf e la connettività controller-to-shelf.

• Gli esempi di cablaggio mostrano i cavi controller-stack come solidi o tratteggiati per distinguere le
connessioni delle porte 0b/0b1 del controller dalle connessioni delle porte 0a del controller.
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• Gli esempi di cablaggio mostrano le connessioni controller-to-stack e shelf-to-shelf in due colori diversi per
distinguere la connettività tramite IOM A (dominio A) e IOM B (dominio B).

Piattaforma FAS2820 in una configurazione ha multipath senza shelf esterni

L’esempio seguente mostra che non è necessario alcun cablaggio per la connettività ha multipath:

Piattaforma FAS2820 in configurazione ha a tre percorsi senza shelf esterni

Il seguente esempio di cablaggio mostra il cablaggio necessario tra i due controller per ottenere la connettività
a tre percorsi:
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Piattaforma FAS2820 in una configurazione ha a tre percorsi con uno stack multi-shelf

Il seguente foglio di lavoro e l’esempio di cablaggio utilizza la coppia di porte 0a/0b1:
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Piattaforme con storage interno in una configurazione ha multipath con uno stack multi-shelf

Il seguente foglio di lavoro e l’esempio di cablaggio utilizza la coppia di porte 0a/0b:

Questa sezione non si applica ai sistemi FAS2820 o FAS25XX.
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Configurazione multipath della serie FAS2600 con uno stack multi-shelf

I seguenti fogli di lavoro ed esempi di cablaggio utilizzano la coppia di porte 0a/0b.

In questo esempio, il controller viene installato nello slot A dello chassis. Quando un controller si trova nello
slot A dello chassis, la relativa porta di storage interna (0b) si trova nel dominio A (IOM A); pertanto, la porta 0b
deve connettersi al dominio A (IOM A) nello stack.
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In questo esempio, il controller è installato nello slot B dello chassis. Quando un controller si trova nello slot B
dello chassis, la porta di storage interna (0b) si trova nel dominio B (IOM B); pertanto, la porta 0b deve
connettersi al dominio B (IOM B) nello stack.
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Foglio di lavoro per il cablaggio di una configurazione HA a quattro percorsi con due HBA SAS a quattro porte: DS212C,
DS224C o DS460C

È possibile utilizzare il foglio di lavoro completo per il cablaggio controller-stack e
l’esempio di cablaggio per cablare una configurazione HA a quattro percorsi con due
HBA SAS a quattro porte. Questo vale per gli scaffali con moduli IOM12/IOM12B.

• Se necessario, fare riferimento a. "Regole di cablaggio SAS" per informazioni sulle configurazioni
supportate, la convenzione di numerazione degli slot del controller, la connettività shelf-to-shelf e la
connettività controller-to-shelf (incluso l’utilizzo di coppie di porte).

• Se necessario, fare riferimento a. "Come leggere un foglio di lavoro per collegare le connessioni controller-
to-stack per la connettività quad-path".

• L’esempio di cablaggio mostra i cavi controller-to-stack come pieni o tratteggiati per distinguere le
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connessioni delle porte controller A e C dalle connessioni delle porte controller B e D.

• I cavi degli esempi di cablaggio e le relative coppie di porte nelle schede di lavoro sono codificati a colori
per distinguere la connettività con ogni stack nella coppia ha.

• L’esempio di cablaggio distingue visivamente i due set di cavi multipath necessari per ottenere una
connettività quad-path per ciascun controller a ogni stack in una configurazione a coppia ha o a singolo
controller.

Il primo set di cavi multipath viene definito “multipath”. Il secondo gruppo di cavi multipath viene definito
“quad-path”. Il secondo gruppo di cavi viene definito “quad-path” perché il completamento di questo gruppo
di cavi offre la connettività quad-path.

• L’esempio del foglio di lavoro mostra le coppie di porte designate per il cablaggio a più percorsi o il
cablaggio a quattro percorsi verso lo stack applicabile.
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Ogni coppia di porte designata per il cablaggio multipath è circondata da un ovale del colore associato allo
stack a cui è collegato. Ogni coppia di porte designata per il cablaggio a quattro percorsi è circondata da
un rettangolo che corrisponde al colore associato allo stack a cui è collegato.

Ha quad-path con due HBA SAS a quattro porte e due stack multi-shelf

Il seguente esempio di foglio di lavoro e cablaggio utilizza coppie di porte 1a/2b (multipath) e 2a/1d (quad-
path) per lo stack 1 e coppie di porte 1c/2d (multipath) e 2c/1b (quad-path) per lo stack 2.
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Foglio di lavoro per il cablaggio per connettività multipercorso: DS212C, DS224C o DS460C

Completando il modello del foglio di lavoro, è possibile definire le coppie di porte SAS del
controller che è possibile utilizzare per collegare i controller a stack di shelf di dischi con i
moduli IOM12/IOM12B per ottenere una connettività multipath in una configurazione a
coppia ha o a singolo controller. È inoltre possibile utilizzare il foglio di lavoro completo
per esaminare il cablaggio delle connessioni multipath per la configurazione.

Prima di iniziare

Se si dispone di una piattaforma con storage interno, utilizzare il seguente foglio di lavoro:

"Schede di lavoro per il cablaggio controller-to-stack ed esempi di cablaggio per piattaforme con storage
interno"

A proposito di questa attività

• Questa procedura e il modello di foglio di lavoro sono applicabili al cablaggio della connettività multipath
per una configurazione ha multipath o multipath con uno o più stack.

Vengono forniti esempi di fogli di lavoro completi per configurazioni ha multipath e multipath.

Per gli esempi dei fogli di lavoro viene utilizzata una configurazione con due HBA SAS a quattro porte e
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due stack di shelf di dischi con moduli IOM12/IOM12B.

• Il modello di foglio di lavoro consente di creare fino a sei stack; se necessario, è necessario aggiungere
altre colonne.

• Se necessario, fare riferimento a. "Regole e concetti relativi al cablaggio SAS" per informazioni sulle
configurazioni supportate, la convenzione di numerazione degli slot del controller, la connettività shelf-to-
shelf e la connettività controller-to-shelf (incluso l’utilizzo di coppie di porte).

• Se necessario, dopo aver completato il foglio di lavoro, fare riferimento a. "Come leggere un foglio di lavoro
per collegare le connessioni controller-to-stack per la connettività multipath"

Fasi

1. Nelle caselle sopra le caselle grigie, elencare tutte le porte SAS A del sistema, quindi tutte le porte SAS C
del sistema in sequenza di slot (0, 1, 2, 3 e così via).

Ad esempio: 1a, 2a, 1c, 2c

2. Nelle caselle grigie, elencare tutte le porte SAS B del sistema, quindi tutte le porte SAS D del sistema in
sequenza di slot (0, 1, 2, 3 e così via).

Ad esempio: 1b, 2b, 1d, 2d

3. Nelle caselle sotto le caselle grigie, riscrivere l’elenco delle porte D e B in modo che la prima porta
dell’elenco venga spostata alla fine dell’elenco.

Ad esempio: 2b, 1d, 2d, 1b

4. Cerchiare (designare) una coppia di porte per ogni stack.

Quando tutte le coppie di porte vengono utilizzate per collegare gli stack nel sistema, cerchiare le coppie di
porte nell’ordine in cui sono definite (elencate) nel foglio di lavoro.

Ad esempio, in una configurazione ha multipercorso con otto porte SAS e quattro stack, la coppia di porte
la/2b è cablata allo stack 1, la coppia di porte 2a/1d è cablata allo stack 2, la coppia di porte 1c/2d è
cablata allo stack 3, e la coppia di porte 2c/1b è cablata allo stack 4.
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Quando non sono necessarie tutte le coppie di porte per collegare gli stack nel sistema, ignorare le coppie
di porte (utilizzare ogni altra coppia di porte).

Ad esempio, in una configurazione ha multipath con otto porte SAS e due stack, la coppia di porte la/2b è
cablata allo stack 1 e la coppia di porte 1c/2d è cablata allo stack 2. Se due stack aggiuntivi vengono
aggiunti successivamente a caldo, la coppia di porte 2a/1d viene cablata allo stack 3 e la coppia di porte
2c/1b viene cablata allo stack 4.

Se si dispone di più coppie di porte di quelle necessarie per collegare gli stack nel sistema,
la procedura migliore consiste nel saltare le coppie di porte per ottimizzare le porte SAS del
sistema. Ottimizzando le porte SAS, si ottimizzano le prestazioni del sistema.

È possibile utilizzare il foglio di lavoro completo per collegare il sistema.

5. Se si dispone di una configurazione a controller singolo (multipath), barrare le informazioni per il controller
2.
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È possibile utilizzare il foglio di lavoro completo per collegare il sistema.

Foglio di lavoro per il cablaggio per connettività a quattro percorsi: DS212C, DS224C o DS460C

Completando il modello del foglio di lavoro, è possibile definire le coppie di porte SAS del
controller che è possibile utilizzare per collegare i controller a stack di shelf di dischi con i
moduli IOM12/IOM12B per ottenere una connettività a quattro percorsi in una
configurazione a coppia ha o a singolo controller. È inoltre possibile utilizzare il foglio di
lavoro completo per esaminare il cablaggio delle connessioni a quattro percorsi per la
configurazione.

A proposito di questa attività

• Questa procedura e il modello di foglio di lavoro sono applicabili al cablaggio della connettività quad-path
per una configurazione quad-path ha o quad-path con uno o più stack.

Vengono forniti esempi di fogli di lavoro completi per le configurazioni quad-path ha e quad-path.

Per gli esempi dei fogli di lavoro viene utilizzata una configurazione con due HBA SAS a quattro porte e
due stack di shelf di dischi con moduli IOM12/IOM12B.

• Il modello di foglio di lavoro consente di aggiungere fino a due stack; se necessario, è necessario
aggiungere altre colonne.

• La connettività quad-path per le connessioni controller-to-stack è costituita da due set di cavi multipath: Il
primo set di cavi viene definito “mpercorso completo”; il secondo set di cavi viene definito “percorso
quadruplo”.

Il secondo gruppo di cavi viene definito “quad-path” perché il completamento di questo set di cavi offre la
connettività quad-path da un controller a uno stack in una configurazione a coppia ha o a controller
singolo.

• Le porte IOM 1 e 3 dello shelf di dischi vengono sempre utilizzate per il cablaggio multipercorso e le porte
IOM 2 e 4 vengono sempre utilizzate per il cablaggio a quattro percorsi, come indicato dalle intestazioni
delle colonne del foglio di lavoro.

• Negli esempi dei fogli di lavoro, le coppie di porte sono designate per il cablaggio multipath o il cablaggio
quad-path allo stack applicabile.
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Ogni coppia di porte designata per il cablaggio multipath è circondata da un ovale del colore associato allo
stack a cui è collegato. Ogni coppia di porte designata per il cablaggio a quattro percorsi è circondata da
un rettangolo che corrisponde al colore associato allo stack a cui è collegato. La pila 1 è associata al
colore blu; la pila 2 è associata al colore arancione.

• Se necessario, fare riferimento a. "Regole e concetti relativi al cablaggio SAS" per informazioni sulla
convenzione di numerazione degli slot del controller, sulla connettività shelf-to-shelf e sulla connettività
controller-to-shelf (incluso l’utilizzo di coppie di porte).

• Se necessario, dopo aver completato il foglio di lavoro, fare riferimento a. "Come leggere un foglio di lavoro
per collegare le connessioni controller-to-stack per la connettività quad-path".

Fasi

1. Nelle caselle sopra le caselle grigie, elencare tutte le porte SAS A del sistema, quindi tutte le porte SAS C
del sistema in sequenza di slot (0, 1, 2, 3 e così via).

Ad esempio: 1a, 2a, 1c, 2c

2. Nelle caselle grigie, elencare tutte le porte SAS B del sistema, quindi tutte le porte SAS D del sistema in
sequenza di slot (0, 1, 2, 3 e così via).

Ad esempio: 1b, 2b, 1d, 2d

3. Nelle caselle sotto le caselle grigie, riscrivere l’elenco delle porte D e B in modo che la prima porta
dell’elenco venga spostata alla fine dell’elenco.

Ad esempio: 2b, 1d, 2d, 1b

4. Identificare i due set di coppie di porte da collegare allo stack 1 disegnando un ovale attorno al primo set di
coppie di porte e un rettangolo attorno al secondo set di coppie di porte.

Entrambi i set di cavi sono necessari per ottenere una connettività quad-path da ciascun controller allo
stack 1 nella configurazione a coppia ha o a controller singolo.

Nell’esempio seguente viene utilizzata la coppia di porte 1a/2b per il cablaggio multipercorso e la coppia di
porte 2a/1d per il cablaggio a percorso quadruplo dello stack 1.
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5. Identificare i due set di coppie di porte da collegare allo stack 2 disegnando un ovale attorno al primo set di
coppie di porte e un rettangolo attorno al secondo set di coppie di porte.

Entrambi i set di cavi sono necessari per ottenere una connettività quad-path da ciascun controller allo
stack 1 nella configurazione a coppia ha o a controller singolo.

Nell’esempio seguente viene utilizzata la coppia di porte 1c/2d per il cablaggio multipath e la coppia di
porte 2c/1b per il cablaggio quadruplo dello stack 2.

6. Se si dispone di una configurazione quad-path (controller singolo), barrare le informazioni per il controller
2; sono necessarie solo le informazioni del controller 1 per collegare le connessioni controller-to-stack.

L’esempio seguente mostra che le informazioni per il controller 2 sono barrate.

247



Come leggere un foglio di lavoro per cablare le connessioni controller-stack per la connettività multipercorso - DS212C,
DS224C o DS460C

È possibile utilizzare questo esempio per fornire istruzioni su come leggere e applicare
un foglio di lavoro completo ai collegamenti controller-to-stack via cavo per shelf di dischi
con moduli IOM12/IOM12B per la connettività multipath.

Prima di iniziare

Se si dispone di una piattaforma con storage interno, utilizzare il seguente foglio di lavoro:

"Schede di lavoro per il cablaggio controller-to-stack ed esempi di cablaggio per piattaforme con storage
interno"

A proposito di questa attività

• Questa procedura fa riferimento al seguente foglio di lavoro e all’esempio di cablaggio per dimostrare
come leggere un foglio di lavoro per collegare le connessioni controller-to-stack.

La configurazione utilizzata in questo esempio è una configurazione ha multipath con due HBA SAS a
quattro porte (otto porte SAS) su ciascun controller e due stack di shelf di dischi con moduli
IOM12/IOM12B. Le coppie di porte vengono cablate saltando ogni altra coppia di porte nel foglio di lavoro.

Se si dispone di più coppie di porte di quelle necessarie per collegare gli stack nel sistema,
la procedura migliore consiste nel saltare le coppie di porte per ottimizzare le porte SAS del
sistema. Ottimizzando le porte SAS, si ottimizzano le prestazioni del sistema.

• Se si dispone di una configurazione a controller singolo, saltare i passaggi secondari b e d per il cablaggio
a un secondo controller.

• Se necessario, fare riferimento a. "Regole e concetti relativi al cablaggio SAS" per informazioni sulla
convenzione di numerazione degli slot del controller, sulla connettività shelf-to-shelf e sulla connettività
controller-to-shelf (incluso l’utilizzo di coppie di porte).

Le coppie di porte vengono cablate utilizzando ogni altra coppia di porte nel foglio di lavoro: 1a/2b e 1c/2d.
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Fasi

1. Coppia di porte per cavi 1a/2b su ciascun controller per lo stack 1:

a. Porta 1a del controller del cavo per lo stack 1, porta 1 IOM A del primo shelf.

b. Porta 1a del controller del cavo 2 allo stack 1, porta 1 IOM B del primo shelf.
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c. Cavo controller 1 porta 2b per lo stack 1, ultima porta IOM B 3.

d. Porta 2b del controller del cavo per lo stack 1, porta IOM A dell’ultimo shelf 3.

2. Coppia di porte per cavi 1c/2d su ciascun controller per lo stack 2:

a. Porta 1c del controller del cavo per lo stack 2, porta 1 IOM A del primo shelf.

b. Porta 1c del controller del cavo per lo stack 2, porta 1 IOM B del primo shelf.

c. Cavo controller 1 porta 2d per lo stack 2, ultima porta IOM B dello shelf 3.

d. Cavo controller 2 porta 2d per lo stack 2, ultima porta IOM A 3.

Come leggere un foglio di lavoro per cablare le connessioni controller-stack per la connettività a quattro percorsi:
DS212C, DS224C o DS460C

È possibile utilizzare questo esempio per fornire istruzioni su come leggere e applicare
un foglio di lavoro completo a stack di cavi di shelf di dischi con moduli IOM12/IOM12B
per la connettività quad-path.

A proposito di questa attività

• Questa procedura fa riferimento al seguente foglio di lavoro e all’esempio di cablaggio per dimostrare
come leggere un foglio di lavoro per collegare le connessioni controller-to-stack.

La configurazione utilizzata in questo esempio è una configurazione ha quad-path con due HBA SAS a
quattro porte su ciascun controller e due stack di shelf di dischi con moduli IOM12.

• Se si dispone di una configurazione a controller singolo, saltare i passaggi secondari b e d per il cablaggio
a un secondo controller.

• Se necessario, fare riferimento a. "Regole e concetti relativi al cablaggio SAS" per informazioni sulla
convenzione di numerazione degli slot del controller, sulla connettività shelf-to-shelf e sulla connettività
controller-to-shelf (incluso l’utilizzo di coppie di porte).
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Fasi

1. Coppia di porte per cavi 1a/2b su ciascun controller per lo stack 1:

Si tratta del cablaggio multipath per lo stack 1.

a. Porta 1a del controller del cavo per lo stack 1, porta 1 IOM A del primo shelf.

b. Porta 1a del controller del cavo 2 allo stack 1, porta 1 IOM B del primo shelf.

c. Cavo controller 1 porta 2b per lo stack 1, ultima porta IOM B 3.

d. Porta 2b del controller del cavo per lo stack 1, porta IOM A dell’ultimo shelf 3.

2. Coppia di porte per cavi 2a/1d su ciascun controller per lo stack 1:

Si tratta del cablaggio a percorso quadruplo per lo stack 1. Una volta completato, lo stack 1 dispone di
connettività a quattro percorsi per ciascun controller.

a. Cavo controller 1 porta 2a per lo stack 1, porta IOM A del primo shelf 2.

b. Porta 2a del controller del cavo per lo stack 1, porta IOM B del primo shelf 2.

c. Cavo controller 1 porta 1d per lo stack 1, ultima porta IOM B 4.

d. Porta 1d del controller del cavo 2 per lo stack 1, porta IOM A dell’ultimo shelf 4.
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3. Coppia di porte per cavi 1c/2d su ciascun controller per lo stack 2:

Questo è il cablaggio multipath per lo stack 2.

a. Porta 1c del controller del cavo per lo stack 2, porta 1 IOM A del primo shelf.

b. Porta 1c del controller del cavo per lo stack 2, porta 1 IOM B del primo shelf.

c. Cavo controller 1 porta 2d per lo stack 2, ultima porta IOM B dello shelf 3.

d. Cavo controller 2 porta 2d per lo stack 2, ultima porta IOM A 3.

4. Coppia di porte per cavi 2c/1b su ciascun controller per lo stack 2:

Si tratta del cablaggio a percorso quadruplo per lo stack 2. Una volta completato, lo stack 2 dispone di
connettività a quattro percorsi per ciascun controller.

a. Cavo controller 1 porta 2c per lo stack 2, primo shelf IOM A porta 2.

b. Porta 2c del controller del cavo per lo stack 2, porta IOM B del primo shelf 2.

c. Cavo controller 1 porta 1b per lo stack 2, ultima porta IOM B 4.

d. Cavo controller 2 porta 1b per lo stack 2, ultima porta IOM A 4.

Mantenere

Sostituzione a caldo di un’unità disco - DS212C, DS224C

È possibile sostituire a caldo un’unità disco guasta in uno scaffale per dischi DS224C o
DS212C con moduli IOM12, IOM12B.

A proposito di questa attività

• Il firmware del disco viene aggiornato automaticamente (senza interruzioni) sui nuovi dischi con versioni
firmware non correnti.

I controlli del firmware del disco vengono eseguiti ogni due minuti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf di dischi per individuare fisicamente
lo shelf di dischi interessato: storage shelf location-led modify -shelf-name shelf_name
-led-status on

Uno shelf di dischi dispone di tre LED di posizione: Uno sul display operatore e uno su ciascun IOM dello
shelf. I LED di posizione rimangono accesi per 30 minuti. È possibile disattivarli immettendo lo stesso
comando, ma utilizzando l’opzione Off.

• Se necessario, fare riferimento alla sezione Monitoring disk shelf LED per informazioni sul significato e la
posizione dei LED dello shelf di dischi sul display operatore e sui componenti FRU.

Prima di iniziare

• L’unità disco che si sta installando deve essere supportata dallo scaffale di dischi DS224C o DS212C. È
possibile visualizzare le unità disco supportate per la configurazione in "NetApp Hardware Universe" .

• Tutti gli altri componenti del sistema devono funzionare correttamente; in caso contrario, contattare il
supporto tecnico.

• Il disco che si sta rimuovendo deve essere guasto.
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È possibile verificare che il disco non funzioni correttamente eseguendo storage disk show -broken
comando. Il disco guasto viene visualizzato nell’elenco dei dischi guasti. In caso contrario, attendere ed
eseguire nuovamente il comando.

A seconda del tipo di disco e della capacità, potrebbero essere necessarie diverse ore prima
che il disco venga visualizzato nell’elenco dei dischi guasti.

• Se si sostituisce un disco con crittografia automatica (SED), seguire le istruzioni per la sostituzione di un
SED nella documentazione di ONTAP relativa alla versione di ONTAP in uso.

Istruzioni nel "Panoramica della crittografia NetApp con CLI" La documentazione descrive i passaggi
aggiuntivi che è necessario eseguire prima e dopo la sostituzione di un SED.

• Migliore pratica: assicurati che il tuo sistema possa riconoscere e utilizzare le unità disco appena
qualificate "scaricando la versione corrente del Disk Qualification Package (DQP)" prima di sostituire a
caldo un’unità.

Ciò consente di evitare messaggi di evento di sistema relativi alla presenza di informazioni non aggiornate
sull’unità disco. Si evita inoltre il possibile blocco del partizionamento del disco dovuto al mancato
riconoscimento delle unità disco. Il DQP segnala la presenza di firmware non aggiornato sull’unità disco.

• Procedura consigliata: assicurarsi che il sistema disponga delle versioni aggiornate del firmware dello
shelf di dischi (IOM) e del firmware dell’unità disco prima di aggiungere nuovi shelf di dischi, componenti
FRU dello shelf o cavi SAS. È possibile visitare il sito di supporto NetApp per "scarica il firmware dello
scaffale del disco" E "scarica il firmware dell’unità disco" .

• È necessario adottare le misure necessarie per evitare scariche elettrostatiche (ESD):

◦ Conservare il disco nel sacchetto ESD fino a quando non si è pronti per l’installazione.

◦ Aprire il sacchetto ESD manualmente o tagliare la parte superiore con un paio di forbici.

Non inserire utensili metallici o coltelli nel sacchetto ESD.

◦ Indossare sempre un braccialetto antistatico collegato a terra su una superficie non verniciata dello
chassis dell’enclosure di storage.

Se non è disponibile un braccialetto, toccare una superficie non verniciata sullo chassis del contenitore
di storage prima di maneggiare il disco.

• È necessario adottare le misure necessarie per gestire con attenzione i dischi:

◦ Utilizzare sempre due mani durante la rimozione, l’installazione o il trasporto di un’unità disco per
sostenerne il peso.

Non posizionare le mani sulle schede del disco esposte nella parte inferiore del supporto
del disco.

◦ È necessario posizionare i dischi su superfici ammortizzate e non impilare mai i dischi l’uno sull’altro.

◦ Prestare attenzione a non urtare i dischi contro altre superfici.

• I dischi devono essere tenuti lontani dai dispositivi magnetici.

I campi magnetici possono distruggere tutti i dati presenti sul disco e causare danni
irreparabili ai circuiti del disco.

253

https://docs.netapp.com/us-en/ontap/encryption-at-rest/index.html
https://mysupport.netapp.com/site/downloads/firmware/disk-drive-firmware/download/DISKQUAL/ALL/qual_devices.zip
https://mysupport.netapp.com/site/downloads/firmware/disk-shelf-firmware
https://mysupport.netapp.com/site/downloads/firmware/disk-shelf-firmware
https://mysupport.netapp.com/site/downloads/firmware/disk-drive-firmware


Fasi

1. Se si desidera assegnare manualmente la proprietà del disco per il disco sostitutivo, è necessario
disattivare l’assegnazione automatica del disco, se attivata; in caso contrario, passare alla fase
successiva.

È necessario assegnare manualmente la proprietà del disco se i dischi nello stack sono di
proprietà di entrambi i controller in una coppia ha.

Assegnare manualmente la proprietà del disco e riabilitare l’assegnazione automatica del
disco più avanti in questa procedura.

a. Verificare se l’assegnazione automatica dei dischi è abilitata:storage disk option show

Se si dispone di una coppia ha, è possibile immettere il comando nella console di entrambi i controller.

Se l’assegnazione automatica dei dischi è attivata, l’output mostra “ON” (per ciascun controller) nella
colonna “Auto Assign” (assegnazione automatica).

a. Se l’assegnazione automatica del disco è attivata, è necessario disattivarla:storage disk option
modify -node node_name -autoassign off

È necessario disattivare l’assegnazione automatica del disco su entrambi i controller in una coppia ha.

2. Mettere a terra l’utente.

3. Disimballare il nuovo disco e riutilizzarlo su una superficie piana vicino allo shelf.

Conservare tutti i materiali di imballaggio per l’utilizzo quando si restituisce il disco guasto.

NetApp richiede che tutte le unità disco restituite siano contenute in un sacchetto con grado
di protezione ESD.

4. Identificare fisicamente il disco guasto dal messaggio di avviso della console di sistema e dal LED di
attenzione illuminato (ambra) sul disco.

Il LED di attività (verde) su un disco guasto può essere acceso (fisso), che indica che il
disco è alimentato, ma non deve lampeggiare, il che indica l’attività i/O. Un disco guasto non
ha attività i/O.

5. Premere il pulsante di rilascio sulla superficie del disco, quindi tirare la maniglia della camma in posizione
completamente aperta per rilasciare il disco dal piano intermedio.

Quando si preme il pulsante di rilascio, la maniglia della camma sul disco si apre parzialmente.

I dischi in uno shelf di dischi DS212C sono disposti orizzontalmente con il pulsante di
rilascio situato a sinistra della superficie del disco. I dischi in uno shelf DS224C sono
disposti verticalmente con il pulsante di rilascio situato nella parte superiore del disco.

Di seguito sono riportati i dischi in uno shelf di dischi DS212C:
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Di seguito sono riportati i dischi in uno shelf di dischi DS224C:

6. Estrarre leggermente l’unità disco per consentire al disco di ruotare in modo sicuro, quindi rimuovere l’unità
disco dallo shelf.

Un disco rigido può impiegare fino a un minuto per eseguire lo spin down in sicurezza.

Quando si maneggia un disco, utilizzare sempre due mani per sostenerne il peso.

7. Con due mani, con la maniglia della camma in posizione aperta, inserire l’unità disco sostitutiva nello shelf,
spingendo con decisione fino a quando il disco non si arresta.

Attendere almeno 10 secondi prima di inserire una nuova unità disco. Questo consente al
sistema di riconoscere che un disco è stato rimosso.

Non posizionare le mani sulle schede del disco esposte nella parte inferiore del supporto.

8. Chiudere la maniglia della camma in modo che il disco sia inserito completamente nel piano intermedio e
la maniglia scatti in posizione.

Chiudere lentamente la maniglia della camma in modo che sia allineata correttamente con la superficie del
disco.

9. Se si sta sostituendo un’altra unità disco, ripetere i passi da 3 a 8.
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10. Verificare che il LED di attività del disco (verde) sia acceso.

Quando il LED di attività del disco è verde fisso, significa che il disco è alimentato. Quando il LED di attività
del disco lampeggia, significa che il disco è alimentato e che l’i/o è in corso. Se il firmware del disco viene
aggiornato automaticamente, il LED lampeggia.

11. Se l’assegnazione automatica del disco è stata disattivata nella fase 1, assegnare manualmente la
proprietà del disco e, se necessario, riabilitare l’assegnazione automatica del disco:

a. Visualizza tutti i dischi non posseduti:storage disk show -container-type unassigned

b. Assegnare ciascun disco:storage disk assign -disk disk_name -owner owner_name

È possibile utilizzare il carattere jolly per assegnare più di un disco alla volta.

c. Se necessario, riabilitare l’assegnazione automatica del disco:storage disk option modify
-node node_name -autoassign on

È necessario riabilitare l’assegnazione automatica dei dischi su entrambi i controller in una coppia ha.

12. Restituire la parte guasta a NetApp, come descritto nelle istruzioni RMA fornite con il kit.

Contattare il supporto tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-
638277 (Europa) o +800-800-80-800 (Asia/Pacifico) se si necessita del numero RMA o di ulteriore
assistenza per la procedura di sostituzione.

Sostituzione a caldo di un’unità disco - DS460C

È possibile sostituire a caldo un’unità disco guasta in uno scaffale per dischi DS460C con
moduli IOM12 o IOM12B.

Prima di iniziare

• L’unità disco sostitutiva deve essere supportata dallo scaffale dischi DS460C. È possibile visualizzare le
unità disco supportate per la configurazione in "NetApp Hardware Universe" .

• Tutti gli altri componenti del sistema devono funzionare correttamente; in caso contrario, contattare il
supporto tecnico.

• Il disco che si sta rimuovendo deve essere guasto.

È possibile verificare che il disco non funzioni correttamente eseguendo storage disk show -broken
comando. Il disco guasto viene visualizzato nell’elenco dei dischi guasti. In caso contrario, attendere ed
eseguire nuovamente il comando.

A seconda del tipo di disco e della capacità, potrebbero essere necessarie diverse ore prima
che il disco venga visualizzato nell’elenco dei dischi guasti.

• Se si sostituisce un disco con crittografia automatica (SED), seguire le istruzioni per la sostituzione di un
SED nella documentazione di ONTAP relativa alla versione di ONTAP in uso.

Istruzioni nel "Panoramica della crittografia NetApp con CLI" La documentazione descrive i passaggi
aggiuntivi che è necessario eseguire prima e dopo la sostituzione di un SED.

A proposito di questa attività
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• È necessario adottare le misure necessarie per evitare scariche elettrostatiche (ESD):

◦ Conservare il disco nel sacchetto ESD fino a quando non si è pronti per l’installazione.

◦ Aprire il sacchetto ESD manualmente o tagliare la parte superiore con un paio di forbici.

Non inserire utensili metallici o coltelli nel sacchetto ESD.

◦ Indossare sempre un braccialetto antistatico collegato a terra su una superficie non verniciata dello
chassis dell’enclosure di storage.

Se non è disponibile un braccialetto, toccare una superficie non verniciata sullo chassis del contenitore
di storage prima di maneggiare il disco.

• È necessario adottare le misure necessarie per gestire con attenzione i dischi:

◦ Utilizzare sempre due mani durante la rimozione, l’installazione o il trasporto di un’unità disco per
sostenerne il peso.

Non posizionare le mani sulle schede del disco esposte nella parte inferiore del supporto
del disco.

◦ È necessario posizionare i dischi su superfici ammortizzate e non impilare mai i dischi l’uno sull’altro.

◦ Prestare attenzione a non urtare i dischi contro altre superfici.

• I dischi devono essere tenuti lontani dai dispositivi magnetici.

I campi magnetici possono distruggere tutti i dati presenti sul disco e causare danni
irreparabili ai circuiti del disco.

• Migliore pratica: assicurati che il tuo sistema possa riconoscere e utilizzare le unità disco appena
qualificate "scaricando la versione corrente del Disk Qualification Package (DQP)" prima di sostituire a
caldo un’unità disco.

L’installazione della versione corrente del DQP consente al sistema di riconoscere e utilizzare le unità
disco appena qualificate, evitando così la visualizzazione di messaggi di evento di sistema relativi alla
presenza di informazioni non aggiornate sulle unità disco. Si evita inoltre il possibile blocco del
partizionamento del disco dovuto al mancato riconoscimento delle unità disco. Il DQP segnala la presenza
di firmware non aggiornato sulle unità disco.

• Procedura consigliata: assicurarsi che il sistema disponga delle versioni aggiornate del firmware dello
shelf di dischi (IOM) e del firmware dell’unità disco prima di aggiungere nuovi shelf di dischi, componenti
FRU dello shelf o cavi SAS. È possibile visitare il sito di supporto NetApp per "scarica il firmware dello
scaffale del disco" E "scarica il firmware dell’unità disco" .

• Il firmware del disco viene aggiornato automaticamente (senza interruzioni) sui nuovi dischi con versioni
firmware non correnti.

I controlli del firmware del disco vengono eseguiti ogni due minuti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf di dischi per individuare fisicamente
lo shelf di dischi interessato: storage shelf location-led modify -shelf-name shelf_name
-led-status on

Uno shelf di dischi dispone di tre LED di posizione: Uno sul display operatore e uno su ciascun IOM dello
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shelf. I LED di posizione rimangono accesi per 30 minuti. È possibile disattivarli immettendo lo stesso
comando, ma utilizzando l’opzione Off.

• Se necessario, fare riferimento alla sezione Monitoring disk shelf LED per informazioni sul significato e la
posizione dei LED dello shelf di dischi sul display operatore e sui componenti FRU.

• Lo shelf del disco DS460C è composto da cinque cassetti (cassetto 1 in alto, cassetto 5 in basso) che
contengono ciascuno 12 slot.

• La seguente illustrazione mostra come i dischi sono numerati da 0 a 11 in ogni cassetto all’interno dello
shelf.

Fasi

1. Se si desidera assegnare manualmente la proprietà del disco per il disco sostitutivo, è necessario
disattivare l’assegnazione automatica del disco, se attivata; in caso contrario, passare alla fase
successiva.
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È necessario assegnare manualmente la proprietà del disco se i dischi nello stack sono di
proprietà di entrambi i controller in una coppia ha.

Assegnare manualmente la proprietà del disco e riabilitare l’assegnazione automatica del
disco più avanti in questa procedura.

a. Verificare se l’assegnazione automatica dei dischi è abilitata:storage disk option show

Se si dispone di una coppia ha, è possibile immettere il comando nella console di entrambi i controller.

Se l’assegnazione automatica dei dischi è attivata, l’output mostra “ON” (per ciascun controller) nella
colonna “Auto Assign” (assegnazione automatica).

a. Se l’assegnazione automatica del disco è attivata, è necessario disattivarla:storage disk option
modify -node node_name -autoassign off

È necessario disattivare l’assegnazione automatica del disco su entrambi i controller in una coppia ha.

2. Mettere a terra l’utente.

3. Disimballare il nuovo disco e riutilizzarlo su una superficie piana vicino allo shelf.

Conservare tutti i materiali di imballaggio per l’utilizzo quando si restituisce il disco guasto.

NetApp richiede che tutte le unità disco restituite siano contenute in un sacchetto con grado
di protezione ESD.

4. Identificare il disco guasto dal messaggio di avviso della console di sistema e dal LED di attenzione
illuminato di colore ambra sul cassetto dell’unità.

I cassetti delle unità SAS da 2.5" e 3.5" non contengono LED. È invece necessario controllare i LED di
attenzione sui cassetti delle unità per determinare quale unità si è guastata.

Il LED di attenzione del cassetto dell’unità (ambra) lampeggia per consentire l’apertura del cassetto
dell’unità corretto e identificare l’unità da sostituire.

Il LED di attenzione del cassetto dell’unità si trova sul lato anteriore sinistro davanti a ciascun disco, con un
simbolo di avvertenza sull’impugnatura dell’unità dietro il LED.

5. Aprire il cassetto contenente il disco guasto:

a. Sganciare il cassetto dell’unità tirando entrambe le leve.

b. Utilizzando le leve estese, estrarre con cautela il cassetto dell’unità fino a quando non si arresta.

c. Osservare la parte superiore del cassetto dell’unità per individuare il LED di attenzione che si trova sul
cassetto davanti a ciascun disco.

6. Rimuovere il disco guasto dal cassetto aperto:

a. Tirare delicatamente indietro il dispositivo di chiusura arancione che si trova davanti all’unità che si
desidera rimuovere.
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Dispositivo di chiusura arancione

a. Aprire la maniglia della camma ed estrarre leggermente l’unità.

b. Attendere 30 secondi.

c. Utilizzare la maniglia della camma per sollevare l’unità dallo scaffale.
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d. Posizionare l’unità su una superficie antistatica e imbottita, lontano dai campi magnetici.

7. Inserire l’unità sostitutiva nel cassetto:

a. Sollevare la maniglia della camma sul nuovo disco in verticale.

b. Allineare i due pulsanti rialzati su ciascun lato del supporto dell’unità con lo spazio corrispondente nel
canale dell’unità sul cassetto dell’unità.
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Pulsante sollevato sul lato destro del supporto dell’unità

c. Abbassare l’unità, quindi ruotare la maniglia della camma verso il basso fino a quando non scatta in
posizione sotto il dispositivo di chiusura arancione.

d. Spingere con cautela il cassetto dell’unità all’interno del contenitore.

Possibile perdita di accesso ai dati: non chiudere mai il cassetto. Spingere lentamente il
cassetto per evitare di strattonare il cassetto e danneggiare lo storage array.
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a. Chiudere il cassetto dell’unità spingendo entrambe le leve verso il centro.

Il LED di attività verde per l’unità sostituita nella parte anteriore del cassetto si accende quando l’unità
è inserita correttamente.

8. Se si sta sostituendo un’altra unità disco, ripetere i passi da 4 a 7.

9. Controllare il LED di attività e il LED di attenzione sul disco sostituito.

Stato dei LED Descrizione

Il LED di attività è acceso o
lampeggiante e il LED attenzione
è spento

Il nuovo disco funziona correttamente.

Il LED di attività è spento L’unità potrebbe non essere installata correttamente. Rimuovere
l’unità, attendere 30 secondi, quindi reinstallarla.

Il LED Attention (attenzione) è
acceso

Il nuovo disco potrebbe essere difettoso. Sostituirlo con un altro disco
nuovo.

Quando si inserisce un disco per la prima volta, il LED
attenzione potrebbe essere acceso. Tuttavia, il LED
dovrebbe spegnersi entro un minuto.

10. Se l’assegnazione automatica della proprietà del disco è stata disattivata nella fase 1, assegnare
manualmente la proprietà del disco e riabilitare l’assegnazione automatica della proprietà del disco, se
necessario:

a. Visualizza tutti i dischi non posseduti:storage disk show -container-type unassigned

b. Assegnare ciascun disco:storage disk assign -disk disk_name -owner owner_name

È possibile utilizzare il carattere jolly per assegnare più di un disco alla volta.

c. Se necessario, riabilitare l’assegnazione automatica della proprietà del disco:storage disk option
modify -node node_name -autoassign on

È necessario riabilitare l’assegnazione automatica della proprietà del disco su entrambi i controller in
una coppia ha.

11. Restituire la parte guasta a NetApp, come descritto nelle istruzioni RMA fornite con il kit.

Contattare il supporto tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-
638277 (Europa) o +800-800-80-800 (Asia/Pacifico) se si necessita del numero RMA o di ulteriore
assistenza per la procedura di sostituzione.

Sostituire un cassetto dell’unità - DS460C

Per sostituire un cassetto unità in uno scaffale, è possibile arrestare l’intero sistema di
storage (coppia HA), il che consente di mantenere gli aggregati di dati sullo scaffale. In
alternativa, è possibile mantenere la coppia HA attiva e funzionante, il che richiede di
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spostare tutti i dati dagli aggregati di dati sulle unità disco dello scaffale e quindi di portarli
offline, eliminandoli. Se lo scaffale contiene un aggregato radice, è necessario arrestare
la coppia HA.

Questa procedura si applica agli scaffali con moduli IOM12 o IOM12B.

Prima di iniziare

Per questa procedura sono necessari i seguenti elementi:

• Protezione antistatica

Possibili danni all’hardware: per evitare danni da scariche elettrostatiche allo shelf di
dischi, utilizzare una protezione antistatica adeguata quando si maneggiano i componenti
dello shelf di dischi.

• Cassetto dell’unità sostitutivo

• Catene di ricambio per cavi sinistra e destra

• Torcia

A proposito di questa attività

• Questa procedura si applica ai ripiani dotati di cassetti per unità DCM e/o cassetti per unità DCM2 o
DCM3. (I ripiani avranno anche due moduli IOM12 o due moduli IOM12B.)

Quando un cassetto unità DCM, DCM2 o DCM3 si guasta, riceverai un cassetto unità DCM, DCM2 o
DCM3 per sostituirlo.

Quando si sostituisce un cassetto unità guasto con un cassetto unità DCM2 o DCM3 più
recente, assicurarsi che il software ONTAP e il firmware del modulo IOM12 o IOM12B eseguano
le versioni minime richieste per supportare i cassetti DCM2 o DCM3.

L’aggiornamento IOM12 FW può essere eseguito prima o dopo la sostituzione di un cassetto
unità. Questa procedura consente di aggiornare il firmware come parte della preparazione per la
procedura di sostituzione del cassetto.

• I cassetti delle unità DCM, DCM2 e DCM3 possono essere distinti in base al loro aspetto:

I cassetti delle unità DCM hanno l’aspetto seguente:
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I cassetti delle unità DCM2 si distinguono per una striscia blu e per l’etichetta "DCM2":

I cassetti dell’unità DCM3 sono riconoscibili da una striscia blu e grigia e dall’etichetta "DCM3":
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Fase 1: Prepararsi a sostituire un cassetto dell’unità

Prima di sostituire un cassetto unità, è necessario assicurarsi di aggiornare il firmware IOM e ONTAP , se
necessario, e di arrestare la coppia HA, il che consente di mantenere gli aggregati di dati sullo shelf, oppure di
mantenerla attiva e funzionante, il che richiede di spostare tutti i dati dagli aggregati di dati residenti sulle unità
disco. È quindi necessario disattivare l’accesso offline ed eliminare gli aggregati di dati. Tuttavia, se lo shelf
contiene un aggregato radice, è necessario arrestare la coppia HA. Infine, è necessario spegnere lo shelf.

Fasi

1. Determinare se, quando si sostituisce il cassetto del disco guasto, lo shelf presenta una combinazione di
moduli IOM12 e un numero qualsiasi di cassetti del disco DCM2.

2. Determina se sarà necessario aggiornare il firmware IOM:

◦ Se lo shelf dispone di una combinazione di moduli IOM12 e di un numero qualsiasi di cassetti unità
DCM2, è necessario aggiornare IOM12 FW alla versione 0300 o successiva; in caso contrario, passare
alla fase successiva.

◦ Se lo scaffale avrà una combinazione di moduli IOM12 e un numero qualsiasi di cassetti unità DCM3, è
necessario aggiornare il firmware IOM12 alla versione 0401 o successiva.

◦ Se lo scaffale avrà una combinazione di moduli IOM12B e un numero qualsiasi di cassetti unità DCM3,
è necessario aggiornare il firmware IOM12B alla versione 0202 o successiva.

Se necessario, puoi visitare il sito del supporto NetApp per "scarica le versioni correnti del firmware dello
scaffale del disco". procedere al passaggio successivo.

3. Se il tuo scaffale avrà una combinazione di moduli IOM12 o IOM12B con un numero qualsiasi di cassetti
per unità DCM3, il tuo sistema deve eseguire le seguenti versioni minime di ONTAP:

◦ ONTAP 9.17.1RC1

◦ ONTAP 9.16.1P3

◦ ONTAP 9.15.1P11

◦ ONTAP 9.14.1P13

◦ ONTAP 9.13.1P16

◦ ONTAP 9.12.1P18

4. Se lo shelf contiene l’aggregato root da uno dei controller della coppia ha o se si è scelto di arrestare la
coppia ha (invece di mantenere la coppia ha in funzione), completare i seguenti passaggi secondari; in
caso contrario, passare al punto successivo.

Gli aggregati di dati possono rimanere sullo shelf quando si arresta la coppia ha.

a. Arrestare entrambi i controller nella coppia ha.

b. Verificare che la coppia ha sia interrotta controllando la console del sistema di storage.

c. Spegnere lo shelf.

d. Vai alla sezione, Rimuovere le catene portacavi .

5. Se si sceglie di mantenere attiva e attiva la coppia ha, completare i seguenti passaggi secondari:

Se si tenta di sostituire un cassetto con aggregati sullo shelf di dischi, si potrebbe causare
un’interruzione del sistema con un panico multidisk.

a. Spostare tutti i dati dagli aggregati di dati presenti su tutte le unità disco presenti sullo scaffale.
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I dati includono, a titolo esemplificativo ma non esaustivo, volumi e LUN.

b. Dismettere ed eliminare gli aggregati per consentire ai dischi di diventare parti di ricambio:

I comandi possono essere inseriti dalla shell dei cluster di uno dei controller.

storage aggregate offline -aggregate aggregate_name

storage aggregate delete -aggregate aggregate_name

c. Verificare che i dischi non abbiano aggregati (sono parti di ricambio):

i. Immettere il seguente comando dalla shell del cluster di uno dei controller: storage disk show
-shelf shelf_number

ii. Controllare l’output per verificare che le unità disco siano spare.

Vengono visualizzate le unità disco che sono parti di ricambio spare in Container Type
colonna.

Se nello shelf sono presenti dischi guasti, broken viene visualizzato in Container Type
colonna.

a. Spegnere lo shelf.

Fase 2: rimuovere le catene portacavi

Le catene di cavi sinistra e destra per ciascun cassetto del disco nello shelf del disco DS460C consentono ai
cassetti di scorrere verso l’interno e verso l’esterno. Prima di poter rimuovere un cassetto dell’unità, è
necessario rimuovere entrambe le catene di cavi.

A proposito di questa attività

Ciascun cassetto dispone di catene di cavi destra e sinistra. Le estremità metalliche delle catene per cavi
scorrono nelle corrispondenti staffe verticali e orizzontali all’interno del contenitore, come indicato di seguito:

• Le staffe verticali sinistra e destra collegano la catena di cavi alla scheda di interconnessione centrale del
contenitore.

• Le staffe orizzontali sinistra e destra collegano la catena di cavi al singolo cassetto.

Prima di iniziare

• Hai completato il Preparare la sostituzione di un cassetto dell’unità passaggi in modo che la coppia HA
venga arrestata o che tutti i dati vengano spostati dagli aggregati di dati residenti sulle unità disco e che gli
aggregati di dati vengano disattivati ed eliminati per consentire alle unità disco di diventare di riserva.

• Hai spento lo shelf.

• Sono stati ottenuti i seguenti elementi:

◦ Protezione antistatica

Possibili danni all’hardware: per evitare danni causati da scariche elettrostatiche allo
scaffale, utilizzare una protezione antistatica adeguata quando si maneggiano i
componenti dello scaffale.

◦ Torcia
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Fasi

1. Protezione antistatica.

2. Dalla parte posteriore dello shelf del disco, rimuovere il modulo della ventola di destra, come indicato di
seguito:

a. Premere la linguetta arancione per rilasciare la maniglia del modulo ventola.

La figura mostra la maniglia del modulo della ventola estesa e rilasciata dalla linguetta arancione a
sinistra.

Maniglia del modulo della ventola

a. Utilizzando la maniglia, estrarre il modulo della ventola dallo shelf del disco e metterlo da parte.

3. Determinare manualmente quale delle cinque catene di cavi scollegare.

La figura mostra il lato destro dello shelf del disco con il modulo della ventola rimosso. Una volta rimosso il
modulo della ventola, è possibile vedere le cinque catene di cavi e i connettori verticali e orizzontali per
ciascun cassetto. Vengono fornite le didascalie per il cassetto unità 1.
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Catena di cavi

Connettore verticale (collegato alla scheda intermedia)

Connettore orizzontale (collegato al cassetto dell’unità)

La catena di cavi superiore è collegata al cassetto dell’unità 1. La catena dei cavi inferiore è collegata al
cassetto dell’unità 5.

4. Spostare con un dito la catena di cavi sul lato destro verso sinistra.

5. Per scollegare una delle catene di cavi di destra dalla staffa verticale corrispondente, procedere come
segue.

a. Utilizzando una torcia, individuare l’anello arancione all’estremità della catena di cavi collegata alla
staffa verticale del contenitore.
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Anello arancione sulla staffa verticale

a. Scollegare il connettore verticale (collegato alla scheda intermedia) premendo delicatamente al centro
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dell’anello arancione ed estraendo il lato sinistro del cavo dal contenitore.

b. Per scollegare la catena di cavi, tirare con cautela il dito verso di sé di circa 2.5 cm (1 poll.), ma
lasciare il connettore della catena di cavi all’interno della staffa verticale.

6. Per scollegare l’altra estremità della catena di cavi, procedere come segue:

a. Utilizzando una torcia, individuare l’anello arancione all’estremità della catena di cavi collegata alla
staffa orizzontale del contenitore.

La figura mostra il connettore orizzontale a destra e la catena dei cavi scollegata e parzialmente
estratta sul lato sinistro.
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Anello arancione sulla staffa orizzontale

Catena di cavi
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a. Inserire delicatamente il dito nell’anello arancione.

La figura mostra l’anello arancione sulla staffa orizzontale che viene spinto verso il basso in modo che
il resto della catena di cavi possa essere estratto dal contenitore.

b. Tirare il dito verso di sé per scollegare la catena di cavi.

7. Estrarre con cautela l’intera catena di cavi dallo shelf del disco.

8. Dal retro dello shelf del disco, rimuovere il modulo della ventola di sinistra.

9. Per scollegare la catena del cavo sinistro dalla staffa verticale, procedere come segue:

a. Utilizzando una torcia, individuare l’anello arancione all’estremità della catena di cavi collegata alla
staffa verticale.

b. Inserire il dito nell’anello arancione.

c. Per scollegare la catena di cavi, tirare il dito verso di sé di circa 2.5 cm, ma lasciare il connettore della
catena di cavi all’interno della staffa verticale.

10. Scollegare la catena del cavo sinistro dalla staffa orizzontale ed estrarre l’intera catena dal ripiano del
disco.

Passaggio 3: rimuovere un cassetto dell’unità

Dopo aver rimosso le catene di destra e sinistra, è possibile rimuovere il cassetto dell’unità dallo shelf
dell’unità. La rimozione di un cassetto dell’unità comporta l’estrazione della parte del cassetto, la rimozione
delle unità e la rimozione del cassetto dell’unità.

Prima di iniziare

• Sono state rimosse le catene di cavi destra e sinistra del cassetto dell’unità.

• Sono stati sostituiti i moduli delle ventole di destra e di sinistra.

Fasi

1. Rimuovere il pannello frontale dallo shelf del disco.

2. Sganciare il cassetto dell’unità estraendo entrambe le leve.

3. Utilizzando le leve estese, estrarre con cautela il cassetto dell’unità fino a quando non si arresta. Non
rimuovere completamente il cassetto dal ripiano del disco.

4. Rimuovere le unità dal cassetto:

a. Tirare delicatamente indietro il dispositivo di chiusura arancione visibile al centro della parte anteriore
di ciascun disco. L’immagine seguente mostra il fermo di rilascio arancione per ciascuna unità.
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b. Sollevare la maniglia dell’unità in verticale.

c. Utilizzare la maniglia per sollevare l’unità dal cassetto dell’unità.
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d. Posizionare l’unità su una superficie piana, priva di scariche elettrostatiche e lontano da dispositivi
magnetici.

Possibile perdita di accesso ai dati: i campi magnetici possono distruggere tutti i dati
presenti sull’unità e causare danni irreparabili ai circuiti dell’unità. Per evitare la perdita
di accesso ai dati e danni ai dischi, tenere i dischi sempre lontani da dispositivi
magnetici.

5. Per rimuovere il cassetto dell’unità, procedere come segue:

a. Individuare la leva di rilascio in plastica su ciascun lato del cassetto dell’unità.

Leva di rilascio del cassetto dell’unità
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a. Aprire entrambe le leve di rilascio tirando i fermi verso di sé.

b. Tenendo entrambe le leve di rilascio, tirare il cassetto dell’unità verso di sé.

c. Rimuovere il cassetto del disco dallo shelf del disco.

Passaggio 4: installare un cassetto per unità

L’installazione di un cassetto per dischi in uno shelf implica lo scorrimento del cassetto nello slot vuoto,
l’installazione delle unità e la sostituzione del pannello anteriore.

Prima di iniziare

• Sono stati ottenuti i seguenti elementi:

◦ Cassetto dell’unità sostitutivo

◦ Torcia

Fasi

1. Dalla parte anteriore dello shelf del disco, far passare una torcia nello slot vuoto del cassetto e individuare
il cilindretto di blocco dello slot.

Il gruppo di blocco è una funzione di sicurezza che impedisce l’apertura di più cassetti per disco alla volta.

Tumbler di lock-out

Guida del cassetto

2. Posizionare il cassetto dell’unità sostitutivo davanti allo slot vuoto e leggermente a destra rispetto al centro.

Posizionando leggermente il cassetto a destra del centro, si garantisce che il nottolino di blocco e la guida
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del cassetto siano inseriti correttamente.

3. Far scorrere il cassetto dell’unità nello slot e assicurarsi che la guida del cassetto scorra sotto il nottolino di
blocco.

Rischio di danni all’apparecchiatura: si verificano danni se la guida del cassetto non
scorre sotto il dispositivo di blocco.

4. Spingere con cautela il cassetto dell’unità fino a quando il fermo non si aggancia completamente.

Rischio di danni all’apparecchiatura: interrompere la spinta del cassetto dell’unità se si
avverte una resistenza eccessiva o un inceppamento. Utilizzare le leve di rilascio nella parte
anteriore del cassetto per far scorrere il cassetto all’indietro. Quindi, reinserire il cassetto
nell’alloggiamento e assicurarsi che scorra liberamente all’interno e all’esterno.

5. Per reinstallare le unità nel cassetto, procedere come segue:

a. Sbloccare il cassetto dell’unità estraendo entrambe le leve nella parte anteriore del cassetto.

b. Utilizzando le leve estese, estrarre con cautela il cassetto dell’unità fino a quando non si arresta. Non
rimuovere completamente il cassetto dal ripiano del disco.

c. Sul disco che si sta installando, sollevare la maniglia in verticale.

d. Allineare i due pulsanti rialzati su ciascun lato dell’unità con le tacche del cassetto.

La figura mostra la vista laterale destra di un’unità, che mostra la posizione dei pulsanti sollevati.

278



Pulsante sollevato sul lato destro del disco.

e. Abbassare l’unità, quindi ruotare la maniglia verso il basso fino a farla scattare in posizione.

Se si dispone di uno shelf parzialmente popolato, vale a dire che il cassetto in cui si reinstallano i dischi
ha meno di 12 dischi supportati, installare i primi quattro dischi negli slot anteriori (0, 3, 6 e 9).

Rischio di malfunzionamento dell’apparecchiatura: per consentire un corretto flusso
d’aria ed evitare il surriscaldamento, installare sempre le prime quattro unità negli slot
anteriori (0, 3, 6 e 9).

279



a. Ripetere questi passaggi secondari per reinstallare tutti i dischi.

6. Far scorrere nuovamente il cassetto nello shelf dell’unità spingendolo dal centro e chiudendo entrambe le
leve.

Rischio di malfunzionamento dell’apparecchiatura: assicurarsi di chiudere
completamente il cassetto dell’unità premendo entrambe le leve. Chiudere completamente il
cassetto dell’unità per consentire un flusso d’aria adeguato ed evitare il surriscaldamento.

7. Fissare il pannello frontale alla parte anteriore dello shelf del disco.

Fase 5: Fissare le catene portacavi

L’ultima fase dell’installazione di un cassetto dell’unità consiste nel fissare le catene di cavi sinistra e destra
sostitutive allo shelf dell’unità. Quando si collega una catena di cavi, invertire l’ordine utilizzato per scollegare
la catena di cavi. Inserire il connettore orizzontale della catena nella staffa orizzontale del contenitore prima di
inserire il connettore verticale della catena nella staffa verticale del contenitore.

Prima di iniziare

• Sono stati sostituiti il cassetto dell’unità e tutte le unità.

• Sono presenti due catene di cavi sostitutive, contrassegnate come SINISTRA e DESTRA (sul connettore
orizzontale accanto al cassetto dell’unità).
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Didascalia Catena di cavi Connettore Si connette a.

Sinistra Verticale Scheda intermedia

Sinistra Orizzontale Cassetto dell’unità
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Didascalia Catena di cavi Connettore Si connette a.

Giusto Orizzontale Cassetto dell’unità

Giusto Verticale Scheda intermedia

Fasi

1. Seguire questa procedura per collegare la catena del cavo sinistro:

a. Individuare i connettori orizzontali e verticali sulla catena sinistra e le staffe orizzontali e verticali
corrispondenti all’interno del contenitore.

b. Allineare entrambi i connettori delle catene con le staffe corrispondenti.

c. Far scorrere il connettore orizzontale della catena sotto la guida della staffa orizzontale e spingerlo fino
in fondo.

La figura mostra la guida sul lato sinistro per il secondo cassetto del disco nel contenitore.
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Binario di guida

+
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Rischio di malfunzionamento dell’apparecchiatura: assicurarsi di far scorrere il
connettore sotto la guida della staffa. Se il connettore si trova sulla parte superiore della
guida, potrebbero verificarsi problemi quando il sistema è in funzione.

a. Far scorrere il connettore verticale sulla catena sinistra nella staffa verticale.

b. Dopo aver ricollegato entrambe le estremità della catena, tirare con cautela la catena per verificare che
entrambi i connettori siano bloccati.

Rischio di malfunzionamento dell’apparecchiatura: se i connettori non sono bloccati,
la catena dei cavi potrebbe allentarsi durante il funzionamento del cassetto.

2. Reinstallare il modulo della ventola sinistra.

3. Per ricollegare la catena di cavi corretta, procedere come segue:

a. Individuare i connettori orizzontali e verticali sulla catena dei cavi e le relative staffe orizzontali e
verticali all’interno del contenitore.

b. Allineare entrambi i connettori delle catene con le staffe corrispondenti.

c. Far scorrere il connettore orizzontale della catena sotto la guida della staffa orizzontale e spingerlo fino
in fondo.

Rischio di malfunzionamento dell’apparecchiatura: assicurarsi di far scorrere il
connettore sotto la guida della staffa. Se il connettore si trova sulla parte superiore della
guida, potrebbero verificarsi problemi quando il sistema è in funzione.

d. Far scorrere il connettore verticale sulla catena destra nella staffa verticale.

e. Dopo aver ricollegato entrambe le estremità della catena, tirare con cautela la catena per verificare che
entrambi i connettori siano bloccati.

Rischio di malfunzionamento dell’apparecchiatura: se i connettori non sono bloccati,
la catena dei cavi potrebbe allentarsi durante il funzionamento del cassetto.

4. Reinstallare il modulo ventola destro.

5. Riapplicare l’alimentazione:

a. Accendere entrambi gli interruttori di alimentazione sullo shelf di dischi.

b. Verificare che entrambe le ventole si accendano e che il LED ambra sul retro delle ventole sia spento.

6. Se la coppia ha è stata interrotta, avviare ONTAP su entrambi i controller; in caso contrario, passare alla
fase successiva.

7. Se hai spostato i dati dallo shelf ed eliminato gli aggregati di dati, ora puoi utilizzare i dischi di riserva nello
shelf per la creazione o l’espansione degli aggregati. Per ulteriori informazioni su queste procedure, puoi
fare riferimento a "Workflow di creazione di aggregati" E "Workflow di espansione degli aggregati" .

Shelf di dischi

Panoramica sulla manutenzione degli scaffali - DS212C, DS224C o DS460C

Per la manutenzione degli shelf SAS puoi intraprendere le seguenti azioni:

• "Aggiunta a caldo di un’unità"
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• "Sostituire a freddo un ripiano"

• "Rimuovere a caldo uno shelf"

• "LED dello shelf del monitor"

Sostituzione a freddo di un ripiano - DS212C, DS224C e DS460C

Quando si sostituisce uno shelf di unità in un sistema di produzione con dischi in uso, è
necessario eseguire una sostituzione a freddo. Questa è una procedura che richiede
l’interruzione per gli shelf con moduli IOM12 o IOM12B. Richiede l’arresto dei controller
nella coppia HA.

Consultare l’articolo della Knowledge base di NetApp "Come sostituire il telaio di un ripiano utilizzando una
procedura di rimozione del ripiano a freddo".

Aggiunta a caldo di un’unità: DS212C, DS224C o DS460C

Puoi aggiungere nuovi dischi a uno shelf acceso senza interruzioni, anche durante le
operazioni di i/O.

Consultare l’articolo della Knowledge base di NetApp "Best practice per l’aggiunta di dischi a uno shelf o
cluster esistente".

Rimozione a caldo di un ripiano: DS212C, DS224C e DS460C

È possibile rimuovere a caldo uno shelf di dischi con moduli IOM12 o IOM12B
(rimuovendo in modo non invasivo uno shelf di dischi da un sistema acceso e con
operazioni di I/O in corso) quando è necessario spostarlo o sostituirlo. È possibile
rimuovere a caldo uno o più shelf di dischi da qualsiasi punto all’interno di una pila di
shelf di dischi o rimuovere una pila di shelf di dischi.

A proposito di questa attività

• Se si rimuove a caldo uno shelf di dischi da uno stack (ma si mantiene lo stack), è possibile recuperare e
verificare un percorso alla volta (percorso A e percorso B) per bypassare lo shelf di dischi che si sta
rimuovendo in modo da mantenere sempre la connettività a percorso singolo dai controller allo stack.

Se non si mantiene la connettività a percorso singolo dai controller allo stack quando si
modifica lo stack per evitare lo shelf di dischi che si sta rimuovendo, si potrebbe verificare
un errore nel sistema con un panic su più dischi.

• Possibili danni allo shelf: se si rimuove uno shelf DS460C e lo si sposta in una parte diversa del data
center o lo si trasporta in una posizione diversa, consultare la sezione "spostamento o trasporto degli shelf
DS460C" alla fine di questa procedura.

Prima di iniziare

• Migliore pratica: rimuovere la proprietà dell’unità disco dopo aver rimosso gli aggregati dalle unità disco
negli scaffali dei dischi che si desidera rimuovere.

La rimozione delle informazioni di proprietà da un disco spare consente di integrare correttamente il disco
in un altro nodo (in base alle necessità).
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È necessario disabilitare l’assegnazione automatica della proprietà del disco prima di rimuovere
la proprietà dalle unità disco. Questa funzione verrà riabilitata al termine di questa procedura.
Per ulteriori informazioni sugli aggregati di dischi, consultare "Panoramica su dischi e aggregati"
.

• Il sistema deve essere una configurazione ha multipath, ha tri-path, multipath, ha quad-path o quad-path.

Per le piattaforme con storage interno, lo storage esterno deve essere cablato come ha multipath, ha tri-
path o multipath.

Per un sistema a controller singolo della serie FAS2600 dotato di storage esterno cablato
con connettività multipath, il sistema è una configurazione a percorso misto in quanto lo
storage interno utilizza la connettività a percorso singolo.

• Il sistema non può visualizzare messaggi di errore relativi al cablaggio SAS.

Per visualizzare eventuali messaggi di errore relativi al cablaggio SAS e le azioni correttive da
intraprendere, scaricare ed eseguire il file "Active IQ Config Advisor" .

• Le configurazioni di coppia HA non possono essere in uno stato di Takeover.

• È necessario rimuovere tutti gli aggregati dai dischi (i dischi devono essere spare) negli shelf di dischi che
si stanno rimuovendo.

Se si tenta di eseguire questa procedura con gli aggregati sullo shelf di dischi che si sta
rimuovendo, si potrebbe verificare un errore nel sistema con un panic su più dischi.

È possibile utilizzare storage aggregate offline -aggregate aggregate_name e quindi
storage aggregate delete -aggregate aggregate_name comando.

• Se si rimuovono uno o più shelf di dischi dall’interno di uno stack, è necessario tenere in considerazione la
distanza necessaria per evitare gli shelf di dischi che si stanno rimuovendo; pertanto, se i cavi attuali non
sono sufficientemente lunghi, è necessario disporre di cavi più lunghi.

• Migliore pratica: per un sistema ONTAP in cluster con più di due nodi, riassegnare epsilon a una coppia
HA diversa da quella sottoposta a manutenzione pianificata.

La riassegnazione di epsilon riduce al minimo il rischio di errori imprevisti che influiscono su tutti i nodi di
un sistema ONTAP in cluster. Per determinare il nodo che contiene epsilon e riassegnare epsilon, se
necessario, procedere come segue:

a. Impostare il livello di privilegio su avanzato: set -privilege advanced

b. Determinare quale nodo contiene epsilon: cluster show

Viene visualizzato il nodo che contiene epsilon true in Epsilon colonna. (I nodi che non tengono
epsilon mostrano false.)

c. Se viene visualizzato il nodo della coppia ha in fase di manutenzione true (contiene epsilon), quindi
rimuovere epsilon dal nodo: cluster modify -node node_name -epsilon false

d. Assegnare epsilon a un nodo di un’altra coppia ha: cluster modify -node node_name
-epsilon true

e. Tornare al livello di privilegio admin: set -privilege admin
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Fasi

1. Verificare che la configurazione del sistema sia Multi-Path HA, tri-path HA, Multi-Path, Quad-
path HA, o. Quad-path eseguendo il sysconfig comando dal nodeshell di entrambi i controller.

Il completamento del rilevamento potrebbe richiedere fino a un minuto.

La configurazione viene elencata in System Storage Configuration campo.

Per un sistema a controller singolo serie FAS2600 con storage esterno cablato con
connettività multipath, l’output viene visualizzato come mixed-path perché lo storage
interno utilizza la connettività a percorso singolo.

2. Verificare che i dischi negli shelf che si stanno rimuovendo non dispongano di aggregati (sono parti di
ricambio) e che la proprietà sia rimossa:

a. Immettere il seguente comando dalla shell del cluster di uno dei controller: storage disk show
-shelf shelf_number

b. Controllare l’output per verificare che non vi siano aggregati sui dischi negli shelf che si stanno
rimuovendo.

I dischi senza aggregati presentano un trattino nella Container Name colonna.

c. Controllare l’output per verificare che la proprietà sia stata rimossa dalle unità disco sugli shelf di dischi
che si stanno rimuovendo.

I dischi senza proprietà hanno un trattino in Owner colonna.

Se nello shelf che si sta rimuovendo sono presenti dischi guasti, questi si sono rotti in
Container Type colonna. (I dischi guasti non hanno proprietà).

Il seguente output mostra che i dischi sullo shelf di dischi da rimuovere (shelf di dischi 3) si trovano in
uno stato corretto per la rimozione dello shelf di dischi. Gli aggregati vengono rimossi su tutti i dischi;
pertanto, viene visualizzato un trattino nella Container Name per ciascun disco. La proprietà viene
rimossa anche da tutti i dischi; pertanto, viene visualizzato un trattino nella Owner per ciascun disco.

cluster::> storage disk show -shelf 3

           Usable           Disk   Container   Container

Disk         Size Shelf Bay Type   Type        Name       Owner

-------- -------- ----- --- ------ ----------- ---------- ---------

...

1.3.4           -     3   4 SAS    spare                -         -

1.3.5           -     3   5 SAS    spare                -         -

1.3.6           -     3   6 SAS    broken               -         -

1.3.7           -     3   7 SAS    spare                -         -

...

3. Individuare fisicamente gli shelf di dischi da rimuovere.
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Se necessario, è possibile attivare i LED di posizione (blu) dello shelf di dischi per individuare fisicamente
lo shelf di dischi interessato: storage shelf location-led modify -shelf-name shelf_name
-led-status on

Uno shelf di dischi ha tre LED di posizione: Uno sul display operatore e uno su ciascun
modulo IOM12. I LED di posizione rimangono accesi per 30 minuti. È possibile disattivarli
immettendo lo stesso comando, ma utilizzando l’opzione Off.

4. Se si sta rimuovendo un intero stack di shelf di dischi, completare i seguenti passaggi secondari; in caso
contrario, passare alla fase successiva:

a. Rimuovere tutti i cavi SAS sul percorso A (IOM A) e B (IOM B).

Sono inclusi i cavi controller-shelf e i cavi shelf-to-shelf per tutti gli shelf di dischi nello stack che si sta
rimuovendo.

b. Se necessario, procedere alla riattivazione dell’assegnazione automatica (diversi passaggi riportati di
seguito).

5. Se si rimuovono uno o più shelf di dischi da uno stack (ma si mantiene lo stack), recuperare le connessioni
dello stack del percorso A (IOM A) per bypassare gli shelf di dischi che si stanno rimuovendo completando
la serie di passaggi secondari applicabili:

Se si rimuovono più shelf di dischi nello stack, completare la serie di passaggi secondari applicabili uno
shelf di dischi alla volta.

Attendere almeno 10 secondi prima di collegare la porta. I connettori dei cavi SAS sono
dotati di chiave; se orientati correttamente in una porta SAS, il connettore scatta in posizione
e il LED LNK della porta SAS dello shelf di dischi si illumina di verde. Per gli shelf di dischi,
inserire un connettore per cavo SAS con la linguetta rivolta verso il basso (nella parte
inferiore del connettore).

Se si sta rimuovendo… Quindi…

Shelf di dischi da una delle due estremità (primo o
ultimo shelf logico) di uno stack

a. Rimuovere eventuali cavi shelf-to-shelf dalle
porte IOM A sullo shelf di dischi da rimuovere e
metterli da parte.

b. Scollegare tutti i cavi controller-to-stack collegati
alle porte IOM A sullo shelf di dischi che si
desidera rimuovere e inserirli nelle stesse porte
IOM A sullo shelf di dischi successivo nello
stack.

Lo shelf di dischi “next” può trovarsi sopra o
sotto lo shelf di dischi che si sta rimuovendo a
seconda dell’estremità dello stack da cui si sta
rimuovendo lo shelf di dischi.
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Se si sta rimuovendo… Quindi…

Uno shelf di dischi dal centro dello stack Uno shelf
di dischi al centro di uno stack è collegato solo ad
altri shelf di dischi, non ad alcun controller.

a. Rimuovere eventuali cavi shelf-to-shelf dalle
porte IOM A 1 e 2 o dalle porte 3 e 4 sullo shelf
di dischi da rimuovere e IOM A dello shelf di
dischi successivo, quindi metterli da parte.

b. Scollegare il cablaggio shelf-to-shelf rimanente
collegato alle porte IOM A sullo shelf di dischi
che si sta rimuovendo e collegarlo alle stesse
porte IOM A sullo shelf di dischi successivo
nello stack. Lo shelf di dischi “next” può trovarsi
sopra o sotto lo shelf di dischi che si sta
rimuovendo, a seconda delle porte IOM A (1 e 2
o 3 e 4) da cui è stato rimosso il cablaggio.

Per la rimozione di uno shelf di dischi da un’estremità di uno stack o dal centro di uno stack, fare
riferimento ai seguenti esempi di cablaggio. Prendere nota degli esempi di cablaggio riportati di seguito:

◦ I moduli IOM12/IOM12B sono disposti affiancati come in uno shelf di dischi DS224C o DS212C; se si
dispone di DS460C, i moduli IOM12/IOM12B sono disposti uno sopra l’altro.

◦ Lo stack in ogni esempio è cablato con cablaggio standard shelf-to-shelf, utilizzato negli stack cablati
con connettività ha multipath, ha trio-path o multipath.

È possibile dedurre la ricablaggio se lo stack è cablato con connettività ha quad-path o quad-path, che
utilizza un cablaggio shelf-to-shelf doppio-wide.

◦ Gli esempi di cablaggio dimostrano la ricablaggio di uno dei percorsi: Percorso A (IOM A).

Ripetere la procedura di ricablaggio per il percorso B (IOM B).

◦ L’esempio di cablaggio per la rimozione di uno shelf di dischi dalla fine di uno stack dimostra la
rimozione dell’ultimo shelf logico di dischi in uno stack cablato con connettività ha multipath o ha a tre
percorsi.

È possibile dedurre la ricablaggio se si sta rimuovendo il primo shelf logico di un disco in uno stack o
se lo stack dispone di connettività multipath.
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6. Verificare di aver ignorato gli shelf di dischi che si stanno rimuovendo e di aver ristabilita correttamente le
connessioni dello stack del percorso A (IOM A): storage disk show -port

Per le configurazioni di coppia ha, eseguire questo comando dalla shell dei cluster di entrambi i controller.
Il completamento del rilevamento potrebbe richiedere fino a un minuto.

Le prime due righe di output mostrano i dischi con connettività attraverso il percorso A e B. Le ultime due
righe di output mostrano i dischi con connettività attraverso un percorso singolo, percorso B.

cluster::> storage show disk -port

PRIMARY  PORT SECONDARY      PORT TYPE SHELF BAY

-------- ---- ---------      ---- ---- ----- ---

1.20.0   A    node1:6a.20.0  B    SAS  20    0

1.20.1   A    node1:6a.20.1  B    SAS  20    1

1.21.0   B    -              -    SAS  21    0

1.21.1   B    -              -    SAS  21    1

...

7. La fase successiva dipende da storage disk show -port output del comando:

Se l’output mostra… Quindi…

Tutti i dischi nello stack sono collegati attraverso i
percorsi A e B, ad eccezione di quelli presenti negli
shelf disconnessi, che sono collegati solo attraverso
il percorso B.

Passare alla fase successiva.

Hai superato con successo gli shelf di dischi che
stai rimuovendo e hai ristabilita il percorso A sui
dischi rimanenti nello stack.

Qualsiasi altra cosa oltre a quanto sopra Ripetere i passaggi 5 e 6.

È necessario correggere il cablaggio.

8. Completare i seguenti passaggi secondari per gli shelf di dischi (nello stack) che si desidera rimuovere:

a. Ripetere i passaggi da 5 a 7 per il percorso B.
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Quando si ripete il passaggio 7 e se lo stack è stato cablato correttamente, si
dovrebbero visualizzare solo tutte le unità disco rimanenti collegate attraverso il
percorso A e il percorso B.

b. Ripetere il passaggio 1 per verificare che la configurazione del sistema sia identica a quella precedente
alla rimozione di uno o più shelf di dischi da uno stack.

c. Passare alla fase successiva.

9. Se, durante la preparazione di questa procedura, la proprietà dei dischi è stata rimossa, l’assegnazione
automatica della proprietà dei dischi è stata disattivata e riattivata immettendo il seguente comando; in
caso contrario, passare alla fase successiva: storage disk option modify -autoassign on

Per le configurazioni di coppia ha, eseguire il comando dalla shell dei cluster di entrambi i controller.

10. Spegnere gli shelf di dischi scollegati e scollegare i cavi di alimentazione dagli shelf di dischi.

11. Rimuovere gli shelf di dischi dal rack o dall’armadietto.

Per rendere uno shelf di dischi più leggero e facile da manovrare, rimuovere gli alimentatori e i moduli i/o
(IOM).

Per gli shelf di dischi DS460C, uno shelf completamente caricato può pesare circa 112 kg (247 libbre);
pertanto, prestare la seguente attenzione quando si rimuove uno shelf da un rack o da un cabinet.

Si consiglia di utilizzare un sollevatore meccanico o quattro persone che utilizzano le
maniglie di sollevamento per spostare in sicurezza uno shelf DS460C.

La spedizione DS460C è stata fornita con quattro maniglie di sollevamento rimovibili (due per ciascun
lato). Per utilizzare le maniglie di sollevamento, installarle inserendo le linguette delle maniglie negli slot sul
lato dello scaffale e spingendole verso l’alto fino a quando non scattano in posizione. Quindi, quando si fa
scorrere lo shelf di dischi sulle guide, si scollega un set di maniglie alla volta utilizzando il dispositivo di
chiusura con pollice. La figura seguente mostra come collegare una maniglia di sollevamento.

Se si sposta lo shelf DS460C in una parte diversa del data center o lo si trasporta in una posizione diversa,
consultare la sezione "spostamento o trasporto degli shelf DS460C".

Spostare o trasportare gli shelf DS460C

Se si sposta uno shelf DS460C in una parte diversa del data center o si trasporta lo shelf in una posizione
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diversa, è necessario rimuovere le unità dai cassetti delle unità per evitare possibili danni ai cassetti e alle
unità.

• Se quando si installano gli shelf DS460C come parte della nuova installazione del sistema o dell’aggiunta
a caldo dello shelf, si sono salvati i materiali di imballaggio del disco, utilizzarli per reimballare i dischi
prima di spostarli.

Se non hai salvato il materiale di imballaggio, devi posizionare i dischi su superfici imbottite o utilizzare un
imballaggio imbottito alternativo. Non impilare mai i dischi l’uno sull’altro.

• Prima di maneggiare le unità, indossare un braccialetto antistatico collegato a massa su una superficie non
verniciata dello chassis del contenitore di storage.

Se non è disponibile un braccialetto, toccare una superficie non verniciata sullo chassis del cabinet di
storage prima di maneggiare un disco.

• È necessario adottare le misure necessarie per gestire con attenzione i dischi:

◦ Utilizzare sempre due mani durante la rimozione, l’installazione o il trasporto di un’unità per sostenerne
il peso.

Non posizionare le mani sulle schede del disco esposte nella parte inferiore del
supporto.

◦ Fare attenzione a non urtare i dischi contro altre superfici.

◦ I dischi devono essere tenuti lontani da dispositivi magnetici.

I campi magnetici possono distruggere tutti i dati presenti su un’unità e causare danni
irreparabili ai circuiti dell’unità.

LED per ripiano monitor: DS212C, DS224C o DS460C

È possibile monitorare lo stato dello shelf di dischi conoscendo la posizione e le
condizioni di stato dei LED sui componenti dello shelf di dischi.

LED del pannello del display dell’operatore

I LED sul pannello di controllo anteriore dello shelf di dischi indicano se lo shelf di dischi funziona normalmente
o se si verificano problemi con l’hardware.

La seguente tabella descrive i tre LED sul pannello del display dell’operatore utilizzati negli shelf di dischi
DS460C, DS224C e DS212C:

Icona LED Nome del LED Stato Descrizione

Potenza Verde fisso Uno o più alimentatori
alimentano lo shelf di
dischi.
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Icona LED Nome del LED Stato Descrizione

Attenzione Ambra fisso Si è verificato un errore
con la funzione di una
delle FRU: Shelf di dischi,
dischi, moduli
IOM12/IOM12B o
alimentatori.

Controllare i messaggi di
evento per determinare
l’azione correttiva da
intraprendere.

Ambra lampeggiante L’ID dello shelf è in
sospeso.

Spegnere e riaccendere
lo shelf di dischi per
modificare l’ID dello shelf.

Posizione Blu fisso L’amministratore di
sistema ha attivato questa
funzione LED per
facilitare l’individuazione
fisica dello shelf di dischi
che richiede assistenza.

Il LED di posizione sul
display dell’operatore ed
entrambi i moduli
IOM12/IOM12B si
illuminano quando questa
funzione LED è attivata. I
LED di posizione si
spengono
automaticamente dopo 30
minuti.

A seconda del modello di shelf di dischi in uso, il display dell’operatore ha un aspetto diverso; tuttavia, i tre
LED sono disposti allo stesso modo.

La seguente illustrazione mostra un pannello operatore dello shelf di dischi DS224C con il cappuccio terminale
su:
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LED del modulo IOM12/IOM12B

I LED sul modulo IOM12/IOM12B indicano se il modulo funziona correttamente, se è pronto per il traffico i/o e
se ci sono problemi con l’hardware.

La seguente tabella descrive i LED del modulo IOM12/IOM12B associati alla funzione del modulo e alla
funzione di ciascuna porta SAS del modulo.

Il modulo IOM12/IOM12B viene utilizzato negli shelf di dischi DS460C, DS224C e DS212C.

Icona LED Nome del LED Stato Descrizione

Attenzione Ambra fisso Funzione del modulo
IOM12/IOM12B: Si è
verificato un errore nella
funzione del modulo
IOM12/IOM12B.

Funzione porta SAS:
Meno di tutte e quattro le
corsie SAS hanno stabilito
un collegamento (con un
adattatore o un altro shelf
di dischi).

Controllare i messaggi di
evento per determinare
l’azione correttiva da
intraprendere.
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Icona LED Nome del LED Stato Descrizione

LNK Collegamento alla porta Verde fisso Una o più delle quattro
corsie SAS hanno stabilito
un collegamento (con un
adattatore o un altro shelf
di dischi).

Posizione Blu fisso L’amministratore di
sistema ha attivato questa
funzione LED per
facilitare il
posizionamento fisico
dello shelf di dischi con il
modulo IOM12/IOM12B
guasto.

Il LED di posizione sul
display dell’operatore ed
entrambi i moduli
IOM12/IOM12B si
illuminano quando questa
funzione LED è attivata. I
LED di posizione si
spengono
automaticamente dopo 30
minuti.

La seguente illustrazione si intende per un modulo IOM12:

I moduli IOM12B sono caratterizzati da una striscia blu e da un’etichetta "IOM12B":

LED dell’alimentatore

I LED sull’alimentatore indicano se l’alimentatore funziona normalmente o se si verificano problemi hardware.

295



La seguente tabella descrive i due LED degli alimentatori utilizzati negli shelf di dischi DS460C, DS224C e
DS212C:

Icona LED Nome del LED Stato Descrizione

Potenza Verde fisso L’alimentatore funziona
correttamente.

Spento Si è verificato un errore
nell’alimentatore,
l’interruttore CA è spento,
il cavo di alimentazione
CA non è installato
correttamente o
l’alimentazione non è
stata fornita
correttamente.

Controllare i messaggi di
evento per determinare
l’azione correttiva da
intraprendere.

Attenzione Ambra fisso Si è verificato un errore
relativo al funzionamento
dell’alimentatore.

Controllare i messaggi di
evento per determinare
l’azione correttiva da
intraprendere.

A seconda del modello di shelf di dischi, gli alimentatori possono essere diversi, a seconda della posizione dei
due LED.

La seguente illustrazione si applica a un alimentatore utilizzato in uno shelf di dischi DS460C.

Le due icone dei LED agiscono come le etichette e i LED, il che significa che le icone stesse si illuminano—
non ci sono LED adiacenti.

La seguente illustrazione si applica a un alimentatore utilizzato in uno shelf di dischi DS224C o DS212C:
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LED delle ventole sugli shelf di dischi DS460C

I LED delle ventole DS460C indicano se la ventola funziona normalmente o se si verificano problemi hardware.

La seguente tabella descrive i LED sulle ventole utilizzate negli shelf di dischi DS460C:

Elemento Nome del LED Stato Descrizione

Attenzione Ambra fisso Si è verificato un errore
nella funzione della
ventola.

Controllare i messaggi di
evento per determinare
l’azione correttiva da
intraprendere.
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LED del disco

I LED di un disco indicano se funziona normalmente o se si verificano problemi con l’hardware.

LED delle unità disco per shelf di dischi DS224C e DS212C

La seguente tabella descrive i due LED sui dischi utilizzati negli shelf di dischi DS224C e DS212C:

Didascalia Nome del LED Stato Descrizione

Attività Verde fisso Il disco è alimentato.

Verde lampeggiante Il disco è alimentato e
sono in corso operazioni
i/O.
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Didascalia Nome del LED Stato Descrizione

Attenzione Ambra fisso Si è verificato un errore
con la funzione del disco.

Controllare i messaggi di
evento per determinare
l’azione correttiva da
intraprendere.

A seconda del modello di shelf di dischi in uso, i dischi sono disposti verticalmente o orizzontalmente nello
shelf di dischi, a seconda della posizione dei due LED.

La seguente illustrazione si applica a un disco utilizzato in uno shelf di dischi DS224C.

Gli shelf di dischi DS224C utilizzano dischi da 2.5 pollici disposti verticalmente nello shelf di dischi.

La seguente illustrazione si applica a un disco utilizzato in uno shelf di dischi DS212C.

Gli shelf di dischi DS212C utilizzano dischi da 3.5" o dischi da 2.5" in supporti disposti orizzontalmente nello
shelf di dischi.
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LED delle unità disco per shelf di dischi DS460C

L’illustrazione e la tabella seguenti descrivono i LED di attività del disco sul cassetto dell’unità e i relativi stati
operativi:

Posizione LED Indicatore di stato Descrizione

1 Attenzione: Attenzione del
cassetto per ciascun
cassetto

Ambra fisso Un componente all’interno
del cassetto dell’unità
richiede l’attenzione
dell’operatore.

Spento Nessun disco o altro
componente nel cassetto
richiede attenzione e
nessun disco nel cassetto
ha un’operazione di
localizzazione attiva.

Ambra lampeggiante Un’operazione di
individuazione del disco è
attiva per qualsiasi disco
all’interno del cassetto.

2-13 Attività: Attività del disco
per i dischi da 0 a 11 nel
cassetto del disco

Verde L’alimentazione viene
attivata e il disco funziona
normalmente.

Verde lampeggiante Il disco è alimentato e le
operazioni di i/o sono in
corso.

Spento L’alimentazione viene
spenta.

Quando il cassetto dell’unità è aperto, davanti a ciascun disco viene visualizzato un LED di attenzione.
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LED attenzione acceso

Sostituire un modulo ventola - DS460C

Ogni shelf di dischi DS460C include due moduli ventole. In caso di guasto di un modulo
ventola, è necessario sostituirlo il prima possibile per assicurarsi che lo shelf abbia un
raffreddamento adeguato. Quando si rimuove il modulo ventola guasto, non è necessario
spegnere lo shelf di dischi.

Questa procedura si applica agli scaffali con moduli IOM12 o IOM12B.

Prima di iniziare

Assicurarsi di rimuovere e sostituire il modulo della ventola entro 30 minuti per evitare il surriscaldamento del
sistema.

Fasi

1. Protezione antistatica.

2. Disimballare il nuovo modulo della ventola e posizionarlo su una superficie piana vicino allo scaffale.
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Conservare tutto il materiale di imballaggio da utilizzare quando si restituisce la ventola guasta.

3. Dal retro dello shelf di dischi, osservare i LED di attenzione per individuare il modulo della ventola da
rimuovere.

È necessario sostituire il modulo della ventola con il LED attenzione acceso.

Elemento Nome del LED Stato Descrizione

Attenzione Ambra fisso La ventola è guasta

4. Premere la linguetta arancione per rilasciare la maniglia del modulo ventola.
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Linguetta di rilascio del modulo della ventola

5. Utilizzare la maniglia del modulo della ventola per estrarre il modulo dalla mensola.
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Maniglia per estrarre il modulo della ventola

6. Far scorrere il modulo della ventola di ricambio fino in fondo nello scaffale, spostando la maniglia del
modulo della ventola di lato fino a quando non si blocca con la linguetta arancione.

7. Controllare il LED di attenzione ambra sul nuovo modulo della ventola.

Dopo aver sostituito il modulo della ventola, il LED attenzione rimane acceso (ambra fisso)
mentre il firmware verifica che il modulo della ventola sia stato installato correttamente. Il
LED si spegne al termine del processo.

8. Restituire la parte guasta a NetApp, come descritto nelle istruzioni RMA fornite con il kit.

Contattare il supporto tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-
638277 (Europa) o +800-800-80-800 (Asia/Pacifico) se è necessario il numero RMA.

Sostituzione o sostituzione a caldo di un modulo IOM: DS212C, DS224C o DS460C

La configurazione del sistema determina se è possibile eseguire una sostituzione a caldo
dell’IOM a scaffale non distruttiva o una sostituzione dell’IOM a scaffale distruttiva in caso
di guasto dell’IOM a scaffale IOM12 o IOM12B.

A proposito di questa attività
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• Questa procedura si applica agli scaffali dotati di moduli IOM12 o IOM12B.

Questa procedura è valida per sostituzioni o hot-swap IOM di tipo "shelf-for-like". Ciò
significa che è possibile sostituire un modulo IOM12 solo con un altro modulo IOM12 o un
modulo IOM12B solo con un altro modulo IOM12B.

• I moduli IOM12 o IOM12B si distinguono per il loro aspetto:

I moduli IOM12 si distinguono per l’etichetta "IOM12":

I moduli IOM12B sono caratterizzati da una striscia blu e da un’etichetta "IOM12B":

• Per le configurazioni multipath (ha multipath o multipath), ha trio-path e quad-path (ha quad-path o quad-
path), è possibile sostituire a caldo un IOM shelf (senza interruzioni, sostituire un IOM shelf in un sistema
acceso e che serve dati - i/o è in corso).

• Per le configurazioni ha a percorso singolo della serie FAS2600 e FAS2700, è necessario eseguire
un’operazione di takeover e giveback per sostituire un IOM shelf in un sistema acceso e in grado di fornire
dati. I/o in corso.

• Per le configurazioni a percorso singolo della serie FAS2600, è necessario arrestare il sistema per
sostituire un IOM shelf.

Se si tenta di sostituire a caldo un IOM di shelf su uno shelf di dischi con una connessione a
percorso singolo, si perde l’accesso ai dischi nello shelf e agli eventuali shelf di dischi
sottostanti. È anche possibile ridurre l’intero sistema.

• Il firmware dello shelf di dischi (IOM) viene aggiornato automaticamente (senza interruzioni) su un nuovo
IOM dello shelf con una versione del firmware non aggiornata.

I controlli del firmware IOM sullo shelf avvengono ogni dieci minuti. L’aggiornamento del firmware IOM può
richiedere fino a 30 minuti.

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf di dischi per individuare fisicamente
lo shelf di dischi interessato: storage shelf location-led modify -shelf-name shelf_name
-led-status on

Uno shelf di dischi dispone di tre LED di posizione: Uno sul display operatore e uno su ciascun IOM dello
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shelf. I LED di posizione rimangono accesi per 30 minuti. È possibile disattivarli immettendo lo stesso
comando, ma utilizzando l’opzione Off.

• Se necessario, puoi fare riferimento a "Monitoraggio dei LED del ripiano del disco" guida per informazioni
sul significato e la posizione dei LED del ripiano del disco sul pannello di visualizzazione dell’operatore e
sui componenti FRU.

Prima di iniziare

• Tutti gli altri componenti del sistema, compreso l’altro modulo IOM12/IOM12B, devono funzionare
correttamente.

• Procedura consigliata: assicurarsi che il sistema disponga delle versioni aggiornate del firmware dello
shelf di dischi (IOM) e del firmware dell’unità disco prima di aggiungere nuovi shelf di dischi, componenti
FRU dello shelf o cavi SAS. È possibile visitare il sito di supporto NetApp per "scarica il firmware dello
scaffale del disco" E "scarica il firmware dell’unità disco" .

Fasi

1. Mettere a terra l’utente.

2. Disimballare il nuovo IOM dello shelf e posizionare il nuovo IOM su una superficie piana vicino allo shelf
del disco.

Conservare tutti i materiali di imballaggio per l’utilizzo quando si restituisce l’IOM dello shelf guasto.

3. Identificare fisicamente l’IOM dello shelf guasto dal messaggio di avviso della console di sistema e il LED
di attenzione illuminato (ambra) sullo shelf IOM guasto.

4. Eseguire una delle seguenti operazioni in base al tipo di configurazione in uso:

Se si dispone di un… Quindi…

Configurazione ha multipath, ha tri-path, multipath,
ha quad-path o quad-path

Passare alla fase successiva.

Configurazione ha a percorso singolo serie
FAS2600 e serie FAS2700

a. Determinare il nodo di destinazione (il nodo a
cui appartiene lo shelf IOM guasto).

IOM A appartiene al controller 1. IOM B
appartiene al controller 2.

b. Assumere il controllo del nodo di destinazione:
storage failover takeover -bynode

partner HA node

Configurazione a percorso singolo della serie
FAS2600

a. Arrestare il sistema dalla console di sistema:
halt

b. Verificare che il sistema sia stato arrestato
controllando la console del sistema di storage.

5. Scollegare il cablaggio dall’IOM dello shelf che si desidera rimuovere.

Prendere nota delle porte IOM dello shelf a cui ciascun cavo è collegato.

6. Premere il dispositivo di chiusura arancione sulla maniglia della IOM Cam dello scaffale fino a rilasciarla,
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quindi aprire completamente la maniglia della CAM per rilasciare lo shelf IOM dal piano intermedio.

7. Utilizzare la maniglia della camma per far scorrere l’IOM dello shelf fuori dallo shelf del disco.

Quando si maneggia un IOM per shelf, utilizzare sempre due mani per sostenere il peso.

8. Attendere almeno 70 secondi dopo aver rimosso l’IOM dello shelf prima di installare il nuovo IOM dello
shelf.

Attendere almeno 70 secondi consente al conducente di registrare correttamente l’ID dello shelf.

9. Con due mani, con la maniglia a camma del nuovo ripiano IOM in posizione aperta, sostenere e allineare i
bordi del nuovo ripiano IOM con l’apertura nello shelf del disco, quindi spingere con decisione il nuovo
ripiano IOM fino a quando non raggiunge il piano intermedio.

Non esercitare una forza eccessiva quando si inserisce l’IOM dello shelf nello shelf per
evitare di danneggiare i connettori.

10. Chiudere la maniglia della camma in modo che il dispositivo di chiusura scatti nella posizione di blocco e
che lo scaffale IOM sia completamente inserito.

11. Ricollegare il cablaggio.

I connettori dei cavi SAS sono dotati di chiavi; quando sono orientati correttamente in una porta IOM, il
connettore scatta in posizione e il LED LNK della porta IOM si illumina di verde. Inserire un connettore per
cavo SAS in una porta IOM con la linguetta rivolta verso il basso (nella parte inferiore del connettore).

12. Eseguire una delle seguenti operazioni in base al tipo di configurazione in uso:
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Se si dispone di un… Quindi…

Configurazione ha multipath, ha tri-path, multipath,
ha quad-path o quad-path

Passare alla fase successiva.

Configurazione ha a percorso singolo serie
FAS2600 e serie FAS2700

Restituire il nodo di destinazione: storage
failover giveback -fromnode

partner_HA_node

Configurazione a percorso singolo della serie
FAS2600

Riavviare il sistema.

13. Verificare che i collegamenti delle porte IOM dello shelf siano stati stabiliti.

Per ciascuna porta del modulo cablata, il LED LNK (verde) si illumina quando una o più delle quattro corsie
SAS hanno stabilito un collegamento (con un adattatore o un altro shelf di dischi).

14. Restituire la parte guasta a NetApp, come descritto nelle istruzioni RMA fornite con il kit.

Contattare il supporto tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-
638277 (Europa) o +800-800-80-800 (Asia/Pacifico) se si necessita del numero RMA o di ulteriore
assistenza per la procedura di sostituzione.

Sostituzione a caldo di un alimentatore: DS212C, DS224C o DS460C

È possibile sostituire a caldo un alimentatore guasto in uno shelf di dischi DS460C,
DS224C o DS212C.

Questa procedura si applica agli scaffali con moduli IOM12 o IOM12B.

Prima di iniziare

• Tutti gli altri componenti del sistema, inclusi gli altri alimentatori, devono funzionare correttamente.

• Se si stanno sostituendo più alimentatori, è necessario farlo uno alla volta in modo che lo shelf di dischi
mantenga l’alimentazione.

• È necessario sostituire un alimentatore entro due minuti dalla rimozione per ridurre al minimo l’interruzione
del flusso d’aria dello shelf di dischi.

• Utilizzare sempre due mani durante la rimozione, l’installazione o il trasporto di un alimentatore per
sostenerne il peso.

• Procedura consigliata: assicurarsi che il sistema disponga delle versioni aggiornate del firmware dello
shelf di dischi (IOM) e del firmware dell’unità disco prima di aggiungere nuovi shelf di dischi, componenti
FRU dello shelf o cavi SAS. È possibile visitare il sito di supporto NetApp per "scarica il firmware dello
scaffale del disco" E "scarica il firmware dell’unità disco" .

• Se necessario, è possibile attivare i LED di posizione (blu) dello shelf di dischi per individuare fisicamente
lo shelf di dischi interessato: storage shelf location-led modify -shelf-name shelf_name
-led-status on

Uno shelf di dischi dispone di tre LED di posizione: Uno sul display operatore e uno su ciascun IOM dello
shelf. I LED di posizione rimangono accesi per 30 minuti. È possibile disattivarli immettendo lo stesso
comando, ma utilizzando l’opzione Off.
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• Se necessario, puoi fare riferimento a "Monitoraggio dei LED del ripiano del disco" guida per informazioni
sul significato e la posizione dei LED del ripiano del disco sul pannello di visualizzazione dell’operatore e
sui componenti FRU.

Fasi

1. Mettere a terra l’utente.

2. Disimballare il nuovo alimentatore e riaccenderlo su una superficie piana vicino allo shelf.

Conservare tutti i materiali di imballaggio per l’utilizzo quando si restituisce l’alimentatore guasto.

3. Identificare fisicamente l’alimentatore guasto dal messaggio di avviso della console di sistema e dal LED di
attenzione illuminato (ambra) sull’alimentatore.

4. Spegnere l’alimentatore guasto e scollegare il cavo di alimentazione:

a. Spegnere l’interruttore di alimentazione dell’alimentatore.

b. Aprire il fermo del cavo di alimentazione e scollegare il cavo di alimentazione dall’alimentatore.

c. Scollegare il cavo di alimentazione dalla presa di corrente.

5. Premere il fermo arancione sulla maniglia della camma dell’alimentatore fino a rilasciarla, quindi aprire la
maniglia della camma per rilasciare completamente l’alimentatore dal piano intermedio.

L’illustrazione seguente si applica a un alimentatore utilizzato in uno shelf di dischi DS224C o DS212C;
tuttavia, il dispositivo di chiusura funziona allo stesso modo per gli alimentatori utilizzati negli shelf di dischi
DS460C.

6. Utilizzare la maniglia della camma per estrarre l’alimentatore dallo shelf del disco.

Se si dispone di un ripiano per dischi DS224C o DS212C, rimuovendo l’alimentatore, un’aletta si apre per
bloccare lo spazio vuoto. Questo aiuta a mantenere il flusso d’aria e il raffreddamento.

Quando si maneggia un alimentatore, utilizzare sempre due mani per sostenerne il peso.
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7. Assicurarsi che l’interruttore on/off del nuovo alimentatore sia in posizione off.

8. Con la maniglia a camma del nuovo alimentatore in posizione aperta, utilizzare due mani per sostenere e
allineare i bordi del nuovo alimentatore con l’apertura del ripiano del disco. Quindi, spingere con decisione
il nuovo alimentatore fino a quando non tocca il piano centrale.

Non esercitare una forza eccessiva quando si inserisce l’alimentatore nello shelf del disco,
poiché si potrebbero danneggiare i connettori.

9. Chiudere la maniglia della camma in modo che il fermo scatti in posizione di blocco e l’alimentatore sia
inserito completamente.

10. Ricollegare il cavo di alimentazione e accendere il nuovo alimentatore:

a. Ricollegare il cavo di alimentazione alla fonte di alimentazione.

b. Ricollegare il cavo di alimentazione all’alimentatore e fissarlo con il relativo fermo.

c. Accendere l’interruttore di alimentazione.

Il LED di alimentazione (verde) e il LED di attenzione (ambra) dell’alimentatore si accendono. Entro 40
secondi, il LED di attenzione (ambra) si spegne.

11. Restituire la parte guasta a NetApp, come descritto nelle istruzioni RMA fornite con il kit.

Contattare il supporto tecnico all’indirizzo "Supporto NetApp", 888-463-8277 (Nord America), 00-800-44-
638277 (Europa) o +800-800-80-800 (Asia/Pacifico) se si necessita del numero RMA o di ulteriore
assistenza per la procedura di sostituzione.
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