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Architettura di rete

Panoramica dell’architettura di rete

L’architettura di rete per un’implementazione di un data center ONTAP in genere è
costituita da un’interconnessione cluster, una rete di gestione per l’amministrazione del
cluster e una rete dati. Le schede di interfaccia di rete (NIC) forniscono porte fisiche per
le connessioni Ethernet. Gli HBA (host bus adapter) forniscono porte fisiche per le
connessioni FC.

Porte logiche

Oltre alle porte fisiche fornite su ciascun nodo, è possibile utilizzare porte logiche per
gestire il traffico di rete. Le porte logiche sono gruppi di interfacce o VLAN.

Gruppi di interfacce

Gruppi di interfacce combina più porte fisiche in una singola “porta trunk” logica. È possibile creare un gruppo
di interfacce costituito da porte provenienti da NIC in slot PCI diversi per evitare un errore di slot che riduce il
traffico business-critical.

Un gruppo di interfacce può essere monomodale, multimodale o multimodale dinamica. Ogni modalità offre
diversi livelli di tolleranza agli errori. Per bilanciare il carico del traffico di rete, è possibile utilizzare entrambi i
tipi di gruppo di interfacce multimodali.
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VLAN

VLAN separa il traffico da una porta di rete (che potrebbe essere un gruppo di interfacce) in segmenti logici
definiti in base alla porta dello switch, piuttosto che in base ai confini fisici. Le stazioni finali appartenenti a una
VLAN sono correlate in base alla funzione o all’applicazione.

È possibile raggruppare le stazioni finali per reparto, ad esempio Engineering and Marketing, o per progetto,
ad esempio release1 e release2. Poiché la prossimità fisica delle stazioni finali è irrilevante in una VLAN, le
stazioni finali possono essere geograficamente remote.

Supporto per tecnologie di rete standard di settore

ONTAP supporta tutte le principali tecnologie di rete standard di settore. Le tecnologie
chiave includono IPspaces, bilanciamento del carico DNS e trap SNMP.

I domini di broadcast, i gruppi di failover e le subnet sono descritti nella Failover del percorso NAS.

IPspaces

È possibile utilizzare un IPSpace per creare uno spazio di indirizzi IP distinto per ciascun server di dati virtuale
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in un cluster. In questo modo, i client in domini di rete separati a livello amministrativo possono accedere ai dati
del cluster utilizzando indirizzi IP sovrapposti dallo stesso intervallo di subnet di indirizzi IP.

Un provider di servizi, ad esempio, potrebbe configurare diversi spazi IP per i tenant utilizzando gli stessi
indirizzi IP per accedere a un cluster.

Bilanciamento del carico DNS

È possibile utilizzare bilanciamento del carico DNS per distribuire il traffico di rete degli utenti tra le porte
disponibili. Un server DNS seleziona dinamicamente un’interfaccia di rete per il traffico in base al numero di
client montati sull’interfaccia.

Trap SNMP

È possibile utilizzare trap SNMP per controllare periodicamente la presenza di soglie operative o errori. I trap
SNMP catturano le informazioni di monitoraggio del sistema inviate in modo asincrono da un agente SNMP a
un gestore SNMP.

Conformità FIPS

ONTAP è conforme agli standard federali sull’elaborazione delle informazioni (FIPS) 140-2 per tutte le
connessioni SSL. È possibile attivare e disattivare la modalità SSL FIPS, impostare i protocolli SSL a livello
globale e disattivare le crittografie deboli come RC4.

Panoramica di RDMA

Le offerte Remote Direct Memory Access (RDMA) di ONTAP supportano carichi di lavoro
sensibili alla latenza e a elevata larghezza di banda. RDMA consente di copiare i dati
direttamente tra la memoria del sistema di storage e la memoria del sistema host,
eludendo le interruzioni della CPU e l’overhead.

NFS su RDMA

A partire da ONTAP 9.10.1, è possibile eseguire la configurazione "NFS su RDMA" Per consentire l’utilizzo
dello storage NVIDIA GPUDirect per carichi di lavoro con accelerazione GPU su host con GPU NVIDIA
supportate.

RDMA non è supportato con il protocollo SMB.

RDMA di Cluster Interconnect

Cluster Interconnect RDMA riduce la latenza, diminuisce i tempi di failover e accelera la comunicazione tra i
nodi in un cluster.

A partire da ONTAP 9.10.1, cluster Interconnect RDMA è supportato per determinati sistemi hardware, se
utilizzato con le schede di rete del cluster X1151A. A partire da ONTAP 9.13.1, le schede di rete X91153A
supportano anche la interconnessione in cluster RDMA. Consultare la tabella per sapere quali sistemi sono
supportati nelle diverse versioni di ONTAP.
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Sistemi Versioni di ONTAP supportate

• AFF A50

• AFF A30

• AFF A20

• AFF C80

• AFF C60

• AFF C30

• ASA A50

• ASA A30

• ASA A20

ONTAP 9.16.1 e versioni successive

• AFF A1K

• AFF A90

• AFF A70

• ASA A1K

• ASA A90

• ASA A70

• FAS90

• FAS70

ONTAP 9.15.1 e versioni successive

• AFF A900

• ASA A900

• FAS9500

ONTAP 9.13.1 e versioni successive

• AFF A400

• ASA A400

ONTAP 9.10.1 e versioni successive

Dato l’impostazione appropriata del sistema di storage, non è necessaria alcuna configurazione aggiuntiva per
utilizzare l’interfaccia RDMA di cluster Interconnect.
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