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Configurare NDMP con ambito SVM
Abilitare NDMP con ambito SVM sul cluster ONTAP

Se il DMA supporta I'estensione CAB (Cluster Aware Backup), &€ possibile eseguire il
backup di tutti i volumi ospitati su diversi nodi di un cluster attivando NDMP con ambito
SVM, attivando il servizio NDMP sul cluster (SVM amministrativa) e configurando i LIF
per la connessione dati e di controllo.

Prima di iniziare
L'estensione DELLA CABINA deve essere supportata dal DMA.

A proposito di questa attivita
La disattivazione della modalita NDMP con ambito nodo attiva la modalita NDMP con ambito SVM sul cluster.

Fasi
1. Abilita la modalita NDMP SVM-scoped:

clusterl::> system services ndmp node-scope-mode off

La modalita NDMP SVM-scoped € abilitata.

2. Attivare il servizio NDMP sulla SVM di amministrazione:

clusterl::> vserver services ndmp on -vserver clusterl

Il tipo di autenticazione & impostato su challenge per impostazione predefinita, I'autenticazione in chiaro
e disattivata.

(D Per una comunicazione sicura, € necessario disattivare I'autenticazione in chiaro.

3. Verificare che il servizio NDMP sia abilitato:

clusterl::> vserver services ndmp show

Vserver Enabled Authentication type

clusterl true challenge
vsl false challenge



Abilitare gli utenti di backup per I'autenticazione ONTAP
NDMP

Per autenticare NDMP con ambito SVM dall'applicazione di backup, € necessario
disporre di un utente amministrativo con privilegi sufficienti e di una password NDMP.

A proposito di questa attivita

E necessario generare una password NDMP per gli utenti amministratori del backup. E possibile abilitare gli
utenti amministratori di backup a livello di cluster o SVM e, se necessario, creare un nuovo utente. Per
impostazione predefinita, gli utenti con i seguenti ruoli possono eseguire I'autenticazione per il backup NDMP:

* Alivello di cluster: admin oppure backup

* SVM individuali: vsadmin oppure vsadmin-backup

Se si utilizza un utente NIS o LDAP, l'utente deve esistere sul rispettivo server. Non & possibile utilizzare un
utente Active Directory.

Fasi
1. Visualizza gli utenti e i permessi di amministrazione correnti:

security login show
Ulteriori informazioni su security login show nella "Riferimento al comando ONTAP".

2. Se necessario, creare un nuovo utente di backup NDMP con security login create E il ruolo
appropriato per i privilegi SVM a livello di cluster o singoli.

E possibile specificare un nome utente per il backup locale o un nome utente NIS o LDAP per —user-or
—-group-name parametro.

Il seguente comando crea l'utente di backup backup adminl con backup ruolo per l'intero cluster:

clusterl::> security login create -user-or—-group-name backup adminl
-application ssh -authmethod password -role backup

Il seguente comando crea l'utente di backup vsbackup adminl con vsadmin-backup Ruolo diuna
singola SVM:

clusterl::> security login create -user-or-group-name vsbackup adminl
—application ssh —-authmethod password -role vsadmin-backup

Inserire una password per il nuovo utente e confermare.
Ulteriori informazioni su security login create nella "Riferimento al comando ONTAP".

3. Generare una password per la SVM amministrativa utilizzando vserver services ndmp generate
password comando.

La password generata deve essere utilizzata per autenticare la connessione NDMP dall’applicazione di
backup.


https://docs.netapp.com/us-en/ontap-cli/security-login-show.html
https://docs.netapp.com/us-en/ontap-cli/security-login-create.html

clusterl::> vserver services ndmp generate-password -vserver clusterl

-user backup adminl

Vserver: clusterl
User: backup adminl
Password: gG5CgQHYxw7tE57g

Configurare ONTAP LIF per NDMP con ambito SVM

E necessario identificare le LIF che verranno utilizzate per stabilire una connessione dati

tra le risorse di dati e nastro e per controllare la connessione tra la SVM amministrativa e
I'applicazione di backup. Dopo aver identificato le LIF, devi verificare che siano impostati i
criteri di servizio e failover.

@ A partire da ONTAP 9.10.1, le policy firewall sono obsolete e completamente sostituite con le
policy di servizio LIF. Per ulteriori informazioni, vedere "Gestione del traffico supportato".


https://docs.netapp.com/it-it/ontap/networking/manage_supported_traffic.html

ONTAP 9.10.1 o versione successiva
Fasi

1. |dentificare la LIF intercluster nei nodi usando il comando con network interface show il
-service-policy parametro

network interface show -service-policy default-intercluster
Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

2. |dentifica la LIF di gestione ospitata sui nodi usando il network interface show comando
insieme al -service-policy parametro.

network interface show -service-policy default-management
3. Assicurarsi che la intercluster LIF includa il backup-ndmp-control servizio:
network interface service-policy show

Ulteriori informazioni su network interface service-policy show nella "Riferimento al
comando ONTAP".

4. Assicurarsi che la policy di failover sia impostata correttamente per tutte le LIF:

a. Verificare che il criterio di failover per la LIF di gestione del cluster sia impostato su broadcast-
domain-wide 'E il criterio per le LIF di gestione di intercluster e nodi
¢ impostato su “local-only utilizzando network interface show -failover
comando.

Il seguente comando visualizza il criterio di failover per le LIF di gestione del cluster,
dell'intercluster e dei nodi:


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-show.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-show.html

clusterl::> network interface show -failover

Logical Home Failover Failover
Vserver Interface Node:Port Policy Group
cluster clusterl clusl clusterl-l:e0a local-only cluster
Failover
Targets:
clusterl cluster mgmt clusterl-1:e0Om broadcast- Default
domain-wide
Failover
Targets:
IC1l clusterl-1:e0a 1local-only Default
Failover
Targets:
IC2 clusterl-1:e0b 1local-only Default
Failover
Targets:
clusterl-1 cl-1 mgmtl clusterl-1:e0Om local-only Default
Failover
Targets:
clusterl-2 cl-2 mgmtl clusterl-2:e0m local-only Default
Failover
Targets:

a. Se i criteri di failover non sono impostati correttamente, modificare il criterio di failover utilizzando
network interface modify conil -failover-policy parametro

clusterl::> network interface modify -vserver clusterl -1if IC1
-failover-policy local-only
Ulteriori informazioni su network interface modify nella "Riferimento al comando ONTAP".

5. Specificare le LIF richieste per la connessione dati utilizzando vserver services ndmp modify
conil preferred-interface-role parametro

clusterl::> vserver services ndmp modify -vserver clusterl

-preferred-interface-role intercluster,cluster-mgmt, node-mgmt


https://docs.netapp.com/us-en/ontap-cli/network-interface-modify.html

6. Verificare che il ruolo di interfaccia preferito sia impostato per il cluster utilizzando vserver
services ndmp show comando.

clusterl::> vserver services ndmp show -vserver clusterl

Vserver: clusterl
NDMP Version: 4

Preferred Interface Role: intercluster, cluster-mgmt, node-mgmt

ONTAP 9.9 o versioni precedenti
Fasi

1. Identificare le LIF di gestione di intercluster, cluster e nodi utilizzando network interface show
con il -role parametro.

Il seguente comando visualizza le LIF dell’intercluster:

clusterl::> network interface show -role intercluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
clusterl IC1 up/up 192.0.2.65/24 clusterl-1
ela true
clusterl IC2 up/up 192.0.2.68/24 clusterl-2
eOb true

Il sequente comando visualizza la LIF di gestione del cluster:

clusterl::> network interface show -role cluster-mgmt

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
clusterl cluster mgmt up/up 192.0.2.60/24 clusterl-2

eOM true



Il sequente comando visualizza le LIF di gestione dei nodi:

clusterl::> network interface show -role node-mgmt

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
clusterl clusterl-1 mgmtl wup/up 192.0.2.69/24 clusterl-1
e(OM true

clusterl-2 mgmtl wup/up 192.0.2.70/24 clusterl-2
eOM true

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

2. Assicurarsi che il criterio firewall sia abilitato per NDMP sulle (‘node-mgmt’interfacce LIF intercluster,
cluster-("cluster-mgmt'management ) e Node-management ):

a. Verificare che il criterio firewall sia abilitato per NDMP utilizzando system services firewall
policy show comando.

Il seguente comando visualizza il criterio del firewall per la LIF di gestione del cluster:

clusterl::> system services firewall policy show -policy cluster

Vserver Policy Service Allowed

cluster cluster dns 0.0.0.0/0
http 0.0.0.0/0
https 0.0.0.0/0
ndmp 0.0.0.0/0
ndmps 0.0.0.0/0
ntp 0.0.0.0/0
rsh 0.0.0.0/0
snmp 0.0.0.0/0
ssh 0.0.0.0/0
telnet 0.0.0.0/0

10 entries were displayed.

Il seguente comando visualizza il criterio firewall per la LIF dell'intercluster:


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

clusterl::> system services firewall policy show

intercluster

Vserver Policy Service Allowed

clusterl intercluster dns =
http -
https -
ndmp 0.0.0.0/0,
ndmps -
ntp -
rsh =
ssh =
telnet =
9 entries were displayed.

-policy

::/0

Il seguente comando visualizza il criterio firewall per la LIF di gestione dei nodi:

clusterl::> system services firewall policy show

Vserver Policy Service Allowed

clusterl-1 mgmt dns 0.0.0.0/0,
http 0.0.0.0/0,
https 0.0.0.0/0,
ndmp 0.0.0.0/0,
ndmps 0.0.0.0/0,
ntp 0.0.0.0/0,
rsh -
snmp 0.0.0.0/0,
ssh 0 .0/0,
telnet =

10 entries were displayed.

-policy mgmt

:/0
:/0

b. Se il criterio del firewall non & attivato, attivare il criterio del firewall utilizzando system

services firewall policy modify conil -service parametro.

Il seguente comando abilita il criterio firewall per la LIF dell’intercluster:

clusterl::> system services firewall policy modify -vserver clusterl

-policy intercluster -service ndmp 0.0.0.0/0

3. Assicurarsi che la policy di failover sia impostata correttamente per tutte le LIF:



a. Verificare che il criterio di failover per la LIF di gestione del cluster sia impostato su broadcast-
domain-wide E il criterio per le LIF di gestione di intercluster e nodi
& impostato su "local-only utilizzando network interface show -failover

comando.

Il seguente comando visualizza il criterio di failover per le LIF di gestione del cluster,

dell’intercluster e dei nodi:

clusterl::> network interface show -failover

Logical
Failover
Vserver Interface
Group
cluster clusterl clusl
cluster
Targets:
clusterl cluster mgmt

wide Default

Targets:

IC1
Default
Targets:

IC2
Default
Targets:

clusterl-1
Default

clusterl-1 mgmtl

Targets:

clusterl-2
Default

clusterl-2 mgmtl

Targets:

Home

Node: Port

clusterl-1:e0a

clusterl-1:e0m

clusterl-1:e0a

clusterl-1:e0b

clusterl-1:e0m

clusterl-2:e0m

Failover

Policy

local-only

Failover

broadcast-domain-

Failover

local-only

Failover

local-only

Failover

local-only

Failover

local-only

Failover
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a. Se i criteri di failover non sono impostati correttamente, modificare il criterio di failover utilizzando
network interface modifyconil -failover-policy parametro.

clusterl::> network interface modify -vserver clusterl -1if IC1
-failover-policy local-only

Ulteriori informazioni su network interface modify nella "Riferimento al comando ONTAP".

4. Specificare le LIF richieste per la connessione dati utilizzando vserver services ndmp modify
con il preferred-interface-role parametro.

clusterl::> vserver services ndmp modify -vserver clusterl

-preferred-interface-role intercluster,cluster-mgmt, node-mgmt

5. Verificare che il ruolo di interfaccia preferito sia impostato per il cluster utilizzando vserver
services ndmp show comando.

clusterl::> vserver services ndmp show -vserver clusterl

Vserver: clusterl
NDMP Version: 4

Preferred Interface Role: intercluster, cluster-mgmt,
node-mgmt


https://docs.netapp.com/us-en/ontap-cli/network-interface-modify.html
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