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Configurare le LIF tra cluster

Configurare le LIF intercluster ONTAP su porte dati

condivise

E possibile configurare le LIF di intercluster sulle porte condivise con la rete dati. In

questo modo si riduce il numero di porte necessarie per la rete tra cluster.

Fasi

1. Elencare le porte nel cluster:

network port show

Ulteriori informazioni su network port show nella "Riferimento al comando ONTAP".

L'esempio seguente mostra le porte di rete in cluster01:

cluster0l::> network port show

(Mbps)
Node Port

cluster01-01
ela
eOb
elc
eld

cluster01-02
ela
eOb
elc
e0d

Cluster
Cluster
Default
Default

Cluster
Cluster
Default
Default

Broadcast Domain Link

Cluster
Cluster
Default
Default

Cluster
Cluster
Default
Default

up
up
up
up

up
up
up
up

1500
1500
1500
1500

1500
1500
1500
1500

Speed

Admin/Oper

auto/1000
auto/1000
auto/1000
auto/1000

auto/1000
auto/1000
auto/1000
auto/1000

2. Creazione di LIF intercluster da una SVM di amministrazione (IPSpace predefinito) o da una SVM di
sistema (IPSpace personalizzato):

Opzione

In ONTAP 9.6 e versioni successive:

Descrizione

network interface create -vserver

system SVM -1if LIF name -service

-policy default-intercluster -home
—-node node -home-port port -address

port IP -netmask netmask


https://docs.netapp.com/us-en/ontap-cli/network-port-show.html

Opzione Descrizione

In ONTAP 9.5 e versioni precedenti: network interface create -vserver
system SVM -1if LIF name -role
intercluster -home-node node -home
-port port -address port IP —netmask
netmask

Ulteriori informazioni su network interface create nella "Riferimento al comando ONTAP".

Nell’esempio seguente vengono create le LIF tra cluster cluster01 icl0l e. cluster0l icl02:

cluster0l::> network interface create -vserver cluster0l -1if
cluster0l icl0l -service-

policy default-intercluster -home-node cluster01-01 -home-port eOc
—address 192.168.1.201

-netmask 255.255.255.0

cluster0l::> network interface create -vserver cluster0l -1if
cluster0l icl02 -service-

policy default-intercluster -home-node cluster(01-02 -home-port eOc
—address 192.168.1.202

-netmask 255.255.255.0

3. Verificare che le LIF dell’intercluster siano state create:

Opzione Descrizione

In ONTAP 9.6 e versioni successive: network interface show -service-policy
default-intercluster

In ONTAP 9.5 e versioni precedenti: network interface show -role
intercluster

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".
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cluster0l::> network interface show -service-policy default-intercluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
clusterO1
cluster0l icl01
up/up 192.168.1.201/24 cluster01-01 eOc
true
cluster0l icl02
up/up 192.168.1.202/24 cluster01-02 eOc
true

4. Verificare che le LIF dell'intercluster siano ridondanti:

Opzione

In ONTAP 9.6 e versioni successive:

In ONTAP 9.5 e versioni precedenti:

Descrizione

network interface show —-service-policy
default-intercluster -failover

network interface show -role
intercluster -failover

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

L'esempio seguente mostra che le LIF dell'intercluster cluster0l1 icl01l e. cluster0l icl02 sueOc

viene eseguito il failover della porta su e0d porta.

cluster0l::> network interface show -service-policy default-intercluster

—-failover

Logical Home
Vserver Interface Node:Port
cluster01l

cluster0l icl01
192.168.1.201/24

Failover Targets:

cluster0l icl02
192.168.1.201/24

Failover Targets:

cluster01-01:e0c

cluster01-02:e0c

Failover Failover

Policy Group

local-only

cluster01-01:e0c,
cluster01-01:e0d
local-only

cluster01-02:e0c,
cluster01-02:e0d
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Configurare la LIF intercluster ONTAP su porte dedicate

E possibile configurare le LIF tra cluster su porte dedicate. In genere, aumenta la

larghezza di banda disponibile per il traffico di replica.

Fasi

1. Elencare le porte nel cluster:

network port show
Ulteriori informazioni su network port show nella "Riferimento al comando ONTAP".

L'esempio seguente mostra le porte di rete in cluster01:

cluster0l::> network port show

(Mbps)
Node Port

cluster01-01
ela
eOb
elc
e0d
ele
e0f

cluster01-02
ela
elb
elc
eld
ele
e0f

2. Determinare quali porte sono disponibili per la comunicazione tra cluster:

network interface show -fields home-port,curr-port

Cluster
Cluster
Default
Default
Default
Default

Cluster
Cluster
Default
Default
Default
Default

Broadcast Domain Link

Cluster
Cluster
Default
Default
Default
Default

Cluster
Cluster
Default
Default
Default
Default

up
up
up
up
up
up

up
up
up
up
up
up

1500
1500
1500
1500
1500
1500

1500
1500
1500
1500
1500
1500

Speed

Admin/Oper

auto/1000
auto/1000
auto/1000
auto/1000
auto/1000
auto/1000

auto/1000
auto/1000
auto/1000
auto/1000
auto/1000
auto/1000

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

L'esempio seguente mostra le porte e0e e. e0f Non sono stati assegnati LIF:


https://docs.netapp.com/us-en/ontap-cli/network-port-show.html
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cluster0l::> network interface show -fields home-port,curr-port

vserver 1if home-port curr-port
Cluster cluster01-01 clusl ela ela
Cluster cluster01-01 clus2 e0b e0b
Cluster cluster01-02 clusl ela ela
Cluster cluster01-02 clus2 eOb eOb
cluster0O1l

cluster mgmt elc elc
cluster(O1l

cluster01-01 mgmtl elc elc
cluster(O1l

cluster01-02 mgmtl elc elc

3. Creare un gruppo di failover per le porte dedicate:

network interface failover-groups create -vserver system SVM -failover-group
failover group -targets physical or logical ports

Nell’esempio seguente vengono assegnati i port e0e e. e0f al gruppo di failover intercluster01 Sul
sistema SVM cluster01:

cluster0l::> network interface failover-groups create -vserver cluster(Ol
-failover-group

intercluster0l -targets
cluster01-01:e0e,cluster01-01:e0f,cluster01-02:e0e,cluster01-02:e0f

4. Verificare che il gruppo di failover sia stato creato:
network interface failover-groups show

Ulteriori informazioni su network interface failover-groups show nella "Riferimento al comando
ONTAP".
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cluster0l::> network interface failover-groups show
Failover

Vserver Group Targets

Cluster
Cluster
cluster01-01:e0a, cluster01-01:e0b,
cluster01-02:e0a, cluster01-02:e0b
cluster(O1l
Default
cluster01-01:e0c, cluster01-01:e0d,
cluster01-02:e0c, cluster01-02:e0d,
cluster01-01:e0e, cluster01-01:e0f
cluster01-02:e0e, cluster01-02:e0f
intercluster01

cluster01-01:e0e, cluster01-01:e0f
cluster01-02:e0e, cluster01-02:e0f

5. Creare LIF intercluster sulla SVM di sistema e assegnarle al gruppo di failover.

Opzione Descrizione

In ONTAP 9.6 e versioni successive: network interface create -vserver
system SVM -1if LIF name -service
-policy default-intercluster -home
-node node -home- port port -address
port IP -netmask netmask -failover
-group failover group

In ONTAP 9.5 e versioni precedenti: network interface create -vserver
system SVM -1if LIF name -role
intercluster -home-node node -home
-port port -address port IP —netmask
netmask -failover-group failover group

Ulteriori informazioni su network interface create nella "Riferimento al comando ONTAP".

Nell'esempio seguente vengono create le LIF tra cluster cluster01 icl0l e.cluster0l icl02 nel
gruppo di failover intercluster01:


https://docs.netapp.com/us-en/ontap-cli/network-interface-create.html

cluster0l::> network interface create -vserver cluster0l -1if

cluster0l icl0l -service-

policy default-intercluster -home-node cluster01-01 -home-port eOe

—address 192.168.1.201

-netmask 255.255.255.0 -failover—-group intercluster0l

cluster0l::> network interface create -vserver cluster(0l -1if

cluster0l icl02 -service-

policy default-intercluster -home-node cluster01-02 -home-port ele

—address 192.168.1.202

-netmask 255.255.255.0 -failover-group intercluster0l

6. Verificare che le LIF dell’intercluster siano state create:

Opzione

In ONTAP 9.6 e versioni successive:

In ONTAP 9.5 e versioni precedenti:

Descrizione

network interface show -service-policy
default-intercluster

network interface show -role
intercluster

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

cluster0l::> network interface show -service-policy default-intercluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
clusterO1
cluster0l icl01
up/up 192.168.1.201/24 cluster01-01 eOQe
true
cluster0l icl02
up/up 192.168.1.202/24 cluster01-02 eOf
true

7. Verificare che le LIF dell’intercluster siano ridondanti:


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

Opzione Descrizione

In ONTAP 9.6 e versioni successive: network interface show -service-policy
default-intercluster -failover

In ONTAP 9.5 e versioni precedenti: network interface show -role
intercluster -failover

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

L’esempio seguente mostra che le LIF dell'intercluster cluster0l icl01l e.cluster0l icl02 Su
SVMeO0e viene eseguito il failover della porta su e0f porta.

cluster(0l::> network interface show -service-policy default-intercluster

—failover

Logical Home Failover Failover
Vserver Interface Node:Port Policy Group
cluster0l

cluster0l icl0l cluster01-01:e0e local-only
intercluster01

Failover Targets: cluster01-01:e0e,
cluster01-01:e0f
cluster0l icl02 cluster01-02:e0e local-only
intercluster01l
Failover Targets: cluster01-02:e0e,
cluster01-02:e0f

Configurare le LIF intercluster ONTAP in IPSpace
personalizzati

E possibile configurare le LIF di intercluster in spazi IPpersonalizzati. In questo modo &
possibile isolare il traffico di replica in ambienti multitenant.

Quando si crea un IPSpace personalizzato, il sistema crea una SVM (System Storage Virtual Machine) che
funge da contenitore per gli oggetti di sistema in tale IPSpace. E possibile utilizzare la nuova SVM come

container per qualsiasi LIF di intercluster nel nuovo IPSpace. Il nuovo SVM ha lo stesso nome dell'lPSpace
personalizzato.

Fasi
1. Elencare le porte nel cluster:

network port show

Ulteriori informazioni su network port show nella "Riferimento al comando ONTAP".
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L'esempio seguente mostra le porte di rete in cluster01:

cluster(0l::> network port show

(Mbps)
Node Port

cluster01-01
ela
e0b
elc
e0d
ele
e0f

cluster01-02
ela
eOb
elc
e0d
ele
e0f

2. Creare spazi IP personalizzati sul cluster:

Cluster
Cluster
Default
Default
Default
Default

Cluster
Cluster
Default
Default
Default
Default

Broadcast Domain Link

Cluster
Cluster
Default
Default
Default
Default

Cluster
Cluster
Default
Default
Default
Default

network ipspace create -ipspace ipspace

Nell’esempio seguente viene creato I'lPSpace personalizzato ipspace-IC1:

up
up
up
up
up
up

up
up
up
up
up
up

1500
1500
1500
1500
1500
1500

1500
1500
1500
1500
1500
1500

cluster0l::> network ipspace create -ipspace ipspace-IC1l

Speed

Admin/Oper

auto/1000
auto/1000
auto/1000
auto/1000
auto/1000
auto/1000

auto/1000
auto/1000
auto/1000
auto/1000
auto/1000
auto/1000

Ulteriori informazioni su network ipspace create nella "Riferimento al comando ONTAP".

3. Determinare quali porte sono disponibili per la comunicazione tra cluster:

network interface show -fields home-port, curr-port

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

L'esempio seguente mostra le porte e0e e. e0f Non sono stati assegnati LIF:


https://docs.netapp.com/us-en/ontap-cli/network-ipspace-create.html
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cluster0l::> network interface show -fields home-port,curr-port

vserver 1if home-port curr-port
Cluster cluster0l clusl ela ela
Cluster cluster0l clus?2 e0b e0b
Cluster cluster02 clusl ela ela
Cluster cluster02 clus?2 e0b e0b
clusterO1

cluster mgmt elc elc
cluster(O1l

cluster01-01 mgmtl elc elc
cluster(O1l

cluster01-02 mgmtl elc elc

4. Rimuovere le porte disponibili dal dominio di trasmissione predefinito:

5.
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network port broadcast-domain remove-ports -broadcast-domain Default -ports
ports

Una porta non puo trovarsi in piu di un dominio di trasmissione alla volta. Ulteriori informazioni su network
port broadcast-domain remove-ports nella "Riferimento al comando ONTAP".

Nell’esempio seguente vengono rimosse le porte e0e e. e0f dal dominio di trasmissione predefinito:

cluster(0l::> network port broadcast-domain remove-ports -broadcast
-domain Default -ports
cluster01-01:e0e,cluster01-01:e0f,cluster01-02:e0e,cluster01-02:e0f
Verificare che le porte siano state rimosse dal dominio di trasmissione predefinito:
network port show

Ulteriori informazioni su network port show nella "Riferimento al comando ONTAP".

L'esempio seguente mostra le porte eOe e. e0f sono stati rimossi dal dominio di trasmissione predefinito:


https://docs.netapp.com/us-en/ontap-cli/network-port-broadcast-domain-remove-ports.html
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cluster0l::> network port show
Speed (Mbps)
Node Port IPspace Broadcast Domain Link MTU Admin/Oper

cluster01-01

ela Cluster Cluster up 9000 auto/1000
e0lb Cluster Cluster up 9000 auto/1000
elc Default Default up 1500 auto/1000
eld Default Default up 1500 auto/1000
ele Default - up 1500 auto/1000
e0f Default - up 1500 auto/1000
elg Default Default up 1500 auto/1000
cluster01-02
ela Cluster Cluster up 9000 auto/1000
elb Cluster Cluster up 9000 auto/1000
elc Default Default up 1500 auto/1000
e0d Default Default up 1500 auto/1000
ele Default - up 1500 auto/1000
e0f Default - up 1500 auto/1000
elg Default Default up 1500 auto/1000

6. Creare un dominio di broadcast nell'lPSpace personalizzato:

network port broadcast-domain create -ipspace ipspace -broadcast-domain
broadcast domain -mtu MTU -ports ports

Nell’esempio seguente viene creato il dominio di trasmissione ipspace-IC1-bd In IPSpace ipspace-
ICI:

cluster0l::> network port broadcast-domain create -ipspace ipspace-ICl
-broadcast-domain

ipspace-ICl-bd -mtu 1500 -ports cluster01-0l:e0e,cluster01-01:e0f,
cluster01-02:e0e,cluster01-02:e0f

7. Verificare che il dominio di trasmissione sia stato creato:

network port broadcast-domain show

Ulteriori informazioni su network port broadcast-domain show nella "Riferimento al comando
ONTAP".
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https://docs.netapp.com/us-en/ontap-cli/network-port-broadcast-domain-show.html

cluster0l::> network port broadcast-domain show

IPspace Broadcast

Name Domain Name MTU
Cluster Cluster 9000
Default Default 1500

ipspace-IC1l
ipspace-ICl-bd
1500

Port List

cluster01-01:
cluster01-01:
cluster01-02:
cluster01-02:

cluster01-01:
cluster01-01:
cluster01-01:
cluster01-01:
cluster01-02:
cluster01-02:
cluster01-02:
cluster01-02:

cluster01-01:
cluster01-01:
cluster01-02:
cluster01-02:

Update

Status Details

ela complete
eOb complete
ela complete
e0b complete
elc complete
e0d complete
e0f complete
elg complete
elc complete
eld complete
eOf complete
elg complete
ele complete
e0f complete
ele complete
e0f complete

8. Creare LIF diintercluster sulla SVM di sistema e assegnarle al dominio di trasmissione:

Opzione

In ONTAP 9.6 e versioni successive:

In ONTAP 9.5 e versioni precedenti:

Descrizione

network interface create -vserver
system SVM -1if LIF name -service
-policy default-intercluster -home
—-node node -home-port port -address
port IP -netmask netmask

network interface create -vserver
system SVM -1if LIF name -role
intercluster -home-node node -home
-port port -address port IP —netmask
netmask

La LIF viene creata nel dominio di trasmissione a cui € assegnata la porta home. Il dominio di broadcast
dispone di un gruppo di failover predefinito con lo stesso nome del dominio di broadcast. Ulteriori
informazioni su network interface create nella "Riferimento al comando ONTAP".
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Nell'’esempio seguente vengono create le LIF tra cluster cluster01 icl01l e.cluster0l icl02 nel

dominio di broadcast ipspace-ICl-bd:

cluster0l::> network interface create -vserver ipspace-ICl -1if

cluster0l icl0l -service-

policy default-intercluster -home-node cluster01-01 -home-port ele

—address 192.168.1.201
-netmask 255.255.255.0

cluster0l::> network interface create -vserver ipspace-ICl -1if

cluster0l icl02 -service-

policy default-intercluster -home-node cluster01-02 -home-port eOe

—-address 192.168.1.202
-netmask 255.255.255.0

9. Verificare che le LIF dell’intercluster siano state create:

Opzione

In ONTAP 9.6 e versioni successive:

In ONTAP 9.5 e versioni precedenti:

Descrizione

network interface show -service-policy
default-intercluster

network interface show -role
intercluster

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

cluster(0l::> network interface show -service-policy default-intercluster

Logical Status

Current Is

Network Current

Vserver Interface Admin/Oper Address/Mask Node Port

Home

ipspace-ICl

cluster0l iclO1

up/up 192.168.1.201/24 cluster01-01 eOQe
true
cluster0l icl02
up/up 192.168.1.202/24 cluster01-02 eOf
true

10. Verificare che le LIF dell'intercluster siano ridondanti:
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Opzione Descrizione

In ONTAP 9.6 e versioni successive: network interface show -service-policy
default-intercluster -failover

In ONTAP 9.5 e versioni precedenti: network interface show -role
intercluster -failover

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

L’esempio seguente mostra che le LIF dell'intercluster cluster0l icl01l e.cluster0l icl02 Su
SVM e0e failover della porta alla porta’eOf':

cluster(0l::> network interface show -service-policy default-intercluster
—failover
Logical Home Failover Failover
Vserver Interface Node:Port Policy Group
ipspace-IC1l
cluster0l icl0l cluster01-01:e0e local-only
intercluster01
Failover Targets: cluster01-01:e0e,
cluster01-01:e0f
cluster0l icl02 cluster01-02:e0e local-only
intercluster01l
Failover Targets: cluster01-02:e0e,
cluster01-02:e0f
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