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Configurare le LIF tra cluster

Configurare le LIF intercluster ONTAP su porte dati
condivise

È possibile configurare le LIF di intercluster sulle porte condivise con la rete dati. In
questo modo si riduce il numero di porte necessarie per la rete tra cluster.

Fasi

1. Elencare le porte nel cluster:

network port show

Ulteriori informazioni su network port show nella "Riferimento al comando ONTAP".

L’esempio seguente mostra le porte di rete in cluster01:

cluster01::> network port show

                                                             Speed

(Mbps)

Node   Port      IPspace      Broadcast Domain Link   MTU    Admin/Oper

------ --------- ------------ ---------------- ----- -------

------------

cluster01-01

       e0a       Cluster      Cluster          up     1500   auto/1000

       e0b       Cluster      Cluster          up     1500   auto/1000

       e0c       Default      Default          up     1500   auto/1000

       e0d       Default      Default          up     1500   auto/1000

cluster01-02

       e0a       Cluster      Cluster          up     1500   auto/1000

       e0b       Cluster      Cluster          up     1500   auto/1000

       e0c       Default      Default          up     1500   auto/1000

       e0d       Default      Default          up     1500   auto/1000

2. Creazione di LIF intercluster da una SVM di amministrazione (IPSpace predefinito) o da una SVM di
sistema (IPSpace personalizzato):

Opzione Descrizione

In ONTAP 9.6 e versioni successive: network interface create -vserver

system_SVM -lif LIF_name -service

-policy default-intercluster -home

-node node -home-port port -address

port_IP -netmask netmask
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Opzione Descrizione

In ONTAP 9.5 e versioni precedenti: network interface create -vserver

system_SVM -lif LIF_name -role

intercluster -home-node node -home

-port port -address port_IP -netmask

netmask

Ulteriori informazioni su network interface create nella "Riferimento al comando ONTAP".

Nell’esempio seguente vengono create le LIF tra cluster cluster01_icl01 e. cluster01_icl02:

cluster01::> network interface create -vserver cluster01 -lif

cluster01_icl01 -service-

policy default-intercluster -home-node cluster01-01 -home-port e0c

-address 192.168.1.201

-netmask 255.255.255.0

cluster01::> network interface create -vserver cluster01 -lif

cluster01_icl02 -service-

policy default-intercluster -home-node cluster01-02 -home-port e0c

-address 192.168.1.202

-netmask 255.255.255.0

3. Verificare che le LIF dell’intercluster siano state create:

Opzione Descrizione

In ONTAP 9.6 e versioni successive: network interface show -service-policy

default-intercluster

In ONTAP 9.5 e versioni precedenti: network interface show -role

intercluster

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".
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cluster01::> network interface show -service-policy default-intercluster

            Logical    Status     Network            Current

Current Is

Vserver     Interface  Admin/Oper Address/Mask       Node          Port

Home

----------- ---------- ---------- ------------------ -------------

------- ----

cluster01

            cluster01_icl01

                       up/up      192.168.1.201/24   cluster01-01  e0c

true

            cluster01_icl02

                       up/up      192.168.1.202/24   cluster01-02  e0c

true

4. Verificare che le LIF dell’intercluster siano ridondanti:

Opzione Descrizione

In ONTAP 9.6 e versioni successive: network interface show –service-policy

default-intercluster -failover

In ONTAP 9.5 e versioni precedenti: network interface show -role

intercluster -failover

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

L’esempio seguente mostra che le LIF dell’intercluster cluster01_icl01 e. cluster01_icl02 su e0c
viene eseguito il failover della porta su e0d porta.

cluster01::> network interface show -service-policy default-intercluster

–failover

         Logical         Home                  Failover        Failover

Vserver  Interface       Node:Port             Policy          Group

-------- --------------- --------------------- --------------- --------

cluster01

         cluster01_icl01 cluster01-01:e0c   local-only

192.168.1.201/24

                            Failover Targets: cluster01-01:e0c,

                                              cluster01-01:e0d

         cluster01_icl02 cluster01-02:e0c   local-only

192.168.1.201/24

                            Failover Targets: cluster01-02:e0c,

                                              cluster01-02:e0d
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Configurare la LIF intercluster ONTAP su porte dedicate

È possibile configurare le LIF tra cluster su porte dedicate. In genere, aumenta la
larghezza di banda disponibile per il traffico di replica.

Fasi

1. Elencare le porte nel cluster:

network port show

Ulteriori informazioni su network port show nella "Riferimento al comando ONTAP".

L’esempio seguente mostra le porte di rete in cluster01:

cluster01::> network port show

                                                             Speed

(Mbps)

Node   Port      IPspace      Broadcast Domain Link   MTU    Admin/Oper

------ --------- ------------ ---------------- ----- -------

------------

cluster01-01

       e0a       Cluster      Cluster          up     1500   auto/1000

       e0b       Cluster      Cluster          up     1500   auto/1000

       e0c       Default      Default          up     1500   auto/1000

       e0d       Default      Default          up     1500   auto/1000

       e0e       Default      Default          up     1500   auto/1000

       e0f       Default      Default          up     1500   auto/1000

cluster01-02

       e0a       Cluster      Cluster          up     1500   auto/1000

       e0b       Cluster      Cluster          up     1500   auto/1000

       e0c       Default      Default          up     1500   auto/1000

       e0d       Default      Default          up     1500   auto/1000

       e0e       Default      Default          up     1500   auto/1000

       e0f       Default      Default          up     1500   auto/1000

2. Determinare quali porte sono disponibili per la comunicazione tra cluster:

network interface show -fields home-port,curr-port

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

L’esempio seguente mostra le porte e0e e. e0f Non sono stati assegnati LIF:
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cluster01::> network interface show -fields home-port,curr-port

vserver lif                  home-port curr-port

------- -------------------- --------- ---------

Cluster cluster01-01_clus1   e0a       e0a

Cluster cluster01-01_clus2   e0b       e0b

Cluster cluster01-02_clus1   e0a       e0a

Cluster cluster01-02_clus2   e0b       e0b

cluster01

        cluster_mgmt         e0c       e0c

cluster01

        cluster01-01_mgmt1   e0c       e0c

cluster01

        cluster01-02_mgmt1   e0c       e0c

3. Creare un gruppo di failover per le porte dedicate:

network interface failover-groups create -vserver system_SVM -failover-group

failover_group -targets physical _or_logical_ports

Nell’esempio seguente vengono assegnati i port e0e e. e0f al gruppo di failover intercluster01 Sul
sistema SVM cluster01:

cluster01::> network interface failover-groups create -vserver cluster01

-failover-group

intercluster01 -targets

cluster01-01:e0e,cluster01-01:e0f,cluster01-02:e0e,cluster01-02:e0f

4. Verificare che il gruppo di failover sia stato creato:

network interface failover-groups show

Ulteriori informazioni su network interface failover-groups show nella "Riferimento al comando
ONTAP".
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cluster01::> network interface failover-groups show

                                  Failover

Vserver          Group            Targets

---------------- ----------------

--------------------------------------------

Cluster

                 Cluster

                                  cluster01-01:e0a, cluster01-01:e0b,

                                  cluster01-02:e0a, cluster01-02:e0b

cluster01

                 Default

                                  cluster01-01:e0c, cluster01-01:e0d,

                                  cluster01-02:e0c, cluster01-02:e0d,

                                  cluster01-01:e0e, cluster01-01:e0f

                                  cluster01-02:e0e, cluster01-02:e0f

                 intercluster01

                                  cluster01-01:e0e, cluster01-01:e0f

                                  cluster01-02:e0e, cluster01-02:e0f

5. Creare LIF intercluster sulla SVM di sistema e assegnarle al gruppo di failover.

Opzione Descrizione

In ONTAP 9.6 e versioni successive: network interface create -vserver

system_SVM -lif LIF_name -service

-policy default-intercluster -home

-node node -home- port port -address

port_IP -netmask netmask -failover

-group failover_group

In ONTAP 9.5 e versioni precedenti: network interface create -vserver

system_SVM -lif LIF_name -role

intercluster -home-node node -home

-port port -address port_IP -netmask

netmask -failover-group failover_group

Ulteriori informazioni su network interface create nella "Riferimento al comando ONTAP".

Nell’esempio seguente vengono create le LIF tra cluster cluster01_icl01 e. cluster01_icl02 nel
gruppo di failover intercluster01:

6

https://docs.netapp.com/us-en/ontap-cli/network-interface-create.html


cluster01::> network interface create -vserver cluster01 -lif

cluster01_icl01 -service-

policy default-intercluster -home-node cluster01-01 -home-port e0e

-address 192.168.1.201

-netmask 255.255.255.0 -failover-group intercluster01

cluster01::> network interface create -vserver cluster01 -lif

cluster01_icl02 -service-

policy default-intercluster -home-node cluster01-02 -home-port e0e

-address 192.168.1.202

-netmask 255.255.255.0 -failover-group intercluster01

6. Verificare che le LIF dell’intercluster siano state create:

Opzione Descrizione

In ONTAP 9.6 e versioni successive: network interface show -service-policy

default-intercluster

In ONTAP 9.5 e versioni precedenti: network interface show -role

intercluster

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

cluster01::> network interface show -service-policy default-intercluster

            Logical    Status     Network            Current

Current Is

Vserver     Interface  Admin/Oper Address/Mask       Node          Port

Home

----------- ---------- ---------- ------------------ -------------

------- ----

cluster01

            cluster01_icl01

                       up/up      192.168.1.201/24   cluster01-01  e0e

true

            cluster01_icl02

                       up/up      192.168.1.202/24   cluster01-02  e0f

true

7. Verificare che le LIF dell’intercluster siano ridondanti:
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Opzione Descrizione

In ONTAP 9.6 e versioni successive: network interface show -service-policy

default-intercluster -failover

In ONTAP 9.5 e versioni precedenti: network interface show -role

intercluster -failover

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

L’esempio seguente mostra che le LIF dell’intercluster cluster01_icl01 e. cluster01_icl02 Su
SVMe0e viene eseguito il failover della porta su e0f porta.

cluster01::> network interface show -service-policy default-intercluster

–failover

         Logical         Home                  Failover        Failover

Vserver  Interface       Node:Port             Policy          Group

-------- --------------- --------------------- --------------- --------

cluster01

         cluster01_icl01 cluster01-01:e0e   local-only

intercluster01

                            Failover Targets:  cluster01-01:e0e,

                                               cluster01-01:e0f

         cluster01_icl02 cluster01-02:e0e   local-only

intercluster01

                            Failover Targets:  cluster01-02:e0e,

                                               cluster01-02:e0f

Configurare le LIF intercluster ONTAP in IPSpace
personalizzati

È possibile configurare le LIF di intercluster in spazi IPpersonalizzati. In questo modo è
possibile isolare il traffico di replica in ambienti multitenant.

Quando si crea un IPSpace personalizzato, il sistema crea una SVM (System Storage Virtual Machine) che
funge da contenitore per gli oggetti di sistema in tale IPSpace. È possibile utilizzare la nuova SVM come
container per qualsiasi LIF di intercluster nel nuovo IPSpace. Il nuovo SVM ha lo stesso nome dell’IPSpace
personalizzato.

Fasi

1. Elencare le porte nel cluster:

network port show

Ulteriori informazioni su network port show nella "Riferimento al comando ONTAP".

8

https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html
https://docs.netapp.com/us-en/ontap-cli/network-port-show.html


L’esempio seguente mostra le porte di rete in cluster01:

cluster01::> network port show

                                                             Speed

(Mbps)

Node   Port      IPspace      Broadcast Domain Link   MTU    Admin/Oper

------ --------- ------------ ---------------- ----- -------

------------

cluster01-01

       e0a       Cluster      Cluster          up     1500   auto/1000

       e0b       Cluster      Cluster          up     1500   auto/1000

       e0c       Default      Default          up     1500   auto/1000

       e0d       Default      Default          up     1500   auto/1000

       e0e       Default      Default          up     1500   auto/1000

       e0f       Default      Default          up     1500   auto/1000

cluster01-02

       e0a       Cluster      Cluster          up     1500   auto/1000

       e0b       Cluster      Cluster          up     1500   auto/1000

       e0c       Default      Default          up     1500   auto/1000

       e0d       Default      Default          up     1500   auto/1000

       e0e       Default      Default          up     1500   auto/1000

       e0f       Default      Default          up     1500   auto/1000

2. Creare spazi IP personalizzati sul cluster:

network ipspace create -ipspace ipspace

Nell’esempio seguente viene creato l’IPSpace personalizzato ipspace-IC1:

cluster01::> network ipspace create -ipspace ipspace-IC1

Ulteriori informazioni su network ipspace create nella "Riferimento al comando ONTAP".

3. Determinare quali porte sono disponibili per la comunicazione tra cluster:

network interface show -fields home-port,curr-port

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

L’esempio seguente mostra le porte e0e e. e0f Non sono stati assegnati LIF:
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cluster01::> network interface show -fields home-port,curr-port

vserver lif                  home-port curr-port

------- -------------------- --------- ---------

Cluster cluster01_clus1   e0a       e0a

Cluster cluster01_clus2   e0b       e0b

Cluster cluster02_clus1   e0a       e0a

Cluster cluster02_clus2   e0b       e0b

cluster01

        cluster_mgmt         e0c       e0c

cluster01

        cluster01-01_mgmt1   e0c       e0c

cluster01

        cluster01-02_mgmt1   e0c       e0c

4. Rimuovere le porte disponibili dal dominio di trasmissione predefinito:

network port broadcast-domain remove-ports -broadcast-domain Default -ports

ports

Una porta non può trovarsi in più di un dominio di trasmissione alla volta. Ulteriori informazioni su network
port broadcast-domain remove-ports nella "Riferimento al comando ONTAP".

Nell’esempio seguente vengono rimosse le porte e0e e. e0f dal dominio di trasmissione predefinito:

cluster01::> network port broadcast-domain remove-ports -broadcast

-domain Default -ports

cluster01-01:e0e,cluster01-01:e0f,cluster01-02:e0e,cluster01-02:e0f

5. Verificare che le porte siano state rimosse dal dominio di trasmissione predefinito:

network port show

Ulteriori informazioni su network port show nella "Riferimento al comando ONTAP".

L’esempio seguente mostra le porte e0e e. e0f sono stati rimossi dal dominio di trasmissione predefinito:
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cluster01::> network port show

                                                       Speed (Mbps)

Node   Port    IPspace   Broadcast Domain Link   MTU    Admin/Oper

------ ------- --------- --------------- ----- ------- ------------

cluster01-01

       e0a     Cluster    Cluster          up    9000  auto/1000

       e0b     Cluster    Cluster          up    9000  auto/1000

       e0c     Default    Default          up    1500  auto/1000

       e0d     Default    Default          up    1500  auto/1000

       e0e     Default    -                up    1500  auto/1000

       e0f     Default    -                up    1500  auto/1000

       e0g     Default    Default          up    1500  auto/1000

cluster01-02

       e0a     Cluster    Cluster          up    9000  auto/1000

       e0b     Cluster    Cluster          up    9000  auto/1000

       e0c     Default    Default          up    1500  auto/1000

       e0d     Default    Default          up    1500  auto/1000

       e0e     Default    -                up    1500  auto/1000

       e0f     Default    -                up    1500  auto/1000

       e0g     Default    Default          up    1500  auto/1000

6. Creare un dominio di broadcast nell’IPSpace personalizzato:

network port broadcast-domain create -ipspace ipspace -broadcast-domain

broadcast_domain -mtu MTU -ports ports

Nell’esempio seguente viene creato il dominio di trasmissione ipspace-IC1-bd In IPSpace ipspace-
IC1:

cluster01::> network port broadcast-domain create -ipspace ipspace-IC1

-broadcast-domain

ipspace-IC1-bd -mtu 1500 -ports cluster01-01:e0e,cluster01-01:e0f,

cluster01-02:e0e,cluster01-02:e0f

7. Verificare che il dominio di trasmissione sia stato creato:

network port broadcast-domain show

Ulteriori informazioni su network port broadcast-domain show nella "Riferimento al comando
ONTAP".
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cluster01::> network port broadcast-domain show

IPspace Broadcast                                         Update

Name    Domain Name    MTU  Port List                     Status Details

------- ----------- ------  ----------------------------- --------------

Cluster Cluster       9000

                            cluster01-01:e0a              complete

                            cluster01-01:e0b              complete

                            cluster01-02:e0a              complete

                            cluster01-02:e0b              complete

Default Default       1500

                            cluster01-01:e0c              complete

                            cluster01-01:e0d              complete

                            cluster01-01:e0f              complete

                            cluster01-01:e0g              complete

                            cluster01-02:e0c              complete

                            cluster01-02:e0d              complete

                            cluster01-02:e0f              complete

                            cluster01-02:e0g              complete

ipspace-IC1

        ipspace-IC1-bd

                      1500

                            cluster01-01:e0e              complete

                            cluster01-01:e0f              complete

                            cluster01-02:e0e              complete

                            cluster01-02:e0f              complete

8. Creare LIF di intercluster sulla SVM di sistema e assegnarle al dominio di trasmissione:

Opzione Descrizione

In ONTAP 9.6 e versioni successive: network interface create -vserver

system_SVM -lif LIF_name -service

-policy default-intercluster -home

-node node -home-port port -address

port_IP -netmask netmask

In ONTAP 9.5 e versioni precedenti: network interface create -vserver

system_SVM -lif LIF_name -role

intercluster -home-node node -home

-port port -address port_IP -netmask

netmask

La LIF viene creata nel dominio di trasmissione a cui è assegnata la porta home. Il dominio di broadcast
dispone di un gruppo di failover predefinito con lo stesso nome del dominio di broadcast. Ulteriori
informazioni su network interface create nella "Riferimento al comando ONTAP".
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Nell’esempio seguente vengono create le LIF tra cluster cluster01_icl01 e. cluster01_icl02 nel
dominio di broadcast ipspace-IC1-bd:

cluster01::> network interface create -vserver ipspace-IC1 -lif

cluster01_icl01 -service-

policy default-intercluster -home-node cluster01-01 -home-port e0e

-address 192.168.1.201

-netmask 255.255.255.0

cluster01::> network interface create -vserver ipspace-IC1 -lif

cluster01_icl02 -service-

policy default-intercluster -home-node cluster01-02 -home-port e0e

-address 192.168.1.202

-netmask 255.255.255.0

9. Verificare che le LIF dell’intercluster siano state create:

Opzione Descrizione

In ONTAP 9.6 e versioni successive: network interface show -service-policy

default-intercluster

In ONTAP 9.5 e versioni precedenti: network interface show -role

intercluster

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

cluster01::> network interface show -service-policy default-intercluster

            Logical    Status     Network            Current

Current Is

Vserver     Interface  Admin/Oper Address/Mask       Node          Port

Home

----------- ---------- ---------- ------------------ -------------

------- ----

ipspace-IC1

            cluster01_icl01

                       up/up      192.168.1.201/24   cluster01-01  e0e

true

            cluster01_icl02

                       up/up      192.168.1.202/24   cluster01-02  e0f

true

10. Verificare che le LIF dell’intercluster siano ridondanti:

13

https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html


Opzione Descrizione

In ONTAP 9.6 e versioni successive: network interface show -service-policy

default-intercluster -failover

In ONTAP 9.5 e versioni precedenti: network interface show -role

intercluster -failover

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

L’esempio seguente mostra che le LIF dell’intercluster cluster01_icl01 e. cluster01_icl02 Su
SVM e0e failover della porta alla porta`e0f`:

cluster01::> network interface show -service-policy default-intercluster

–failover

         Logical         Home                  Failover        Failover

Vserver  Interface       Node:Port             Policy          Group

-------- --------------- --------------------- --------------- --------

ipspace-IC1

         cluster01_icl01 cluster01-01:e0e   local-only

intercluster01

                            Failover Targets:  cluster01-01:e0e,

                                               cluster01-01:e0f

         cluster01_icl02 cluster01-02:e0e   local-only

intercluster01

                            Failover Targets:  cluster01-02:e0e,

                                               cluster01-02:e0f
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NetApp si riserva il diritto di modificare in qualsiasi momento qualunque prodotto descritto nel presente
documento senza fornire alcun preavviso. NetApp non si assume alcuna responsabilità circa l’utilizzo dei
prodotti o materiali descritti nel presente documento, con l’eccezione di quanto concordato espressamente e
per iscritto da NetApp. L’utilizzo o l’acquisto del presente prodotto non comporta il rilascio di una licenza
nell’ambito di un qualche diritto di brevetto, marchio commerciale o altro diritto di proprietà intellettuale di
NetApp.

Il prodotto descritto in questa guida può essere protetto da uno o più brevetti degli Stati Uniti, esteri o in attesa
di approvazione.

LEGENDA PER I DIRITTI SOTTOPOSTI A LIMITAZIONE: l’utilizzo, la duplicazione o la divulgazione da parte
degli enti governativi sono soggetti alle limitazioni indicate nel sottoparagrafo (b)(3) della clausola Rights in
Technical Data and Computer Software del DFARS 252.227-7013 (FEB 2014) e FAR 52.227-19 (DIC 2007).

I dati contenuti nel presente documento riguardano un articolo commerciale (secondo la definizione data in
FAR 2.101) e sono di proprietà di NetApp, Inc. Tutti i dati tecnici e il software NetApp forniti secondo i termini
del presente Contratto sono articoli aventi natura commerciale, sviluppati con finanziamenti esclusivamente
privati. Il governo statunitense ha una licenza irrevocabile limitata, non esclusiva, non trasferibile, non cedibile,
mondiale, per l’utilizzo dei Dati esclusivamente in connessione con e a supporto di un contratto governativo
statunitense in base al quale i Dati sono distribuiti. Con la sola esclusione di quanto indicato nel presente
documento, i Dati non possono essere utilizzati, divulgati, riprodotti, modificati, visualizzati o mostrati senza la
previa approvazione scritta di NetApp, Inc. I diritti di licenza del governo degli Stati Uniti per il Dipartimento
della Difesa sono limitati ai diritti identificati nella clausola DFARS 252.227-7015(b) (FEB 2014).

Informazioni sul marchio commerciale

NETAPP, il logo NETAPP e i marchi elencati alla pagina http://www.netapp.com/TM sono marchi di NetApp,
Inc. Gli altri nomi di aziende e prodotti potrebbero essere marchi dei rispettivi proprietari.
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