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Configurazioni speciali

Verificare la presenza di configurazioni ONTAP specifiche

dopo un aggiornamento

Se il cluster & configurato con una delle seguenti funzionalita, potrebbe essere
necessario eseguire ulteriori passaggi dopo I'aggiornamento del software ONTAP.

Chiedetevi...

E stato eseguito 'aggiornamento da ONTAP 9,7 o
versione precedente a ONTAP 9,8 o versione
successiva?

[l mio cluster € in una configurazione MetroCluster?
Si dispone di una configurazione SAN?

E stato eseguito 'aggiornamento da ONTAP 9,3 o
versione precedente e si utilizza la crittografia dello
storage NetApp?

Sono presenti mirror di condivisione del carico?

Si dispone di account utente per 'accesso al Service
Processor (SP) creati prima di ONTAP 9,9.17

Se larisposta & si, eseguire questa operazione...

Verificare la configurazione di rete Rimuovere |l
servizio EMS LIF dalle policy dei servizi di rete che
non garantiscono la raggiungibilita della destinazione
EMS

Verificare lo stato dello storage e della rete
Verificare la configurazione DELLA SAN

Riconfigurare le connessioni del server KMIP

Spostare i volumi di origine mirrorati per la
condivisione del carico

Verificare la modifica degli account che possono
accedere al Service Processor

Verificare la configurazione di rete di ONTAP dopo un

aggiornamento

Dopo aver eseguito 'aggiornamento da ONTAP 9,7x o versione precedente a ONTAP 9,8
0 versione successiva, & necessario verificare la configurazione di rete. Dopo
'aggiornamento, ONTAP monitora automaticamente la raggiungibilita di livello 2.

Fase

1. Verificare che ogni porta sia raggiungibile dal proprio dominio di trasmissione previsto:

network port reachability show -detail

Ulteriori informazioni su network port reachability show nella "Riferimento al comando ONTAP".

L'output del comando contiene i risultati di raggiungibilita. Utilizzare il seguente albero decisionale e la
seguente tabella per comprendere i risultati di raggiungibilita (stato di raggiungibilita) e determinare cosa, se

necessario, fare in seguito.


https://docs.netapp.com/us-en/ontap-cli/network-port-reachability-show.html
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raggiungibilita multi-
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La porta ha una capacita di livello 2 rispetto al dominio di trasmissione assegnato.

Se lo stato di raggiungibilita € "ok", ma ci sono "porte impreviste", considerare la
possibilita di unire uno o piu domini di broadcast. Per ulteriori informazioni, vedere
"Unire i domini di broadcast".

Se lo stato di raggiungibilita & "ok", ma ci sono "porte irraggiungibili”, considerare la
possibilita di suddividere uno o pit domini di broadcast. Per ulteriori informazioni,
vedere "Suddividere i domini di broadcast".

Se lo stato di raggiungibilita € "ok" e non ci sono porte impreviste o irraggiungibili, la
configurazione & corretta.

La porta non dispone di capacita di livello 2 rispetto al dominio di trasmissione
assegnato; tuttavia, la porta dispone di capacita di livello 2 rispetto a un dominio di
trasmissione diverso.

E possibile riparare la raggiungibilita delle porte. Quando si esegue il seguente
comando, il sistema assegna la porta al dominio di trasmissione a cui & possibile
accedere:

network port reachability repair -node -port

Per ulteriori informazioni, vedere "Riparare la raggiungibilita delle porte".

Ulteriori informazioni su network port reachability repair nella "Riferimento
al comando ONTAP".

La porta non dispone di capacita di livello 2 per nessun dominio di trasmissione
esistente.

E possibile riparare la raggiungibilita delle porte. Quando si esegue il seguente
comando, il sistema assegna la porta a un nuovo dominio di trasmissione creato
automaticamente in IPSpace predefinito:

network port reachability repair -node -port

Per ulteriori informazioni, vedere "Riparare |la raggiungibilita delle porte".

La porta ha una raggiungibilita di livello 2 per il dominio di broadcast assegnato;
tuttavia, ha anche una raggiungibilita di livello 2 per almeno un altro dominio di
broadcast.

Esaminare la connettivita fisica e la configurazione dello switch per determinare se non
e corretta o se il dominio di trasmissione assegnato alla porta deve essere Unito a uno
0 piu domini di trasmissione.

Per ulteriori informazioni, vedere "Unire i domini di broadcast” oppure "Riparare la
raggiungibilita delle porte".

Se lo stato di raggiungibilita € "sconosciuto", attendere alcuni minuti e provare a
eseguire nuovamente il comando.


https://docs.netapp.com/it-it/ontap/networking/merge_broadcast_domains.html
https://docs.netapp.com/it-it/ontap/networking/split_broadcast_domains.html
https://docs.netapp.com/it-it/ontap/networking/repair_port_reachability.html
https://docs.netapp.com/us-en/ontap-cli/network-port-reachability-repair.html
https://docs.netapp.com/us-en/ontap-cli/network-port-reachability-repair.html
https://docs.netapp.com/it-it/ontap/networking/repair_port_reachability.html
https://docs.netapp.com/it-it/ontap/networking/merge_broadcast_domains.html
https://docs.netapp.com/it-it/ontap/networking/repair_port_reachability.html
https://docs.netapp.com/it-it/ontap/networking/repair_port_reachability.html

Dopo aver riparato una porta, & necessario controllare e risolvere le LIF e le VLAN spostate. Se la porta faceva
parte di un gruppo di interfacce, € necessario comprendere anche cosa & successo a quel gruppo di
interfacce. Per ulteriori informazioni, vedere "Riparare la raggiungibilita delle porte".

Rimuovere il servizio EMS LIF dalle politiche del servizio di
rete dopo un aggiornamento di ONTAP

Se hai impostato i messaggi EMS (Event Management System) prima di effettuare

'aggiornamento da ONTAP 9.7 o versione precedente a ONTAP 9.8 o versione
successiva, dopo I'aggiornamento i messaggi EMS potrebbero non essere recapitati.

Durante I'aggiornamento, management-ems , che € il servizio EMS LIF, viene aggiunto a tutte le policy di
servizio esistenti nelle SVM di amministrazione. Cio consente l'invio di messaggi EMS da qualsiasi LIF
associato alle policy di servizio. Se il LIF selezionato non & accessibile alla destinazione di notifica degli eventi,
il messaggio non viene recapitato.

Per evitare ci0d, dopo I'aggiornamento dovresti rimuovere il servizio EMS LIF dai criteri dei servizi di rete che
non garantiscono la raggiungibilita della destinazione.

"Scopri di pit sui LIF e sulle politiche di servizio di ONTAP".

Fasi

1. Identificare i LIF e le policy dei servizi di rete associati attraverso i quali € possibile inviare messaggi EMS:

network interface show -fields service-policy -services management-ems

vserver 1if service-policy
cluster-1 cluster mgmt default-management
cluster-1 nodel-mgmt default-management
cluster-1 node2-mgmt default-management
cluster-1 inter cluster default-intercluster

4 entries were displayed.

2. Controllare ogni LIF per la connettivita alla destinazione EMS:

network ping -1lif <1lif name> -vserver <svm name> -destination

<destination address>

Eseguire questa operazione su ciascun nodo.


https://docs.netapp.com/it-it/ontap/networking/repair_port_reachability.html
https://docs.netapp.com/it-it/ontap/networking/lifs_and_service_policies96.html#service-policies-for-system-svms

Esempi

cluster-1::> network ping -1if nodel-mgmt -vserver cluster-1
-destination 10.10.10.10
10.10.10.10 is alive

cluster-1::> network ping -1if inter cluster -vserver cluster-1
-destination 10.10.10.10
no answer from 10.10.10.10

3. Immettere il livello di privilegio avanzato:

set advanced

4. Per i LIF che non hanno raggiungibilita, rimuovere management-ems Servizio LIF dalle corrispondenti
policy di servizio:

network interface service-policy remove-service -vserver <svm name>

-policy <service policy name> -service management-ems
Ulteriori informazioni su network interface service-policy remove-service nella "Riferimento
al comando ONTAP".
5. Verificare che la LIF ems di gestione sia ora associata solo alle LIF che forniscono la raggiungibilita alla

destinazione EMS:

network interface show -fields service-policy -services management-ems

Verifica dello stato della rete e dello storage per le
configurazioni MetroCluster dopo un aggiornamento di
ONTAP

Dopo l'upgrade di un cluster ONTAP in una configurazione MetroCluster, occorre
verificare lo stato di LIF, aggregati e volumi per ogni cluster.

1. Verifica dello stato della LIF:
network interface show

Durante il normale funzionamento, le LIF per le SVM di origine devono avere uno stato di amministrazione
up e trovarsi sui nodi home. Non & necessario che le LIF per le SVM di destinazione siano attive o
localizzate sui propri nodi domestici. Nello switchover, tutte le LIF hanno uno stato di amministrazione su,


https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-remove-service.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-remove-service.html

ma non devono essere collocate nei propri nodi domestici.

clusterl::> network interface show

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
Cluster
clusterl-al clusl
up/up 192.0.2.1/24 clusterl-01
ela
true
clusterl-al clus2
up/up 192.0.2.2/24 clusterl-01
e2b
true
clusterl-01
clus mgmt up/up 198.51.100.1/24 clusterl-01
e3a
true
clusterl-al inetd4 interclusterl
up/up 198.51.100.2/24 clusterl-01
e3c
true

27 entries were displayed.

2. Verificare lo stato degli aggregati:

storage aggregate show -state !online

Questo comando visualizza tutti gli aggregati non online. Durante il normale funzionamento, tutti gli
aggregati situati nel sito locale devono essere online. Tuttavia, se la configurazione MetroCluster € in
switchover, gli aggregati root del sito di disaster recovery possono essere offline.

Questo esempio mostra un cluster in funzionamento normale:

clusterl::> storage aggregate show -state !online
There are no entries matching your query.



Questo esempio mostra un cluster nello switchover, in cui gli aggregati root del sito di disaster recovery
sono offline:

clusterl::> storage aggregate show -state !online
Aggregate Size Available Used$% State #Vols Nodes RAID
Status

OB OB % offline 0 cluster2-01

mirror

degraded
aggr0 b2

0B 0B 0% offline 0 cluster2-02
raid dp,

mirror

degraded
2 entries were displayed.

3. Verificare lo stato dei volumi:

volume show -state !online

Questo comando visualizza tutti i volumi non online.

Se la configurazione MetroCluster € in funzione normale (non € in stato di switchover), I'output dovrebbe
mostrare tutti i volumi di proprieta delle SVM secondarie del cluster (quelli con il nome SVM aggiunto con "-
mc").

Questi volumi vengono online solo in caso di switchover.

Questo esempio mostra un cluster in condizioni di funzionamento normale, in cui i volumi del sito di
disaster recovery non sono online.



clusterl::> volume show -state !online
(volume show)

Vserver Volume Aggregate State

Available Used%

vs2-mc voll aggrl bl =
;SZ—mC_ root vs2 aggr0 bl -
;SZ—mc_ vol2 aggrl bl =
;52—mc_ vol3 aggrl bl =
;SZ—mc_ vol4 aggrl bl =

5 entries were displayed.

4. Verificare che non vi siano volumi incoerenti:

volume show —-is-inconsistent true

RW -

RW -

Vedi il"Knowledge Base NetApp : volume che mostra WAFL incoerente" su come gestire i volumi

incoerenti.

Verifica della configurazione SAN dopo un aggiornamento

di ONTAP

In seguito a un aggiornamento di ONTAP, in un ambiente SAN, verificare che ogni
iniziatore connesso a una LIF prima che I'aggiornamento sia stato riconnesso con

successo alla LIF.

1. Verificare che ciascun iniziatore sia connesso al LIF corretto.

E necessario confrontare I'elenco degli iniziatori con quello creato durante la preparazione
dell’aggiornamento. Se si utilizza ONTAP 9.11.1 o versione successiva, utilizzare Gestione sistema per
visualizzare lo stato della connessione in quanto fornisce una visualizzazione molto piu chiara di CLI.


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/Volume_Showing_WAFL_Inconsistent

System Manager
a. In System Manager, fare clic su Hosts > SAN Initiator Groups (host > gruppi iniziatori SAN).

Nella pagina viene visualizzato un elenco di gruppi di iniziatori (igroups). Se I'elenco & grande, &
possibile visualizzare altre pagine dell’elenco facendo clic sui numeri di pagina nell’angolo
inferiore destro della pagina.

Le colonne visualizzano varie informazioni su igroups. A partire da 9.11.1, viene visualizzato
anche lo stato di connessione dell'igroup. Passare il mouse sugli avvisi di stato per visualizzare i
dettagli.

CLlI
o Elenca iniziatori iSCSI:

iscsi initiator show -fields igroup,initiator-name, tpgroup
o Elenca iniziatori FC:

fcp initiator show -fields igroup,wwpn,lif

Riconfigurare le connessioni del server KMIP dopo un
aggiornamento da ONTAP 9,2 o versioni precedenti

Dopo I'aggiornamento da ONTAP 9,2 o versione precedente a ONTAP 9,3 o versione
successiva, devi riconfigurare qualsiasi connessione server KMIP (External Key
Management).

Fasi
1. Configurare la connettivita del gestore delle chiavi:

security key-manager setup
2. Aggiungere i server KMIP:

security key-manager add -address <key management server ip address>
3. Verificare che i server KMIP siano connessi:

security key-manager show -status



4. Eseguire una query sui server delle chiavi:
security key-manager query

5. Creare una nuova chiave di autenticazione e una nuova passphrase:
security key-manager create-key -prompt-for-key true

Imposta una passphrase con almeno 32 caratteri.

6. Eseguire una query sulla nuova chiave di autenticazione:
security key-manager query
7. Assegnare la nuova chiave di autenticazione ai dischi con crittografia automatica (SED):

storage encryption disk modify -disk <disk ID> -data-key-id <key ID>

(D Utilizza la nuova chiave di autenticazione dalla tua query.

8. Se necessario, assegnare una chiave FIPS ai SED:

storage encryption disk modify -disk <disk id> -fips-key-id
<fips authentication key id>

Se la configurazione di sicurezza richiede I'utilizzo di chiavi diverse per I'autenticazione dei dati e
l'autenticazione FIPS 140-2, & necessario creare una chiave separata per ciascuna. In caso contrario,
utilizzare la stessa chiave di autenticazione per entrambi.

Informazioni correlate

« "configurazione del gestore delle chiavi di sicurezza"

* "modifica del disco di crittografia di archiviazione"

Spostamento dei volumi di origine del mirroring della
condivisione del carico dopo un aggiornamento di ONTAP

Dopo 'aggiornamento di ONTAP, devi spostare di nuovo i volumi di origine del mirror per
la condivisione del carico nelle loro posizioni pre-aggiornamento.

Fasi

1. Identificare la posizione in cui si sta spostando il volume di origine mirror per la condivisione del carico
utilizzando il record creato prima di spostare il volume di origine mirror per la condivisione del carico.
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https://docs.netapp.com/us-en/ontap-cli-9161/security-key-manager-setup.html
https://docs.netapp.com/us-en/ontap-cli/storage-encryption-disk-modify.html

2. Riportare il volume di origine mirror per la condivisione del carico nella posizione originale:

volume move start

Modifica degli account utente che possono accedere al
Service Processor dopo un aggiornamento di ONTAP

Se sono stati creati account utente in ONTAP 9,8 o versioni precedenti che possono
accedere al Service Processor (SP) con un ruolo non amministratore e si esegue
'aggiornamento a ONTAP 9.9.1 o versioni successive, qualsiasi valore non
amministratore in -role il parametro & stato modificato in admin.

Per ulteriori informazioni, vedere "Account che possono accedere al SP".
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