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Dischi e Tier locali

Dischi e Tier locali ONTAP

I livelli locali, chiamati anche aggregati, sono contenitori logici per i dischi gestiti da un
nodo. È possibile utilizzare i Tier locali per isolare i carichi di lavoro con esigenze di
performance diverse, per tierare i dati con diversi modelli di accesso o per separare i dati
per scopi normativi.

Prima di ONTAP 9,7, System Manager utilizza il termine aggregate per descrivere un livello

locale. A prescindere dalla versione di ONTAP, la CLI di ONTAP utilizza il termine aggregate.

• Per le applicazioni business-critical che richiedono la latenza più bassa possibile e le performance più
elevate, è possibile creare un Tier locale composto interamente da SSD.

• Per tierare i dati con diversi modelli di accesso, è possibile creare un Tier locale ibrido, implementando la
flash come cache dalle performance elevate per un set di dati funzionante, utilizzando al contempo HDD a
basso costo o storage a oggetti per i dati ad accesso meno frequente.

◦ A "Flash Pool" è composto sia da SSD che da HDD.

◦ A "FabricPool" consiste di un Tier locale all-SSD con un archivio di oggetti collegato.

• Se è necessario separare i dati archiviati dai dati attivi per scopi normativi, è possibile utilizzare un Tier
locale costituito da HDD con capacità o una combinazione di HDD con capacità e performance.

Utilizzo dei livelli locali in una configurazione MetroCluster

Se si dispone di una configurazione MetroCluster, è necessario seguire le procedure riportate nella
"MetroCluster"documentazione per la configurazione iniziale e le linee guida per i livelli locali e la gestione del
disco.
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Informazioni correlate

• "Gestire i livelli locali"

• "Gestire i dischi"

• "Gestire le configurazioni RAID"

• "Gestire i Tier di Flash Pool"

• "Gestire i Tier cloud FabricPool"

Gruppi RAID e Tier locali di ONTAP

Le moderne tecnologie RAID proteggono dai guasti dei dischi ricostruendo i dati di un
disco guasto su un disco spare. Il sistema confronta le informazioni di indice su un “disco
di parità” con i dati sui dischi integri rimanenti per ricostruire i dati mancanti, il tutto senza
downtime o costi significativi per le performance.

Un livello locale è costituito da uno o più gruppi RAID. Il tipo RAID del livello locale determina il numero di
dischi di parità nel gruppo RAID e il numero di guasti simultanei dei dischi da cui la configurazione RAID
protegge.

Il tipo RAID predefinito, RAID-DP (RAID-Double Parity), richiede due dischi di parità per gruppo RAID e
protegge dalla perdita di dati in caso di guasto di due dischi contemporaneamente. Per RAID-DP, la
dimensione del gruppo RAID consigliata è compresa tra 12 e 20 HDD e tra 20 e 28 SSD.

È possibile distribuire il costo di overhead dei dischi di parità creando gruppi RAID all’estremità più alta della
raccomandazione di dimensionamento. Questo vale soprattutto per gli SSD, che sono molto più affidabili dei
dischi con capacità. Per i Tier locali che utilizzano HDD, è necessario bilanciare la necessità di massimizzare
lo storage su disco rispetto a fattori compensativi come il tempo di ricostruzione più lungo richiesto per gruppi
RAID più grandi.

Tier locali con mirroring e senza mirror

Puoi utilizzare ONTAP SyncMirror per eseguire il mirroring sincrono dei dati di Tier locali
nelle copie, o plexes, memorizzate in diversi gruppi RAID. I plex garantiscono la
protezione contro la perdita di dati in caso di guasti di più dischi rispetto al tipo RAID o in
caso di perdita di connettività ai dischi del gruppo RAID.

Quando si crea un livello locale, è possibile specificare se il livello locale è speculare o non speculare.

Prima di ONTAP 9,7, System Manager utilizza il termine aggregate per descrivere un livello

locale. A prescindere dalla versione di ONTAP, la CLI di ONTAP utilizza il termine aggregate.
Per ulteriori informazioni sui livelli locali, vedere "Dischi e Tier locali".

Funzionamento dei Tier locali senza mirror

Se non si specifica che i livelli locali sono specchiati, vengono creati come senza mirror. I Tier locali senza
mirror dispongono di un solo plex (una copia dei dati), che contiene tutti i gruppi RAID appartenenti a quel Tier
locale.

Il diagramma seguente mostra un livello locale senza mirror composto da dischi, raggruppati in un unico plex.
Il Tier locale dispone di quattro gruppi RAID: Rg0, rg1, rg2 e rg3. Ciascun gruppo RAID dispone di sei dischi
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dati, un disco di parità e un disco di parità doppia. Tutti i dischi utilizzati dal Tier locale provengono dallo stesso
pool, “pool0”.

Il diagramma seguente mostra un livello locale senza mirror con array LUN, raggruppati in un unico plesso. Ha
due gruppi RAID, rg0 e rg1. Tutte le LUN degli array utilizzate dal Tier locale provengono dallo stesso pool,
“pool0”.

Come funzionano i livelli locali specchiati

I Tier locali con mirroring hanno due plex (copie dei loro dati) che utilizzano la funzionalità SyncMirror per
duplicare i dati per fornire la ridondanza.
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Quando si crea un livello locale, è possibile specificare che è speculare. Inoltre, è possibile aggiungere un
secondo plex a un Tier locale senza mirror esistente per renderlo un Tier mirrorato. Utilizzando SyncMirror,
ONTAP copia i dati nel plex originale (plex0) nel nuovo plex (plex1). I plex sono fisicamente separati (ogni
plesso ha i propri gruppi RAID e il proprio pool) e i plex vengono aggiornati simultaneamente.

Questa configurazione fornisce una maggiore protezione contro la perdita di dati se più dischi si guastano
rispetto al livello RAID del livello locale protegge da o in caso di perdita di connettività, perché il plesso non
interessato continua a fornire dati mentre si corregge la causa dell’errore. Una volta risolto il problema, i due
plessi risincronizzano e ristabiliscono la relazione di mirroring.

I dischi e i LUN degli array del sistema sono divisi in due pool: pool0 E pool1. Plex0 ottiene lo storage dal
pool0 e Plex1 lo ottiene dal pool1.

Il diagramma seguente mostra un livello locale composto da dischi con SyncMirror attivato e implementato. È
stato creato un secondo plex per il livello locale, plex1. I dati in plex1 sono una copia dei dati in plex0 e anche
i gruppi RAID sono identici. I 32 dischi spare vengono allocati al pool 0 o pool1 utilizzando 16 dischi per
ciascun pool.

Il diagramma seguente mostra un Tier locale composto da LUN array con la funzionalità SyncMirror attivata e
implementata. È stato creato un secondo plex per il livello locale, plex1. Plex1 è una copia di plex0 e anche i
gruppi RAID sono identici.
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Per prestazioni di archiviazione e disponibilità ottimali, si consiglia di mantenere almeno il 20%
di spazio libero per gli aggregati mirror. Sebbene la raccomandazione sia del 10% per gli
aggregati non sottoposti a mirroring, il 10% di spazio aggiuntivo può essere utilizzato dal file
system per assorbire modifiche incrementali. Le modifiche incrementali aumentano l’utilizzo
dello spazio per gli aggregati mirrorati grazie all’architettura basata su snapshot di
reindirizzamento in scrittura di ONTAP. Il mancato rispetto di queste buone pratiche può avere
un impatto negativo sulle prestazioni.

Partizione dei dati root

Ogni nodo deve disporre di un aggregato root per i file di configurazione del sistema
storage. L’aggregato root ha il tipo RAID dell’aggregato di dati.

System Manager non supporta la partizione root-data o root-data-data.

Un aggregato root di tipo RAID-DP è generalmente costituito da un disco dati e da due dischi di parità. Si tratta
di una “tassa di parità” significativa da pagare per i file del sistema di storage, quando il sistema sta già
riservando due dischi come dischi di parità per ciascun gruppo RAID nell’aggregato.

Partizione dei dati root riduce la tassa di parità suddividendo l’aggregato root tra le partizioni del disco,
riservando una piccola partizione su ciascun disco come partizione root e una grande partizione per i dati.
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Come suggerisce l’illustrazione, maggiore è il numero di dischi utilizzati per memorizzare l’aggregato root,
minore è la partizione root. Questo è anche il caso di una forma di partizione dei dati root denominata root-

data-data partitioning, che crea una partizione piccola come partizione root e due partizioni più grandi e di pari
dimensioni per i dati.

Entrambi i tipi di partizione dei dati root fanno parte della funzione di partizione avanzata dei dischi (ADP) di
ONTAP. Entrambi sono configurati in fabbrica: Partizione dei dati root per sistemi entry-level FAS2xxx,
FAS9000, FAS8200, FAS80xx e AFF, partizione dei dati root solo per sistemi AFF.

Scopri di più "Partizione avanzata dei dischi".

Dischi partizionati e utilizzati per l’aggregato root

I dischi partizionati per l’utilizzo nell’aggregato root dipendono dalla configurazione del sistema.
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Conoscere il numero di dischi utilizzati per l’aggregato root consente di determinare la quantità di capacità dei
dischi riservata alla partizione root e la quantità disponibile per l’utilizzo in un aggregato di dati.

La funzionalità di partizione dei dati root è supportata per piattaforme entry-level, piattaforme All Flash FAS e
piattaforme FAS con solo SSD collegati.

Per le piattaforme entry-level, vengono partizionati solo i dischi interni.

Per tutte le piattaforme Flash FAS e FAS con solo SSD collegati, tutti i dischi collegati al controller al momento
dell’inizializzazione del sistema vengono partizionati, fino a un limite di 24 per nodo. Le unità aggiunte dopo la
configurazione del sistema non vengono partizionate.
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