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Fornire I’accesso del client S3 ai dati NAS

Scopri di piu sul supporto multiprotocollo ONTAP S3

A partire da ONTAP 9.12.1, € possibile consentire ai client che eseguono il protocollo S3
di accedere agli stessi dati forniti ai client che utilizzano i protocolli NFS e SMB senza
riformattare. Questa funzionalita consente ai dati NAS di continuare a essere serviti ai
client NAS, presentando al contempo i dati a oggetti ai client S3 che eseguono
applicazioni S3 (come data mining e intelligenza artificiale).

La funzionalita multiprotocollo S3 consente di gestire due casi di utilizzo:
1. Accesso ai dati NAS esistenti mediante client S3

Se i dati esistenti sono stati creati utilizzando client NAS tradizionali (NFS o SMB) e si trovano su volumi
NAS (volumi FlexVol o FlexGroup ), &€ possibile utilizzare strumenti analitici sui client S3 per accedere a tali
dati.

2. Storage back-end per client moderni in grado di eseguire i/o utilizzando protocolli NAS e S3

E possibile fornire un accesso integrato per applicazioni quali Spark e Kafka, in grado di leggere e scrivere
gli stessi dati utilizzando sia i protocolli NAS che S3.

Come funziona il supporto multiprotocollo S3

Il supporto multiprotocollo ONTAP consente di presentare lo stesso set di dati come gerarchia di file o come
oggetti in un bucket. Per fare cio, ONTAP crea "bucket S3 NAS" che consentono ai client S3 di creare, leggere,
eliminare ed enumerare i file nell’archiviazione NAS utilizzando richieste di oggetti S3. Questa mappatura &
conforme alla configurazione di sicurezza NAS, osservando le autorizzazioni di accesso a file e directory e
scrivendo nel registro di controllo della sicurezza, se necessario.

Questa mappatura viene eseguita presentando una gerarchia di directory NAS specificata come bucket S3.
Ogni file nella gerarchia di directory € rappresentato come un oggetto S3 il cui nome € relativo dalla directory
mappata verso il basso, con i limiti di directory rappresentati dal carattere barra ('/').

Gli utenti S3 definiti da ONTAP possono accedere a questo storage in base alle policy bucket definite per il
bucket mappato alla directory NAS. Affinché cio sia possibile, € necessario definire le mappature tra gli utenti
S3 e gli utenti SMB/NFS. Le credenziali dell’'utente SMB/NFS verranno utilizzate per il controllo delle
autorizzazioni NAS e incluse nei record di audit risultanti da tali accessi.

Quando viene creato da client SMB o NFS, un file viene immediatamente inserito in una directory e quindi
visibile ai client, prima che i dati vengano scritti in essa. | client S3 si aspettano semantica diversa, in cui il
nuovo oggetto non ¢ visibile nello spazio dei nomi fino a quando non sono stati scritti tutti i dati. Questa
mappatura di S3 allo storage NAS crea file utilizzando la semantica S3, mantenendo i file invisibili
esternamente fino al completamento del comando di creazione S3.

Protezione dei dati per i bucket S3 NAS

| "bucket" NAS S3 sono semplicemente mappature dei dati NAS per i client S3 e non sono bucket S3 standard.
Pertanto, non & necessario proteggere i bucket NAS S3 utilizzando la funzionalita NetApp SnapMirror S3. In
alternativa, € possibile proteggere i volumi contenenti bucket NAS S3 utilizzando la replica asincrona dei



volumi SnapMirror . |l ripristino sincrono di emergenza SnapMirror e SVM non sono supportati.

A partire da ONTAP 9.14.1, i bucket S3 NAS sono supportati in aggregati con mirroring e senza mirror per le
configurazioni MetroCluster IP e FC.

Ulteriori informazioni su "SnapMirror asincrono”.

Audit per i bucket S3 NAS

Poiché i bucket S3 NAS non sono bucket S3 convenzionali, 'audit S3 non pud essere configurato per
controllare I'accesso su di essi. Scopri di piu "Verifica S3".

Tuttavia, i file e le directory NAS mappati nei bucket S3 NAS possono essere controllati per gli eventi di
accesso utilizzando le procedure di audit ONTAP convenzionali. Le operazioni S3 possono quindi attivare
eventi di audit NAS, con le seguenti eccezioni:

» Se l'accesso al client S3 viene negato dalla configurazione del criterio S3 (policy di gruppo o bucket),
'audit NAS per I'evento non viene avviato. Questo perché le autorizzazioni S3 vengono controllate prima di
poter eseguire i controlli di audit SVM.

» Se il file di destinazione di una richiesta S3 GET & di dimensione 0, il contenuto 0 viene restituito alla
richiesta GET e I'accesso in lettura non viene registrato.

+ Se il file di destinazione di una richiesta S3 GET si trova in una cartella per la quale I'utente non dispone
dell’autorizzazione di attraversamento, il tentativo di accesso non riesce e I'evento non viene registrato.

Scopri di piu "Controllo degli eventi NAS su SVM".

Caricamento oggetti multiparte

A partire da ONTAP 9.16.1, il caricamento multiparte di oggetti € supportato nei bucket NAS S3, se
"bilanciamento avanzato della capacita"abilitato sul volume FlexGroup sottostante.

Il caricamento multiparte di oggetti sul file storage NAS consente a un client con protocollo S3 di caricare un
oggetto di grandi dimensioni come parti piu piccole. Il caricamento multiparte di oggetti presenta i seguenti
vantaggi:

» Consente di caricare gli oggetti in parallelo.

* In caso di errore di caricamento o di pausa, sara necessario caricare solo le parti che non sono ancora
state caricate. Non & necessario riavviare il caricamento dell’intero oggetto.

» Se la dimensione dell’oggetto non € nota in anticipo (ad esempio, quando un oggetto di grandi dimensioni
€ ancora in fase di scrittura), i client possono iniziare a caricare parti dell’oggetto immediatamente e
completare il caricamento dopo che l'intero oggetto & stato creato.

Gli oggetti multipart nei bucket NAS S3 devono essere allineati in dimensioni intere, non parziali.
Ad esempio, una parte puod essere di 4MB o 4GB o di dimensioni simili. Una parte non pud
utilizzare dimensioni parziali o inferiori a MB, come 4.5MB o 4000.5MB.

Il caricamento multiparte supporta le seguenti S3 azioni:

* AbortMultipartUpload
* CompleteMultipartUpload
» CopyObject (a partire da ONTAP 9.17.1)


https://docs.netapp.com/it-it/ontap/data-protection/snapmirror-disaster-recovery-concept.html#data-protection-relationships
https://docs.netapp.com/it-it/ontap/s3-audit/index.html
https://docs.netapp.com/it-it/ontap/nas-audit/index.html
https://docs.netapp.com/it-it/ontap/flexgroup/enable-adv-capacity-flexgroup-task.html

* CreateMultipartUpload

A partire da ONTAP 9.17.1, CreateMultipartUpload supporta il tagging e le coppie chiave/valore dei
metadati utente.

* ListMultipartUpload

* UploadPart

@ GET by part number ("partnumber=xx") non & supportato nei bucket S3 NAS. L’'oggetto
completo verra restituito.

Interoperabilita S3 e NAS

| bucket NAS ONTAP S3 supportano le funzionalita NAS e S3 standard, ad eccezione di quelle elencate di
sequito.

Funzionalita NAS attualmente non supportata dai bucket S3 NAS

Tier di capacita FabricPool
| bucket S3 NAS non possono essere configurati come Tier di capacita per FabricPool.

Azioni e funzionalita S3 non attualmente supportate dai bucket S3 NAS
Azioni

* ByPassGovernanceRetensione

» DeleteBucketLifecycleConfiguration

» GetBucketLifecycleConfiguration

» GetBucketObjectLockConfiguration

» GetBucketVersioning

* GetObjectRetention

* ListBucketVersioning

* ListObjectVersions

» PutBucketLifecycleConfiguration

» PutBucketVersioning

» PutObjectLockConfiguration

» PutObjectRetention

@ Queste azioni di S3 non sono supportate in modo specifico quando si utilizzano bucket S3 in S3
NAS. Quando si utilizzano bucket S3 nativi, queste azioni sono "supportato come di consueto".

Metadati utente AWS
» A partire da ONTAP 9.17.1, supporto per metadati con oggetti multiparte.

» A partire da ONTAP 9.16.1, supporto per metadati con oggetti composti da una sola parte.

» Per ONTAP 9.15.1 e versioni precedenti, le coppie di valori chiave ricevute come parte di metadati
utente S3 non vengono memorizzate su disco insieme ai dati dell’oggetto.


https://docs.netapp.com/it-it/ontap/s3-config/ontap-s3-supported-actions-reference.html

* Per ONTAP 9.15.1 e versioni precedenti, le intestazioni delle richieste con il prefisso "x-amz-meta"
vengono ignorate.

Tag AWS
» A partire da ONTAP 9.17.1, supporto per tag con oggetti multiparte.

» A partire da ONTAP 9.16.1, supporto per tag con oggetti composti da una sola parte.

» Per ONTAP 9.15.1 e versioni precedenti delle richieste PUT Object e Multipart Initiate, le intestazioni
con il prefisso "x-amz-tagging" vengono ignorate.

» Per ONTAP 9.15.1 e versioni precedenti, le richieste di aggiornamento dei tag su un file esistente
(richieste put, GET ed Delete con la stringa di query ?tagging) vengono rifiutate con un errore.

Versione
Non & possibile specificare la versione nella configurazione di mappatura bucket.

* Le richieste che includono specifiche di versione non null (versionlD=stringa di query xyz) ricevono
risposte di errore.

* Le richieste che influiscono sullo stato di versione di un bucket vengono rifiutate con errori.

Scopri i requisiti dei dati NAS per I’'accesso client ONTAP
S3

E importante comprendere che ci sono alcune incompatibilita intrinseche quando si
mappano file e directory NAS per I'accesso S3. Potrebbe essere necessario regolare le
gerarchie dei file NAS prima di servirle utilizzando i bucket S3 NAS.

Un bucket S3 NAS fornisce I'accesso S3 a una directory NAS mappando tale directory utilizzando la sintassi
del bucket S3 e i file nell’albero delle directory vengono visualizzati come oggetti. | nomi degli oggetti sono i
percorsi delimitati dalla barra dei file relativi alla directory specificata nella configurazione del bucket S3.

Questa mappatura impone alcuni requisiti quando i file e le directory vengono serviti utilizzando i bucket NAS
S3:

* | nomi S3 sono limitati a 1024 byte, pertanto i file con percorsi pit lunghi non sono accessibili utilizzando
S3.

* | nomi di file e directory sono limitati a 255 caratteri, pertanto il nome di un oggetto non pud contenere piu
di 255 caratteri consecutivi non slash (/)

» Un nome percorso SMB delimitato da caratteri backslash (“) viene visualizzato in s3 come nome di oggetto
contenente caratteri’/’ (barra rovesciata).

 Alcune coppie di nomi di oggetti S3 legali non possono coesistere nell’albero delle directory NAS mappato.
Ad esempio, i nomi legali degli oggetti S3 "part1/part2" e "part1/part2/part3" corrispondono a file che non
possono esistere contemporaneamente nella struttura delle directory NAS, poiché "part1/part2" € un file
nel primo nome e una directory nell’altro.

o Se "part1/part2" & un file esistente, la creazione S3 di "part1/part2/part3" non riuscira.
o Se "part1/part2/part3" & un file esistente, la creazione o I'eliminazione S3 di "part1/part2" non riuscira.

> La creazione di un oggetto S3 che corrisponde al nome di un oggetto esistente sostituisce I'oggetto
pre-esistente (nei bucket senza versione), che contiene in NAS ma richiede una corrispondenza esatta.
Gli esempi precedenti non causeranno la rimozione dell’oggetto esistente perché, mentre i nomi si
scontrano, non corrispondono.



Sebbene un archivio oggetti sia progettato per supportare un numero molto elevato di nomi arbitrari, una
struttura di directory NAS pud presentare problemi di prestazioni se in una directory viene inserito un numero
molto elevato di nomi. In particolare, i nomi che non contengono caratteri barra (/') verranno tutti inseriti nella
directory radice della mappatura NAS. Le applicazioni che fanno ampio uso di nomi non "NAS-friendly"
sarebbero meglio ospitate su un bucket di archiviazione oggetti effettivo anziché su una mappatura NAS.

Abilitare I’accesso al protocollo S3 ai dati NAS su un
ONTAP SVM

L’abilitazione dell’accesso al protocollo S3 consiste nel garantire che una SVM abilitata
NAS soddisfi gli stessi requisiti di un server abilitato S3, tra cui I'aggiunta di un server di
archiviazione a oggetti e la verifica dei requisiti di rete e autenticazione.

Per le nuove installazioni ONTAP, si consiglia di abilitare I'accesso al protocollo S3 a una SVM dopo averla
configurato per fornire i dati NAS ai client. Per ulteriori informazioni sulla configurazione del protocollo NAS,
consultare:

+ "Configurazione NFS"

+ "Configurazione SMB"
Prima di iniziare
Prima di attivare il protocollo S3, € necessario configurare quanto segue:

« |l protocollo S3 e i protocolli NAS desiderati, NFS, SMB o entrambi, sono concessi in licenza.

* Viene configurata una SVM per i protocolli NAS desiderati.

* Esistono server NFS e/o SMB.

Il DNS e gli altri servizi richiesti sono configurati.

* | dati NAS vengono esportati o condivisi nei sistemi client.

A proposito di questa attivita

Per abilitare il traffico HTTPS dai client S3 alla SVM abilitata per S3, € necessario un certificato CA (Certificate
Authority). E possibile utilizzare certificati CA provenienti da tre origini:

* Un nuovo certificato autofirmato ONTAP sulla SVM.
» Un certificato autofirmato ONTAP esistente su SVM.

» Un certificato di terze parti.

Per il bucket S3/NAS €& possibile utilizzare le stesse LIF di dati utilizzate per la fornitura dei dati NAS. Se sono
richiesti indirizzi IP specifici, vedere "Creazione di LIF di dati". Per attivare il traffico dati S3 su LIF & necessaria
una policy dei dati del servizio S3; & possibile modificare la policy di servizio esistente di SVM in modo da
includere S3.

Quando si crea il server a oggetti S3, si dovrebbe essere pronti a inserire il nome del server S3 come FQDN
(Fully Qualified Domain Name), che i client utilizzeranno per 'accesso S3. L'FQDN del server S3 non deve
iniziare con un nome bucket.


https://docs.netapp.com/it-it/ontap/nfs-config/index.html
https://docs.netapp.com/it-it/ontap/smb-config/index.html
https://docs.netapp.com/it-it/ontap/s3-config/create-data-lifs-task.html

System Manager
1. Abilitare S3 su una VM di storage con protocolli NAS configurati.

a. Fare clic su Storage > Storage VM, selezionare una VM di storage pronta per NAS, fare clic su
Settings (Impostazioni), quindi fare clic £¥ sotto S3.

b. Selezionare il tipo di certificato. Se si seleziona un certificato generato dal sistema o uno dei
propri, questo sara necessario per I'accesso del client.

c. Inserire le interfacce di rete.

2. Se é stato selezionato il certificato generato dal sistema, le informazioni del certificato vengono
visualizzate quando viene confermata la creazione della nuova VM di storage. Fare clic su Download
e salvarlo per accedere al client.

o La chiave segreta non viene visualizzata di nuovo.
> Se sono necessarie nuovamente le informazioni del certificato: Fare clic su Storage > Storage
VMS, selezionare la VM di storage e fare clic su Settings (Impostazioni).
CLlI

1. Verificare che il protocollo S3 sia consentito su SVM:
vserver show -fields allowed-protocols

2. Registrare il certificato della chiave pubblica per questa SVM. + se € necessario un nuovo certificato
autofirmato ONTAP, vedere "Creare e installare un certificato CA sulla SVM".

3. Aggiornare la policy dei dati del servizio

a. Visualizzare la policy dei dati di servizio per SVM
network interface service-policy show -vserver svm name

Ulteriori informazioni su network interface service-policy show nella "Riferimento al
comando ONTAP".

b. Aggiungere il data-core e. data-s3-server services Se non sono presenti.
network interface service-policy add-service -vserver svm name -policy
policy name -service data-core,data-s3-server

4. Verificare che i dati LIF presenti su SVM soddisfino i requisiti:
network interface show -vserver svm name

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

S. Creare il server S3:
vserver object-store-server create -vserver svm name -object-store-server
s3 server fqdn -certificate-name ca cert name -comment text
[additional options]

E possibile specificare opzioni aggiuntive durante la creazione del server S3 o in qualsiasi momento
SuCCessivo.

« HTTPS é attivato per impostazione predefinita sulla porta 443. E possibile modificare il numero di
porta con I'opzione -Secure-listener-port.
Quando HTTPS é attivato, i certificati CA sono necessari per la corretta integrazione con SSL/TLS. A
partire da ONTAP 9.15.1, TLS 1,3 € supportato con storage a oggetti S3.

« HTTP e disattivato per impostazione predefinita; se attivato, il server € in attesa sulla porta 80. Puoi


https://docs.netapp.com/it-it/ontap/s3-config/create-install-ca-certificate-svm-task.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-show.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-show.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

abilitarlo con I'opzione -is-http-enabled o modificare il numero di porta con I'opzione -listener-port. +
quando HTTP & attivato, tutte le richieste e le risposte vengono inviate in rete in testo non
crittografato.

1. Verificare che S3 sia configurato come desiderato:
vserver object-store-server show

Esempio + il seguente comando verifica i valori di configurazione di tutti i server di storage a oggetti:
clusterl::> vserver object-store-server show

Vserver: vsl

Object Store Server Name: s3.example.com
Administrative State: up
Listener Port For HTTP: 80
Secure Listener Port For HTTPS: 443
HTTP Enabled: false
HTTPS Enabled: true
Certificate for HTTPS Connections: svml ca
Comment: Server comment

Informazioni correlate

« "servizio aggiuntivo per la politica di servizio dell’interfaccia di rete"

Creare un bucket NAS ONTAP S3

Un bucket NAS S3 & una mappatura tra il nome di un bucket S3 e un percorso NAS. |
bucket NAS S3 consentono di fornire accesso S3 a qualsiasi parte di uno spazio dei nomi
SVM che abbia volumi e una struttura di directory esistenti.

Prima di iniziare
» Un server a oggetti S3 € configurato in una SVM contenente dati NAS.

« | dati NAS sono conformi a. "Requisiti per I'accesso al client S3".

A proposito di questa attivita

E possibile configurare i bucket S3 NAS per specificare qualsiasi set di file e directory all'interno della directory
root di SVM.

E inoltre possibile impostare policy bucket che consentono o non consentono I'accesso ai dati NAS in base a
qualsiasi combinazione di questi parametri:

* File e directory

* Autorizzazioni utente e gruppo

* Operazioni S3

Ad esempio, potresti voler impostare una bucket policy che garantisca I'accesso ai dati in sola lettura a un
ampio gruppo di utenti e un’altra bucket policy che consenta a un gruppo limitato di eseguire operazioni su un


https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-add-service.html

sottoinsieme di tali dati.

A partire da ONTAP 9.18.1, & possibile creare bucket NAS che consentono alle applicazioni di accedere ai dati
sui FlexCache volumi utilizzando il protocollo S3. Tutti i nodi del cluster devono eseguire ONTAP 9.18.1 o
versioni successive. Prima di poter accedere a un FlexCache volume utilizzando il protocollo S3, & necessario
impostare I'opzione -is-s3-enabled su true "sul FlexCache volume". Il parametro &€ impostato su false
per impostazione predefinita.

A partire da ONTAP 9.17.1, & possibile collegare direttamente un bucket NAS S3 a un volume anziché al
percorso di giunzione. Per impostazione predefinita, un bucket S3 su un volume NAS & associato a un
percorso di giunzione, che puo essere modificato da un amministratore ONTAP in qualsiasi momento. Queste
modifiche possono potenzialmente compromettere il funzionamento del bucket S3. A partire da ONTAP 9.17.1,
e possibile utilizzare -is-nas-path-mutable false opzione con il vserver object-store-server
bucket create comando nella CLI ONTAP per abilitare il collegamento del bucket NAS S3 a un volume. Per
impostazione predefinita, -is-nas-path-mutable € impostato su true .

Poiché i "bucket" S3 NAS sono mappature e non bucket S3, le seguenti proprieta dei bucket S3 standard non
si applicano ai bucket S3 NAS.

« Aggr-list/aggr-list-moltiplicer/storage-service-level/volume/size/exclude-aggr-list/qos-policy-group
+ Nessun volume o qtree viene creato durante la configurazione dei bucket S3 NAS.

* role \ is -protected \ is -protected-on-ontap \ is -protected-on-cloud + | bucket NAS S3 non sono
protetti o sottoposti a mirroring tramite SnapMirror S3, ma utilizzano invece la normale protezione
SnapMirror disponibile con granularita del volume.

* Versioning-state + i volumi NAS di solito dispongono di tecnologia snapshot per salvare versioni diverse.
Tuttavia, la versione non & attualmente disponibile nei bucket S3 NAS.

| comandi del volume consentono di accedere alle statistiche utilizzate in modo logico/object-count* +
equivalenti per i volumi NAS.

» oggetti multipart + A partire da ONTAP 9.16.1, gli oggetti multipart sono supportati nei bucket NAS S3
quando "bilanciamento avanzato della capacita” € abilitato sul volume FlexGroup sottostante. I
bilanciamento avanzato della capacita puo essere abilitato solo sui volumi FlexGroup . Non pud essere
abilitato sui volumi FlexVol .

Fasi
Per creare un bucket NAS ¢& possibile utilizzare System Manager o ONTAP CLI.


https://docs.netapp.com/it-it/ontap/flexcache/create-volume-task.html
https://docs.netapp.com/it-it/ontap/flexgroup/enable-adv-capacity-flexgroup-task.html

System Manager
Aggiungi un nuovo bucket NAS S3 su una storage VM abilitata NAS.

1. Fare clic su Storage > Bucket, quindi su Add (Aggiungi).

2. Inserire un nome per il bucket S3 NAS e selezionare la VM di storage, non inserire una dimensione,
quindi fare clic su altre opzioni.

3. Immettere un nome di percorso valido o fare clic su Browse (Sfoglia) per effettuare una selezione da
un elenco di nomi di percorso validi. + quando si immette un nome di percorso valido, le opzioni non
rilevanti per la configurazione S3 NAS vengono nascoste.

4. Se gli utenti S3 sono gia stati mappati agli utenti NAS e sono stati creati dei gruppi, € possibile
configurarne le autorizzazioni, quindi fare clic su Save (Salva). + prima di configurare le autorizzazioni
in questa fase, € necessario aver gia mappato gli utenti S3 agli utenti NAS.

Altrimenti, fare clic su Save (Salva) per completare la configurazione del bucket S3 NAS.

CLI

1. Crea un bucket NAS S3 in una SVM contenente file system NAS.
vserver object-store-server bucket create -vserver <svm name> -bucket
<bucket name> -type nas -nas-path <junction path> -is-nas-path-mutable
true|false [-comment <text>]

Esempio 1: creare un bucket NAS S3

clusterl::> vserver object-store-server bucket create -bucket testbucket
-type nas -path /voll

Esempio 2: creare un bucket NAS S3 e collegare il bucket a un volume

vserver object-store-server bucket create -vserver vsl -bucket nasbucketl
-type nas -nas-path /pathA/dirl -is-nas-path-mutable false

Abilitare gli utenti client ONTAP S3

Per consentire agli utenti client S3 di accedere ai dati NAS, & necessario mappare i nomi
utente S3 ai corrispondenti utenti NAS, quindi concedere loro I'autorizzazione ad
accedere ai dati NAS utilizzando i criteri del servizio bucket.

Prima di iniziare
| nomi utente per I'accesso client (utenti client LINUX/UNIX, Windows e S3) devono gia esistere.

E necessario tenere presente che alcune funzionalita di S3 sono "Non supportato dai bucket S3 NAS".

A proposito di questa attivita

La mappatura di un nome utente S3 a un utente LINUX/UNIX o Windows corrispondente consente di onorare i
controlli di autorizzazione sui file NAS quando tali file sono accessibili dai client S3. Le mappature da S3 a
NAS vengono specificate fornendo un nome utente S3 Pattern, che pud essere espresso come un singolo
nome o un’espressione regolare POSIX, e un nome utente LINUX/UNIX o Windows Replacement.



Se non e presente alcuna mappatura dei nomi, viene utilizzata la mappatura dei nomi predefinita, in cui il
nome utente S3 stesso verra utilizzato come nome utente UNIX e nome utente Windows. E possibile
modificare le mappature predefinite dei nomi utente UNIX e Windows con vserver object-store-server
modify comando.

E supportata solo la configurazione di mappatura dei nomi locali; LDAP non & supportato.

Una volta mappati gli utenti S3 agli utenti NAS, € possibile concedere autorizzazioni agli utenti specificando le
risorse (directory e file) a cui hanno accesso e le azioni che possono eseguire o0 meno.
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System Manager
1. Creare mappature dei nomi locali per client UNIX o Windows (o entrambi).
a. Fare clic su Storage > Bucket, quindi selezionare la VM di storage abilitata per S3/NAS.
b. Selezionare Impostazioni, quindi fare clic su <> mappatura nome (in utenti e gruppi host).

c. Nei riquadri S3 to Windows o S3 to UNIX (o entrambi), fare clic su Add (Aggiungi), quindi
immettere i nomi utente desiderati Pattern (S3) e Replacement (NAS).

2. Creare una policy bucket per fornire I'accesso al client.

a. Fare clic su Storage > Bucket, fare clic su accanto al bucket S3 desiderato, : quindi fare clic su
Edit.

b. Fare clic su Add (Aggiungi) e fornire i valori desiderati.
= Principal - specificare i nomi utente S3 o utilizzare il valore predefinito (tutti gli utenti).
= Effetto - selezionare Consenti o Nega.

= Azioni - inserire azioni per questi utenti e risorse. Le operazioni di risorsa attualmente
supportate dal server di archiviazione a oggetti per i bucket NAS S3 sono: GetObject,
PutObiject, DeleteObject, ListBucket, GetBucketAcl, GetObjectAcl, GetObjectTagging,
PutObjectTagging, DeleteObjectTagging, GetBucketLocation, GetBucketVersioning,
PutBucketVersioning e ListBucketVersions. | caratteri jolly sono accettati per questo
parametro.

= Risorse - inserire i percorsi di cartella o file in cui le azioni sono consentite o rifiutate, oppure
utilizzare le impostazioni predefinite (directory principale del bucket).

CLI

1. Creare mappature dei nomi locali per client UNIX o Windows (o entrambi).
vserver name-mapping create -vserver svm name> -direction {s3-win|s3-unix}
-position integer -pattern s3 user name -replacement nas user name

° —-position - numero di priorita per la valutazione della mappatura; inserire 1 o 2.
° -pattern - Un nome utente S3 o un’espressione regolare

° -replacement - un nome utente windows o unix

Esempi

vserver name-mapping create -direction s3-win -position 1 -pattern s3 user 1
-replacement win user 1 vserver name-mapping create -direction s3-unix
-position 2 -pattern s3 user 1 -replacement unix user 1

1. Creare una policy bucket per fornire I'accesso al client.
vserver object-store-server bucket policy add-statement -vserver svm name
-bucket bucket name -effect {denylallow} -action list of actions -principal
list of users or groups -resource [-sid alphanumeric text]

° —effect {denylallow} - specifica se I'accesso & consentito o negato quando un utente
richiede un’azione.

° —action <Action>, ..-specificale operazioni dirisorsa consentite o negate. L'insieme di
operazioni di risorsa che il server di archivio oggetti supporta attualmente per i bucket NAS S3 é:
GetObject, PutObject, DeleteObject, ListBucket, GetBucketAcl, GetObjectAcl e
GetBucketLocation. | caratteri jolly sono accettati per questo parametro.
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° -principal <Objectstore Principal>, ..-convalida l'utente che richiede I'accesso in
base agli utenti o ai gruppi del server dell’archivio di oggetti specificati in questo parametro.

= Per specificare un gruppo di server di archiviazione oggetti, aggiungere un gruppo di prefissi/
al nome del gruppo.

* —principal - (il trattino) consente I'accesso a tutti gli utenti.

° -resource <text>, ..-specifica il bucket, la cartella o 'oggetto per il quale sono impostate le
autorizzazioni allow/deny. | caratteri jolly sono accettati per questo parametro.

° [-sid <SID>] - specifica un commento di testo facoltativo per I'istruzione del criterio bucket del
server archivio oggetti.

Esempi

clusterl::> vserver object-store-server bucket policy add-statement -bucket
testbucket -effect allow -action

GetObject, PutObject,DeleteObject, ListBucket, GetBucketAcl,GetObjectAcl,
GetBucketLocation, GetBucketPolicy, PutBucketPolicy,DeleteBucketPolicy
-principal userl -resource testbucket,testbucket/* sid "FullAccessForUserl"

clusterl::> vserver object-store-server bucket policy statement create
-vserver vsl -bucket bucketl -effect allow -action GetObject -principal -
-resource bucketl/readme/* -sid "ReadAccessToReadmeForAllUsers"
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