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Gestire i volumi per FabricPool

Creare un volume su un Tier locale ONTAP abilitato per
FabricPool

Puoi aggiungere volumi a FabricPool creando nuovi volumi direttamente nel Tier locale
abilitato per FabricPool o spostando i volumi esistenti da un altro Tier locale al Tier locale
abilitato per FabricPool.

Prima di ONTAP 9,7, System Manager utilizza il termine aggregate per descrivere un livello
@ locale. A prescindere dalla versione di ONTAP, la CLI di ONTAP utilizza il termine aggregate.
Per ulteriori informazioni sui livelli locali, vedere "Dischi e Tier locali".

Quando si crea un volume per FabricPool, & possibile specificare un criterio di tiering. Se non viene specificato
alcun criterio di tiering, il volume creato utilizza I'impostazione predefinita snapshot-only policy di tiering.
Per un volume con snapshot-only oppure auto policy di tiering, & anche possibile specificare il periodo
minimo di raffreddamento del tiering.

Prima di iniziare

* Impostazione di un volume per I'utilizzo di auto La policy di tiering o la specifica del periodo di
raffreddamento minimo di tiering richiede ONTAP 9.4 o versione successiva.

* L'utilizzo di FlexGroup Volumes richiede ONTAP 9.5 o versione successiva.

* Impostazione di un volume per l'utilizzo di a11 | criteri di tiering richiedono ONTAP 9.6 o versione
successiva.

* Impostazione di un volume per l'utilizzo di ~cloud-retrieval-policy Il parametro richiede ONTAP 9.8
0 versione successiva.

Fasi

1. Creare un nuovo volume per FabricPool utilizzando volume create comando.

° Il -tiering-policy il parametro opzionale consente di specificare il criterio di tiering per il volume.
E possibile specificare uno dei seguenti criteri di tiering:

* snapshot-only (impostazione predefinita)
" auto

"all

* backup (obsoleto)

" none
"Tipi di policy di tiering FabricPool"
° Il —-cloud-retrieval-policy il parametro opzionale consente agli amministratori del cluster con il
livello di privilegio avanzato di eseguire I'override del comportamento predefinito di recupero o

migrazione del cloud controllato dalla policy di tiering.

E possibile specificare una delle seguenti policy di recupero del cloud:


https://docs.netapp.com/it-it/ontap/disks-aggregates/index.html
https://docs.netapp.com/it-it/ontap/fabricpool/tiering-policies-concept.html#types-of-fabricpool-tiering-policies

" default

La policy di tiering determina quali dati vengono recuperati, quindi non vi &€ alcuna modifica al
recupero dei dati nel cloud default policy-recupero-cloud. Questo significa che il comportamento
e lo stesso delle release precedenti a ONTAP 9.8:

= Se la policy di tiering € none oppure snapshot-only, quindi “default” significa che qualsiasi
lettura dei dati basata su client viene estratta dal tier cloud al tier di performance.

= Se la policy di tiering € auto, quindi viene estratta qualsiasi lettura casuale basata su client,
ma non letture sequenziali.

= Se la policy di tiering € al1 quindi, nessun dato client-driven viene estratto dal tier cloud.

" on-read

Tutte le letture dei dati basate su client vengono estratte dal Tier cloud al Tier di performance.
" never

Nessun dato client-driven viene estratto dal Tier cloud al Tier di performance

" promote

* Per la policy di tiering none, tutti i dati del cloud vengono estratti dal livello cloud al livello di
performance

* Per la policy di tiering snapshot-only, tutti i dati del file system attivi vengono estratti dal
livello cloud al livello di performance.

° |l -tiering-minimum-cooling-days il parametro opzionale nel livello di privilegio avanzato
consente di specificare il periodo minimo di raffreddamento del tiering per un volume che utilizza
snapshot-only oppure auto policy di tiering.

A partire da ONTAP 9.8, & possibile specificare un valore compreso tra 2 e 183 per i giorni di
raffreddamento minimi di tiering. Se si utilizza una versione di ONTAP precedente alla 9.8, & possibile
specificare un valore compreso tra 2 e 63 per i giorni di raffreddamento minimi di tiering.

Esempio di creazione di un volume per FabricPool

Nell’esempio seguente viene creato un volume chiamato "yvol1" nel Tier locale abilitato FabricPool
"myFabricPool". La policy di tiering &€ impostata su auto e il periodo di raffreddamento minimo per il tiering &
impostato su 45 giorni:

clusterl::*> volume create -vserver myVS -aggregate myFabricPool
-volume myvoll -tiering-policy auto -tiering-minimum-cooling-days 45

Informazioni correlate

"Gestione dei volumi FlexGroup"


https://docs.netapp.com/it-it/ontap/flexgroup/index.html

Sposta un volume in un Tier locale ONTAP abilitato per
FabricPool

A "spostamento del volume" é il modo in cui ONTAP sposta un volume senza interruzioni
da un Tier locale (origine) a un altro (destinazione). E possibile eseguire lo spostamento
dei volumi per diversi motivi, anche se i motivi piu comuni sono la gestione del ciclo di
vita dell’lhardware, I'espansione dei cluster e il bilanciamento del carico.

E importante comprendere come funziona lo spostamento dei volumi con FabricPool, perché le modifiche che
avvengono sia nel Tier locale, che nel Tier cloud collegato e nel volume (policy di tiering dei volumi) possono
avere un notevole impatto sulla funzionalita.

Prima di ONTAP 9,7, System Manager utilizza il termine aggregate per descrivere un livello
@ locale. A prescindere dalla versione di ONTAP, la CLI di ONTAP utilizza il termine aggregate.
Per ulteriori informazioni sui livelli locali, vedere "Dischi e Tier locali".

Tier locale di destinazione

Se il Tier locale di destinazione di uno spostamento del volume non ha un Tier cloud collegato, i dati del
volume di origine archiviati nel Tier cloud vengono scritti nel Tier locale nel Tier locale di destinazione.

A partire da ONTAP 9,8, quando un volume €& "report dei dati inattivi" abilitato, FabricPool utilizzera la mappa
termica del volume per mettere immediatamente in coda i dati cold e iniziare il tiering non appena vengono
scritti nel Tier locale di destinazione.

Prima di ONTAP 9,8, lo spostamento di un volume in un altro livello locale ripristina il periodo di inattivita dei
blocchi nel livello locale. Ad esempio, un volume che utilizza la policy di tiering automatico dei volumi con dati
nel Tier locale che non & stato attivo da 20 giorni, ma non & ancora stato sottoposto a tiering, ripristinera la
temperatura dei dati a 0 giorni dopo lo spostamento di un volume.

Spostamenti dei volumi ottimizzati

A partire da ONTAP 9,6, se il Tier locale di destinazione di uno spostamento del volume utilizza lo stesso
bucket del Tier locale di origine, i dati sul volume di origine memorizzato nel bucket non si spostano di nuovo
nel Tier locale. | dati in tiering rimangono a riposo e solo i dati piu utilizzati devono essere spostati da un Tier
locale a un altro. Questo spostamento ottimizzato dei volumi produce una notevole efficienza della rete.

Ad esempio, uno spostamento di volume ottimizzato da 300 TB significa che, anche se 300 TB di dati inattivi
vengono spostati da un livello locale a un altro, non verranno attivati 300 TB di letture e 300 TB di scritture
nell’archivio oggetti.

Gli spostamenti di volumi non ottimizzati generano traffico aggiuntivo di rete e calcolo (letture/GET e
scritture/put), un aumento delle richieste sul cluster ONTAP e sull’archivio di oggetti, aumentando
potenzialmente i costi durante il tiering negli archivi di oggetti pubblici.


https://docs.netapp.com/it-it/ontap/volumes/move-volume-task.html
https://docs.netapp.com/it-it/ontap/disks-aggregates/index.html
https://docs.netapp.com/it-it/ontap/fabricpool/determine-data-inactive-reporting-task.html

Alcune configurazioni sono incompatibili con spostamenti ottimizzati dei volumi:

» Modifica della policy di tiering durante lo spostamento dei volumi

« Tier locali di origine e destinazione utilizzando chiavi di crittografia diverse
@ « Volumi FlexClone

* Volumi padre FlexClone

» MetroCluster (supporta spostamenti di volumi ottimizzati in ONTAP 9,8 e versioni
successive)

» Bucket mirror FabricPool non sincronizzati

Se il Tier locale di destinazione di uno spostamento del volume ha un Tier cloud collegato, i dati del volume di
origine archiviati nel Tier cloud vengono dapprima scritti nel Tier locale nel Tier locale di destinazione. Viene
quindi scritto nel Tier cloud sul Tier locale di destinazione se questo approccio € appropriato per la policy di
tiering del volume.

La scrittura dei dati nel Tier locale migliora per prima cosa le performance dello spostamento del volume e
riduce il tempo di cutover. Se non viene specificata una policy di tiering dei volumi durante lo spostamento di
un volume, il volume di destinazione utilizza la policy di tiering del volume di origine.

Se durante lo spostamento del volume viene specificata un’altra policy di tiering, il volume di destinazione
viene creato con la policy di tiering specificata e lo spostamento del volume non € ottimizzato.

Metadati per volumi

Indipendentemente dall’ottimizzazione dello spostamento di un volume, ONTAP memorizza una quantita
significativa di metadati relativi a posizione, efficienza di archiviazione, autorizzazioni, modelli di utilizzo, ecc. di
tutti i dati, sia locali che a livelli. | metadati rimangono sempre sul livello locale e non sono a livelli. Quando un
volume viene spostato da un Tier locale a un altro, queste informazioni devono essere spostate anche nel Tier
locale di destinazione.

Durata

Gli spostamenti di volume richiedono ancora tempo per essere completati e ci si dovrebbe aspettare che uno
spostamento di volume ottimizzato richieda all’'incirca lo stesso tempo dello spostamento di una stessa
quantita di dati non suddivisi in livelli.

E importante capire che la "capacita di elaborazione" riportata dal volume move show il comando non
rappresenta la produttivita in termini di dati spostati dal livello cloud, ma dati di volume aggiornati localmente.

@ Quando si utilizza una relazione di disaster recovery di SVM, i volumi di origine e destinazione
devono utilizzare la stessa policy di tiering.

Fasi
1. Utilizzare il volume move start comando per spostare un volume da un Tier locale di origine a un Tier
locale di destinazione.
Esempio di spostamento di un volume

Nell’esempio seguente viene spostato un volume denominato myvol2 vs1l SVMin dest FabricPool un
Tier locale abilitato per FabricPool.



clusterl::> volume move start -vserver vsl -volume myvol2

—-destination-aggregate dest FabricPool

Abilita i volumi ONTAP in FabricPool per scrivere
direttamente nel cloud

A partire da ONTAP 9.14.1, puoi abilitare e disabilitare la scrittura direttamente nel cloud
su un volume nuovo o esistente in una FabricPool, per consentire ai client NFS di
scrivere dati direttamente nel cloud senza attendere le scansioni di tiering. | client SMB
continuano a scrivere nel Tier di performance in un volume abilitato per la scrittura nel
cloud. La modalita cloud-write € disattivata per impostazione predefinita.

Avere la possibilita di scrivere direttamente nel cloud & utile per casi come le migrazioni, ad esempio, dove
grandi quantita di dati vengono trasferite in un cluster rispetto a quanto il cluster pud supportare nel Tier locale.
Senza la modalita di scrittura cloud, durante la migrazione, vengono trasferite piccole quantita di dati, quindi
sottoposte a tiering e quindi trasferite di nuovo in Tier, fino al completamento della migrazione. Utilizzando la
modalita di scrittura cloud, questo tipo di gestione non & piu necessario, perché i dati non vengono mai
trasferiti nel Tier locale.
Prima di iniziare

* Dovresti essere un amministratore di cluster o SVM.

« E necessario essere al livello di privilegi avanzati.

* Il volume deve essere di tipo lettura-scrittura.

* Il volume deve disporre di TUTTA LA policy di tiering.

Attiva la scrittura direttamente nel cloud durante la creazione del volume

Fasi

1. Impostare il livello di privilegio su Advanced (avanzato):
set -privilege advanced
2. Creazione di un volume e abilitazione della modalita di scrittura cloud:

volume create -vserver <svm name> -volume <volume name> -is-cloud-write
-enabled <true|false> -aggregate <local tier name>

L’esempio seguente crea un volume denominato vol1 con Cloud Write abilitato nel Tier locale FabricPool
(aggri):

volume create -vserver vsl -volume voll -is-cloud-write-enabled true

-aggregate aggrl



Consenti la scrittura diretta nel cloud di un volume esistente

Fasi

1. Impostare il livello di privilegio su Advanced (avanzato):
set -privilege advanced
2. Modificare un volume per attivare la modalita di scrittura cloud:

volume modify -vserver <svm name> -volume <volume name> -is-cloud-write
-enabled true

Il seguente esempio modifica il volume denominato vol1 per abilitare la scrittura nel cloud:

volume modify -vserver vsl -volume voll -is-cloud-write-enabled true

Disattivare la scrittura direttamente nel cloud su un volume

Fasi

1. Impostare il livello di privilegio su Advanced (avanzato):
set -privilege advanced
2. Disattivare la modalita di scrittura cloud su un volume:

volume modify -vserver <svm name> -volume <volume name> -is-cloud-write
-enabled false

Il seguente esempio disattiva la modalita di scrittura cloud sul volume denominato vol1:

volume modify -vserver vsl -volume voll -is-cloud-write-enabled false

Attiva i volumi ONTAP in FabricPool per eseguire teste di
lettura aggressive

A partire da ONTAP 9.14,1, puoi abilitare e disabilitare la modalita aggressiva Read-
ahead sui volumi in FabricPool. In ONTAP 9.13.1, la modalita read-ahead aggressiva &
stata introdotta solo sulle piattaforme cloud. A partire da ONTAP 9.14.1, la modalita read-
ahead aggressiva € disponibile su tutte le piattaforme supportate da FabricPool,



comprese quelle on-premise. La funzione & disattivata per impostazione predefinita.

Quando la lettura aggressiva & disabilitata, FabricPool legge solo i blocchi di file richiesti da un’applicazione
client e non deve leggere l'intero file. Cio pud comportare una riduzione del traffico di rete, in particolare per i
file di grandi dimensioni in GB e TB. Abilitando una lettura aggressiva su un volume si disattiva questa
funzionalita e FabricPool legge in modo preventivo I'intero file in sequenza dall’archivio di oggetti, aumentando
la capacita di trasmissione GET e riducendo la latenza delle letture del client sul file. Per impostazione
predefinita, quando i dati in tiering vengono letti in modo sequenziale, rimangono cold e non vengono scritti nel
Tier locale.

La lettura anticipata aggressiva consente di negoziare I'efficienza della rete per migliorare le prestazioni dei
dati a piu livelli.

A proposito di questa attivita

Il aggressive-readahead-mode il comando ha due opzioni:

* none: la funzione read-ahead & disattivata.

* file prefetch: il sistema legge l'intero file in memoria prima dell’applicazione client.

Prima di iniziare
* Dovresti essere un amministratore di cluster o SVM.

« E necessario essere al livello di privilegi avanzati.

Attiva la modalita Read-ahead aggressiva durante la creazione del volume

Fasi
1. Impostare il livello di privilegio su Advanced (avanzato):

set -privilege advanced
2. Creazione di un volume e abilitazione della modalita aggressiva di Read-ahead:

volume create -volume <volume name> -aggressive-readahead-mode
<none| file prefetch>

Nell’esempio seguente viene creato un volume denominato vol1 con la funzione di Read-ahead aggressiva
abilitata con I'opzione file_prefetch:

volume create -volume voll -aggressive-readahead-mode file prefetch

Disattiva la modalita aggressiva di lettura anticipata

Fasi
1. Impostare il livello di privilegio su Advanced (avanzato):



set -privilege advanced

2. Disattivare la modalita aggressiva di Read-ahead:

volume modify -volume <volume name> -aggressive-readahead-mode none

Nell’esempio seguente viene modificato un volume denominato vol1 per disattivare la modalita aggressiva
di Read-ahead:

volume modify -volume voll -aggressive-readahead-mode none

Visualizzazione di una modalita di Read-ahead aggressiva su un volume

Fasi
1. Impostare il livello di privilegio su Advanced (avanzato):

set -privilege advanced

2. Visualizza la modalita di lettura aggressiva:

volume show -fields aggressive-readahead-mode
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