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Gestire il protocollo iSCSI

Configura la tua rete per ottenere le migliori performance

Le reti Ethernet variano notevolmente in termini di performance. È possibile
massimizzare le prestazioni della rete utilizzata per iSCSI selezionando valori di
configurazione specifici.

Fasi

1. Collegare le porte host e storage alla stessa rete.

Si consiglia di collegarsi agli stessi switch. Il routing non deve mai essere utilizzato.

2. Selezionare le porte più veloci disponibili e dedicarle a iSCSI.

Le porte da 10 GbE sono le migliori. Le porte 1 GbE sono il minimo.

3. Disattiva il controllo di flusso Ethernet per tutte le porte.

Dovrebbe essere visualizzato "Gestione della rete" Per utilizzare la CLI per configurare il controllo di flusso
della porta Ethernet.

4. Abilitare i frame jumbo (in genere MTU di 9000).

Tutti i dispositivi nel percorso dati, inclusi iniziatori, destinazioni e switch, devono supportare i frame jumbo.
In caso contrario, l’abilitazione dei frame jumbo riduce notevolmente le performance di rete.

Configurare una SVM per iSCSI

Per configurare una macchina virtuale di storage (SVM) per iSCSI, è necessario creare
LIF per SVM e assegnare il protocollo iSCSI a tali LIF.

A proposito di questa attività

È necessario un minimo di un LIF iSCSI per nodo per ogni SVM che fornisce dati con il protocollo iSCSI. Per la
ridondanza, è necessario creare almeno due LIF per nodo.
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Esempio 1. Fasi

System Manager

Configurazione di una VM di storage per iSCSI con Gestore di sistema di ONTAP (9.7 e versioni
successive).

Per configurare iSCSI su una nuova VM di

storage

Per configurare iSCSI su una VM di storage

esistente

1. In System Manager, fare clic su Storage >

Storage VMS, quindi su Add.

2. Immettere un nome per la VM di storage.

3. Selezionare iSCSI per il protocollo di accesso*.

4. Fare clic su Enable iSCSI (attiva iSCSI) e
inserire l’indirizzo IP e la subnet mask
dell’interfaccia di rete. + ogni nodo deve avere
almeno due interfacce di rete.

5. Fare clic su Save (Salva).

1. In System Manager, fare clic su Storage >

Storage VM.

2. Fare clic sulla VM di storage che si desidera
configurare.

3. Fare clic sulla scheda Impostazioni, quindi
fare clic su  accanto al protocollo iSCSI.

4. Fare clic su Enable iSCSI (attiva iSCSI) e
inserire l’indirizzo IP e la subnet mask
dell’interfaccia di rete. + ogni nodo deve avere
almeno due interfacce di rete.

5. Fare clic su Save (Salva).

CLI

Configurare una VM di storage per iSCSI con l’interfaccia CLI di ONTAP.

1. Abilitare le SVM per l’ascolto del traffico iSCSI:

vserver iscsi create -vserver vserver_name -target-alias vserver_name

2. Creare una LIF per le SVM su ciascun nodo da utilizzare per iSCSI:

◦ Per ONTAP 9.6 e versioni successive:

network interface create -vserver vserver_name -lif lif_name -data
-protocol iscsi -service-policy default-data-iscsi -home-node node_name
-home-port port_name -address ip_address -netmask netmask

◦ Per ONTAP 9.5 e versioni precedenti:

network interface create -vserver vserver_name -lif lif_name -role data
-data-protocol iscsi -home-node node_name -home-port port_name -address
ip_address -netmask netmask

3. Verificare di aver configurato correttamente i file LIF:

network interface show -vserver vserver_name

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

4. Verificare che iSCSI sia attivo e in esecuzione e che l’IQN di destinazione per la SVM:

vserver iscsi show –vserver vserver_name
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5. Dal tuo host, crea sessioni iSCSI sulle tue LIF.

Informazioni correlate

• "Report tecnico NetApp 4080: Best practice per le SAN moderne"

Definire un metodo di policy di sicurezza per un iniziatore

È possibile definire un elenco di iniziatori e i relativi metodi di autenticazione. È inoltre
possibile modificare il metodo di autenticazione predefinito applicabile agli iniziatori che
non dispongono di un metodo di autenticazione definito dall’utente.

A proposito di questa attività

È possibile generare password univoche utilizzando gli algoritmi dei criteri di protezione del prodotto oppure
specificare manualmente le password che si desidera utilizzare.

Non tutti gli iniziatori supportano password CHAP segrete esadecimali.

Fasi

1. Utilizzare vserver iscsi security create per creare un metodo di policy di sicurezza per un
iniziatore.

vserver iscsi security create -vserver vs2 -initiator iqn.1991-
05.com.microsoft:host1 -auth-type CHAP -user-name bob1 -outbound-user-name
bob2

2. Seguire i comandi sullo schermo per aggiungere le password.

Crea un metodo di policy di sicurezza per Initiator iqn.1991-05.com.microsoft:host1 con nomi utente e
password CHAP in entrata e in uscita.

Informazioni correlate

• Come funziona l’autenticazione iSCSI

• Autenticazione CHAP

Eliminare un servizio iSCSI per una SVM

È possibile eliminare un servizio iSCSI per una macchina virtuale di storage (SVM) se
non è più necessario.

Prima di iniziare

Lo stato di amministrazione del servizio iSCSI deve essere "proprio d`" prima di poter eliminare un
servizio iSCSI. È possibile spostare lo stato di amministrazione in basso con il
`vserver iscsi modify comando.

Fasi

1. Utilizzare vserver iscsi modify Per arrestare l’i/o al LUN.

vserver iscsi modify -vserver vs1 -status-admin down
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2. Utilizzare vserver iscsi delete Comando per rimuovere il servizio iscsi dalla SVM.

vserver iscsi delete -vserver vs_1

3. Utilizzare vserver iscsi show command Per verificare che il servizio iSCSI sia stato eliminato da
SVM.

vserver iscsi show -vserver vs1

Per ulteriori informazioni, consultare la sezione relativa ai
ripristini degli errori della sessione iSCSI

L’aumento del livello di ripristino degli errori di sessione iSCSI consente di ricevere
informazioni più dettagliate sui ripristini degli errori iSCSI. L’utilizzo di un livello di ripristino
degli errori superiore potrebbe causare una riduzione minore delle prestazioni della
sessione iSCSI.

A proposito di questa attività

Per impostazione predefinita, ONTAP è configurato per utilizzare il livello di ripristino degli errori 0 per le
sessioni iSCSI. Se si utilizza un iniziatore qualificato per il livello di ripristino degli errori 1 o 2, è possibile
scegliere di aumentare il livello di ripristino degli errori. Il livello di ripristino degli errori di sessione modificato
influisce solo sulle sessioni appena create e non sulle sessioni esistenti.

A partire da ONTAP 9.4, la max-error-recovery-level l’opzione non è supportata in iscsi show e.
iscsi modify comandi.

Fasi

1. Accedere alla modalità avanzata:

set -privilege advanced

2. Verificare l’impostazione corrente utilizzando iscsi show comando.

iscsi show -vserver vs3 -fields max-error-recovery-level

vserver max-error-recovery-level

------- ------------------------

vs3     0

3. Modificare il livello di ripristino degli errori utilizzando iscsi modify comando.

iscsi modify -vserver vs3 -max-error-recovery-level 2

Registrare la SVM con un server iSNS

È possibile utilizzare vserver iscsi isns Comando per configurare la macchina
virtuale di storage (SVM) per la registrazione con un server iSNS.
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A proposito di questa attività

Il vserver iscsi isns create Il comando configura la SVM per la registrazione con il server iSNS. SVM
non fornisce comandi che consentono di configurare o gestire il server iSNS. Per gestire il server iSNS, è
possibile utilizzare gli strumenti di amministrazione del server o l’interfaccia fornita dal fornitore per il server
iSNS.

Fasi

1. Sul server iSNS, assicurarsi che il servizio iSNS sia attivo e disponibile per l’assistenza.

2. Creare la LIF di gestione SVM su una porta dati:

network interface create -vserver SVM_name -lif lif_name -role data -data
-protocol none -home-node home_node_name -home-port home_port -address
IP_address -netmask network_mask

Ulteriori informazioni su network interface create nella "Riferimento al comando ONTAP".

3. Creare un servizio iSCSI sulla SVM se non ne esiste già uno:

vserver iscsi create -vserver SVM_name

4. Verificare che il servizio iSCSI sia stato creato correttamente:

iscsi show -vserver SVM_name

5. Verificare che esista un percorso predefinito per SVM:

network route show -vserver SVM_name

6. Se non esiste un percorso predefinito per SVM, creare un percorso predefinito:

network route create -vserver SVM_name -destination destination -gateway
gateway

Ulteriori informazioni su network route create nella "Riferimento al comando ONTAP".

7. Configurare SVM per la registrazione con il servizio iSNS:

vserver iscsi isns create -vserver SVM_name -address IP_address

Sono supportate sia le famiglie di indirizzi IPv4 che IPv6. La famiglia di indirizzi del server iSNS deve
essere uguale a quella della LIF di gestione SVM.

Ad esempio, non è possibile connettere un LIF di gestione SVM con un indirizzo IPv4 a un server iSNS con
un indirizzo IPv6.

8. Verificare che il servizio iSNS sia in esecuzione:

vserver iscsi isns show -vserver SVM_name

9. Se il servizio iSNS non è in esecuzione, avviarlo:

vserver iscsi isns start -vserver SVM_name
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Risoluzione dei messaggi di errore iSCSI sul sistema di
storage

Sono disponibili diversi messaggi di errore comuni relativi a iSCSI che è possibile
visualizzare con event log show comando. Devi sapere cosa significano questi
messaggi e cosa puoi fare per risolvere i problemi che identificano.

La seguente tabella contiene i messaggi di errore più comuni e le istruzioni per risolverli:

Messaggio Spiegazione Cosa fare

ISCSI: network interface
identifier disabled for
use; incoming connection
discarded

Il servizio iSCSI non è abilitato
sull’interfaccia.

È possibile utilizzare iscsi
interface enable Per attivare il
servizio iSCSI sull’interfaccia. Ad
esempio:

iscsi interface enable
-vserver vs1 -lif lif1

ISCSI: Authentication
failed for initiator
nodename

CHAP non è configurato
correttamente per l’iniziatore
specificato.

Controllare le impostazioni CHAP;
non è possibile utilizzare lo stesso
nome utente e password per le
impostazioni in entrata e in uscita
sul sistema di storage:

• Le credenziali in entrata nel
sistema di storage devono
corrispondere alle credenziali in
uscita sull’iniziatore.

• Le credenziali in uscita sul
sistema di storage devono
corrispondere alle credenziali in
entrata sull’iniziatore.

Ulteriori informazioni su event log show nella "Riferimento al comando ONTAP".

Attiva o disattiva il failover automatico della LIF iSCSI

Dopo l’upgrade a ONTAP 9.11.1 o versione successiva, dovresti attivare manualmente il
failover LIF automatico su tutte le LIF iSCSI create in ONTAP 9.10.1 o versione
precedente.

A partire da ONTAP 9.11.1, puoi abilitare il failover LIF automatico per LIF iSCSI su piattaforme di array SAN
all-flash. In caso di failover dello storage, la LIF iSCSI viene automaticamente migrata dal nodo home o dalla
porta al nodo partner di ha o alla porta, per poi tornare indietro una volta completato il failover. Oppure, se la
porta per LIF iSCSI diventa guasta, la LIF viene migrata automaticamente a una porta funzionante nel suo
nodo home corrente e quindi di nuovo alla porta originale una volta che la porta è nuovamente funzionante.
Consente ai carichi di lavoro SAN in esecuzione su iSCSI di riprendere più rapidamente il servizio i/o dopo un
failover.
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In ONTAP 9.11.1 e versioni successive, per impostazione predefinita, le LIF iSCSI appena create vengono
attivate per il failover automatico della LIF se si verifica una delle seguenti condizioni:

• Non ci sono LIF iSCSI nell’SVM

• Tutte le LIF iSCSI presenti nella SVM sono abilitate per il failover automatico della LIF

Attiva il failover automatico della LIF iSCSI

Per impostazione predefinita, le LIF iSCSI create in ONTAP 9.10.1 e versioni precedenti non sono abilitate per
il failover automatico della LIF. Se nell’SVM sono presenti LIF iSCSI non abilitate per il failover automatico della
LIF, nemmeno le LIF create di recente saranno abilitate per il failover automatico della LIF. Se il failover
automatico della LIF non è abilitato e in caso di failover, la LIF iSCSI non migrerà.

Ulteriori informazioni su "Failover e sconto della LIF".

Fase

1. Attivazione del failover automatico per una LIF iSCSI:

network interface modify -vserver <SVM_name> -lif <iscsi_lif> -failover

-policy sfo-partner-only -auto-revert true

Per aggiornare tutte le LIF iSCSI nella SVM, utilizza -lif* invece di lif.

Disattiva il failover automatico della LIF iSCSI

Se in precedenza hai abilitato il failover automatico di una LIF iSCSI creato in ONTAP 9.10.1 o versione
precedente, puoi disabilitarlo.

Fase

1. Disattivare il failover automatico per una LIF iSCSI:

network interface modify -vserver <SVM_name> -lif <iscsi_lif> -failover

-policy disabled -auto-revert false

Per aggiornare tutte le LIF iSCSI nella SVM, utilizza -lif* invece di lif.

Informazioni correlate

• "Creare una LIF"

• Manualmente "Migrazione di una LIF"

• Manualmente "Ripristina una LIF nella porta home"

• "Configurare le impostazioni di failover su una LIF"
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