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Gestire le LIF

Configurazione delle policy di servizio LIF per un cluster
ONTAP

E possibile configurare le policy di servizio LIF per identificare un singolo servizio o un
elenco di servizi che utilizzeranno una LIF.
Creare una politica di servizio per le LIF

E possibile creare una politica di servizio per le LIF. E possibile assegnare una policy di servizio a una o piu
LIF, consentendo cosi al LIF di trasportare il traffico per un singolo servizio o un elenco di servizi.

Per eseguire, sono necessari privilegi avanzati network interface service-policy create comando.

A proposito di questa attivita

| servizi integrati e le policy di servizio sono disponibili per la gestione del traffico di dati e di gestione su SVM
di dati e di sistema. La maggior parte dei casi di utilizzo & soddisfatta utilizzando una politica di servizio
integrata piuttosto che creare una politica di servizio personalizzata.

Se necessario, & possibile modificare queste policy di servizio incorporate.

Fasi
1. Visualizzare i servizi disponibili nel cluster:

network interface service show

| servizi rappresentano le applicazioni a cui si accede da una LIF e le applicazioni servite dal cluster. Ogni
servizio include zero o piu porte TCP e UDP su cui I'applicazione € in ascolto.

Sono disponibili i seguenti servizi di gestione e dati aggiuntivi:



clusterl::> network interface service show

Service Protocol:Ports

cluster-core -
data-cifs =
data-core =
data-flexcache =
data-iscsi =

data-nfs =
intercluster-core tcp:11104-11105
management-autosupport -
management-bgp tcp:179
management-core -
management-https tcp:443
management-ssh tcp:22

12 entries were displayed.

2. Visualizzare le policy di servizio esistenti nel cluster:



clusterl::> network interface service-policy show

Vserver Policy Service: Allowed Addresses

clusterl
default-intercluster intercluster-core: 0.0.0.0/0
management-https: 0.0.0.0/0

default-management management-core: 0.0.0.0/0
management—autosupport: 0.0.0.0/0
management-ssh: 0.0.0.0/0
management-https: 0.0.0.0/0

default-route-announce management-bgp: 0.0.0.0/0
Cluster

default-cluster cluster-core: 0.0.0.0/0
vsO0

default-data-blocks data-core: 0.0.0.0/0

data-iscsi: 0.0.0.0/0

default-data-files data-core: 0.0.0.0/0
data-nfs: 0.0.0.0/0
data-cifs: 0.0.0.0/0
data-flexcache: 0.0.0.0/0

default-management data-core: 0.0.0.0/0
management-ssh: 0.0.0.0/0
management-https: 0.0.0.0/0

7 entries were displayed.

3. Creare una politica di servizio:

clusterl::> set -privilege advanced
Warning: These advanced commands are potentially dangerous; use them
only when directed to do so by technical support.

Do you wish to continue? (y or n): y

clusterl::> network interface service-policy create -vserver <svm name>
-policy <service policy name> -services <service name> -allowed
-addresses <IP address/mask,...>



> "nome_servizio" specifica un elenco di servizi da includere nella policy.

o "IP_address/mask" specifica I'elenco di subnet mask per gli indirizzi ai quali &€ consentito I'accesso ai
servizi nella politica di servizio. Per impostazione predefinita, tutti i servizi specificati vengono aggiunti
con un elenco di indirizzi consentiti predefinito di 0.0.0.0/0, che consente il traffico da tutte le subnet.
Quando viene fornito un elenco di indirizzi non predefinito, i file LIF che utilizzano il criterio sono
configurati per bloccare tutte le richieste con un indirizzo di origine che non corrisponde a nessuna
delle maschere specificate.

Nell’esempio seguente viene illustrato come creare una policy del servizio dati, svm1_data_policy, per

una SVM che include i servizi NFS e SMB:

clusterl::> set -privilege advanced

Warning: These advanced commands are potentially dangerous; use them
only when directed to do so by technical support.

Do you wish to continue? (y or n): y

clusterl::> network interface service-policy create -vserver svml

-policy svml data policy -services data-nfs,data-cifs,data-core

Nell’esempio seguente viene illustrato come creare una policy di servizio tra cluster:

clusterl::> set -privilege advanced

Warning: These advanced commands are potentially dangerous; use them
only when directed to do so by technical support.

Do you wish to continue? (y or n): y

clusterl::> network interface service-policy create -vserver clusterl

-policy interclusterl -services intercluster-core

4. Verificare che la politica di servizio sia stata creata.

clusterl::> network interface service-policy show

Il seguente output mostra le policy di servizio disponibili:



clusterl::> network interface service-policy show

Vserver

Service:

clusterl

Cluster

vsO0

9 entries

Al termine

default-intercluster

interclusterl

default-management

default-route-announce

default-cluster

default-data-blocks

default-data-files

default-management

svml data policy

were displayed.

intercluster-core:
management-https:

intercluster-core:
management-core:
management-autosupport:
management-ssh:

management-https:

management-bgp:

cluster-core: 0.0.0.0/0

0.0.0.0/0
0.0.0.0/0

data-core:
data-iscsi:

0.0.0.0/0
0.0.0.0/0
0.0.0.0/0

data-core:
data-nfs:
data-cifs:
data-flexcache:
data-core: 0.0.0.0/0
management-ssh:

management-https:

0.0.0.0/0
0.0.0.0/0
0.0.0.0/0

data-core:
data-nfs:

data-cifs:

Allowed Addresses

0.0.0.0/0
0.0.0-

0/0

0.0.0.0/0

0.0.0.0/0

0.0.0.0/0

0.0.0.0/0
0.0.0.

0/0

0.0.0.0/0

0.0.0.0/0

0.0.0.0/0
0.0.0-

0/0

Assegnare la politica di servizio a una LIF al momento della creazione o modificando una LIF esistente.



Assegnare una politica di servizio a una LIF

E possibile assegnare una politica di servizio a una LIF al momento della creazione della LIF o modificando la
LIF. Una politica di servizio definisce I'elenco dei servizi che possono essere utilizzati con LIF.

A proposito di questa attivita

E possibile assegnare le policy di servizio per le LIF nelle SVM di amministrazione e dati.

Fase

A seconda del momento in cui si desidera assegnare la politica di servizio a una LIF, eseguire una delle
seguenti operazioni:

Se sei... Assegnare la politica di servizio...

Creazione di una LIF Interfaccia di rete create -vserver sym_name -lif <lif name> -home-node
<node_name> -home-port <port_name> {(-address <IP_address> -netmask
<IP_address>) -subnet-name <subnet_name>} -service-policy
<service_policy name>

Modifica di una LIF modifica interfaccia di rete -vserver <svm_name> -lif <lif_name> -service-policy
<service_policy_name>

Quando si specifica una politica di servizio per una LIF, non & necessario specificare il protocollo dati e il ruolo
per la LIF. E supportata anche la creazione di LIF specificando il ruolo e i protocolli dati.

@ Una politica di servizio pud essere utilizzata solo dalle LIF nella stessa SVM specificata durante
la creazione della politica di servizio.

Esempi

Nell’esempio seguente viene illustrato come modificare la politica di servizio di una LIF per utilizzare la politica
di servizio di gestione predefinita:

clusterl::> network interface modify -vserver clusterl -1if 1ifl -service
-policy default-management

Comandi per la gestione delle policy di servizio LIF

Utilizzare network interface service-policy Comandi per gestire le policy di servizio LIF.

Ulteriori informazioni su network interface service-policy nella "Riferimento al comando ONTAP".

Prima di iniziare

La modifica della policy di servizio di una LIF in una relazione di SnapMirror attiva interrompe il programma di
replica. Se si converte una LIF da intercluster a non intercluster (o viceversa), le modifiche non verranno
replicate nel cluster sottoposto a peering. Per aggiornare il cluster peer dopo aver modificato la policy di

servizio LIF, eseguire prima |' snapmirror abort operazione quindi risincronizzazione della relazione di
replica.


https://docs.netapp.com/us-en/ontap-cli/search.html?q=network+interface+service-policy
https://docs.netapp.com/it-it/ontap/data-protection/resynchronize-relationship-task.html
https://docs.netapp.com/it-it/ontap/data-protection/resynchronize-relationship-task.html

Se si desidera...

Creazione di una politica di servizio (sono richiesti
privilegi avanzati)

Aggiunta di una voce di servizio aggiuntiva a una
policy di servizio esistente (sono richiesti privilegi
avanzati)

Clonare una policy di servizio esistente (sono richiesti

privilegi avanzati)

Modifica di una voce di servizio in una policy di
servizio esistente (sono richiesti privilegi avanzati)

Rimozione di una voce di servizio da una policy di
servizio esistente (sono richiesti privilegi avanzati)

Rinominare una policy di servizio esistente (sono
richiesti privilegi avanzati)

Eliminazione di una policy di servizio esistente
(privilegi avanzati richiesti)

Ripristinare una policy di servizio integrata al suo
stato originale (sono richiesti privilegi avanzati)

Visualizzare le policy di servizio esistenti

Informazioni correlate

* "mostra servizio interfaccia di rete"
+ "politica di servizio dell’interfaccia di rete"

* "interruzione snapmirror"

Crea LIF ONTAP

Utilizzare questo comando...

network interface

network interface
service

network interface

network interface
modify-service

network interface
remove-service

network interface

network interface

network interface
restore-defaults

network interface

service-policy

service-policy

service-policy

service-policy

service-policy

service-policy

service-policy

service-policy

service-policy

create

add-

clone

rename

delete

show

Una SVM fornisce i dati ai client attraverso una o piu interfacce logiche di rete (LIF). Per
accedere ai dati, € necessario creare LIF sulle porte che si desidera utilizzare. Una LIF
(interfaccia di rete) & un indirizzo IP associato a una porta fisica o logica. In caso di
guasto di un componente, una LIF pud eseguire il failover o essere migrata su una porta
fisica diversa, continuando cosi a comunicare con la rete.

Best practice

Le porte dello switch connesse a ONTAP devono essere configurate come porte edge spanning-tree per

ridurre i ritardi durante la migrazione LIF.


https://docs.netapp.com/us-en/ontap-cli/network-interface-service-show.html
https://docs.netapp.com/us-en/ontap-cli/search.html?q=network+interface+service-policy
https://docs.netapp.com/us-en/ontap-cli/snapmirror-abort.html

Prima di iniziare
* Per eseguire questa attivita, &€ necessario essere un amministratore del cluster.

 La porta di rete fisica o logica sottostante deve essere stata configurata con lo stato di attivazione
amministrativa.

« Se si intende utilizzare un nome di subnet per assegnare I'indirizzo IP e il valore della maschera di rete per
un LIF, la subnet deve gia esistere.

Le subnet contengono un pool di indirizzi IP appartenenti alla stessa subnet Layer 3. Vengono creati
utilizzando System Manager o network subnet create comando.

Ulteriori informazioni su network subnet create nella "Riferimento al comando ONTAP".

* Il meccanismo per specificare il tipo di traffico gestito da una LIF & stato modificato. Per ONTAP 9.5 e
versioni precedenti, i LIF utilizzavano i ruoli per specificare il tipo di traffico che gestirebbe. A partire da
ONTAP 9.6, le LIF utilizzano le policy di servizio per specificare il tipo di traffico che gestirebbe.

A proposito di questa attivita
* Non ¢ possibile assegnare protocolli NAS e SAN allo stesso LIF.

| protocolli supportati sono SMB, NFS, FlexCache, iSCSI e FC; ISCSI e FC non possono essere combinati
con altri protocolli. Tuttavia, i protocolli SAN basati su NAS ed Ethernet possono essere presenti sulla
stessa porta fisica.

> Non si consiglia di configurare le LIF che trasportano il traffico SMB in modo da ripristinare
automaticamente i propri nodi domestici. Questo suggerimento & obbligatorio se il server SMB deve
ospitare una soluzione per operazioni senza interruzioni con Hyper-V o SQL Server su SMB.

+ E possibile creare LIF IPv4 e IPv6 sulla stessa porta di rete.

 Tutti i servizi di mappatura dei nomi e risoluzione dei nomi host utilizzati da una SVM, come DNS, NIS,
LDAP e Active Directory, Deve essere raggiungibile da almeno un LIF che gestisce il traffico dati della
SVM.

» Una LIF che gestisce il traffico intracluster tra i nodi non deve trovarsi sulla stessa subnet di una LIF che
gestisce il traffico di gestione o di una LIF che gestisce il traffico di dati.

 La creazione di una LIF che non dispone di una destinazione di failover valida genera un messaggio di
avviso.

» Se nel cluster & presente un numero elevato di LIF, & possibile verificare la capacita LIF supportata dal
cluster:

o System Manager: A partire da ONTAP 9.12.0, visualizzare il throughput nella griglia dell’'interfaccia di
rete.

° CLI: Utilizzare network interface capacity show E la capacita LIF supportata su ciascun nodo
utilizzando network interface capacity details show (a livello di privilegi avanzati).

Ulteriori informazioni su network interface capacity show e network interface
capacity details show nella "Riferimento al comando ONTAP".

* A partire da ONTAP 9.7, se sono gia presenti altre LIF per la SVM nella stessa sottorete, non & necessario
specificare la porta home della LIF. ONTAP sceglie automaticamente una porta casuale sul nodo principale
specificato nello stesso dominio di trasmissione delle altre LIF gia configurate nella stessa sottorete.

A partire da ONTAP 9.4, FC-NVMe & supportato. Se si sta creando una LIF FC-NVMe, tenere presente
quanto segue:


https://docs.netapp.com/us-en/ontap-cli/network-subnet-create.html
https://docs.netapp.com/us-en/ontap-cli/search.html?q=network+interface+capacity+show

o |l protocollo NVMe deve essere supportato dall’adattatore FC su cui viene creato il LIF.
o FC-NVMe puo essere I'unico protocollo dati sulle LIF dei dati.

+ E necessario configurare un LIF che gestisca il traffico di gestione per ogni macchina virtuale di storage
(SVM) che supporti LA SAN.

* Le LIF e gli spazi dei nomi NVMe devono essere ospitati sullo stesso nodo.
« E possibile configurare un massimo di due LIF NVMe che gestiscono il traffico dati per SVM, per nodo.

* Quando si crea un’interfaccia di rete con una subnet, ONTAP seleziona automaticamente un indirizzo IP
disponibile dalla subnet selezionata e lo assegna all'interfaccia di rete. E possibile modificare la subnet se
sono presenti piu subnet, ma non & possibile modificare I'indirizzo IP.

» Quando si crea (aggiunge) una SVM per un’interfaccia di rete, non & possibile specificare un indirizzo IP
compreso nellintervallo di una subnet esistente. Viene visualizzato un errore di conflitto di subnet. Questo
problema si verifica in altri flussi di lavoro per un’interfaccia di rete, come la creazione o la modifica di
interfacce di rete tra cluster nelle impostazioni SVM o nelle impostazioni del cluster.

* A partire da ONTAP 9.10.1, i network interface comandi CLI includono un -rdma-protocols
parametro per le configurazioni NFS su RDMA. La creazione di interfacce di rete per le configurazioni NFS
su RDMA ¢ supportata in System Manager a partire da ONTAP 9.12.1. Per ulteriori informazioni, vedere
Configurare LIFS per NFS su RDMA.

» A partire da ONTAP 9.11.1, il failover automatico iSCSI LIF € disponibile nelle piattaforme ASA (All-Flash
SAN Array).

Il failover LIF iSCSI viene attivato automaticamente (il criterio di failover & impostato su sfo-partner-
only e il valore di autorevert & impostato su true) Sulle LIF iSCSI appena create se non esistono LIF
iISCSI nella SVM specificata o se tutte le LIF iSCSI esistenti nella SVM specificata sono gia abilitate con il
failover LIF iSCSI.

Se dopo aver eseguito I'aggiornamento a ONTAP 9.11.1 o versioni successive si dispone di LIF iSCSI
esistenti in una SVM che non sono state abilitate con la funzione di failover LIF iSCSI e si creano nuove
LIF iSCSI nella stessa SVM, le nuove LIF iSCSI assumono la stessa policy di failover (disabled) Delle
LIF iSCSI esistenti in SVM.

"Failover LIF iSCSI per piattaforme ASA"

A partire da ONTAP 9.7, ONTAP sceglie automaticamente la porta home di un LIF, purché almeno un LIF
esista gia nella stessa sottorete di tale LIF. ONTAP sceglie una porta home nello stesso dominio di broadcast
delle altre LIF della subnet. E comunque possibile specificare una porta home, ma non & pil necessaria (a
meno che non esistano file LIF in tale subnet nellIPSpace specificato).

A partire da ONTAP 9.12.0, la procedura da seguire dipende dall’'interfaccia in uso: Gestore di sistema o CLI:


https://docs.netapp.com/it-it/ontap/nfs-rdma/configure-lifs-task.html
https://docs.netapp.com/it-it/ontap/san-admin/asa-iscsi-lif-fo-task.html
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System Manager

Utilizzare System Manager per aggiungere un’interfaccia di rete

Fasi

1.
2.
3.

Selezionare rete > Panoramica > interfacce di rete.
Selezionare + Add .
Selezionare uno dei seguenti ruoli di interfaccia:

a. Dati

b. Intercluster

c. Gestione SVM

. Selezionare il protocollo:

a. SMB/CIFS E NFS
b. ISCSI
c. FC
d. NVMe/FC
e. NVMe/TCP
Assegnare un nome al LIF o accettare il nome generato dalle selezioni precedenti.

Accettare il nodo home o utilizzare il menu a discesa per selezionarlo.

7. Se almeno una subnet € configurata nell'IPSpace del’'SVM selezionato, viene visualizzato il menu a

9.

CLI

discesa Subnet (sottorete).
a. Se si seleziona una subnet, selezionarla dall’elenco a discesa.
b. Se si procede senza una subnet, viene visualizzato il menu a discesa del dominio di trasmissione:
i. Specificare I'indirizzo IP. Se I'indirizzo IP & in uso, viene visualizzato un messaggio di avviso.
i. Specificare una subnet mask.

Selezionare la porta home dal dominio di trasmissione, automaticamente (scelta consigliata) o
selezionandola dal menu a discesa. Il controllo della porta Home viene visualizzato in base al dominio
di trasmissione o alla selezione della subnet.

Salvare l'interfaccia di rete.

Utilizzare la CLI per creare una LIF

Fasi

1.

Determinare quali porte del dominio di trasmissione si desidera utilizzare per la LIF.

network port broadcast-domain show -ipspace ipspacel



IPspace Broadcast
Name Domain name MTU Port List
ipspacel
default 1500
nodel:e0d
nodel:ele
node2:e0d

node2:ele

Update
Status Details

complete
complete
complete
complete

Ulteriori informazioni su network port broadcast-domain show nella "Riferimento al comando

ONTAP".

2. Verificare che la subnet che si desidera utilizzare per i file LIF contenga un numero sufficiente di

indirizzi IP inutilizzati.

network subnet show -ipspace ipspacel

Ulteriori informazioni su network subnet show nella "Riferimento al comando ONTAP".

3. Creare una o piu LIF sulle porte che si desidera utilizzare per accedere ai dati.

NetApp consiglia di creare oggetti subnet per tutte le LIF sulle SVM di dati. Cio &

particolarmente importante per le configurazioni MetroCluster, in cui 'oggetto subnet
@ consente a ONTAP di determinare le destinazioni di failover sul cluster di destinazione

poiché ogni oggetto subnet ha un dominio broadcast associato. Per istruzioni, fare

riferimento alla "Creare una subnet".

network interface create -vserver SVM name -1if 1if name
-service-policy service policy name -home-node node name -home
-port port name {-address IP address - netmask Netmask value |

-subnet-name subnet name } -firewall- policy policy -auto-revert

{true| false}

° ~home-node E il nodo a cui la LIF restituisce quando network interface revert Viene

eseguito sul LIF.

Puoi anche specificare se LIF deve ripristinare automaticamente il nodo home e la porta home

con l'opzione -auto-revert.

Ulteriori informazioni su network interface revert nella "Riferimento al comando ONTAP".

> —home-port E la porta fisica o logica a cui LIF restituisce quando network interface

revert Viene eseguito sul LIF.

> E possibile specificare un indirizzo IP con ~address e. -netmask oppure attivare I'allocazione

da una subnet con -subnet name opzione.

> Quando si utilizza una subnet per fornire I'indirizzo IP e la maschera di rete, se la subnet ¢ stata
definita con un gateway, quando viene creata una LIF che utilizza tale subnet viene
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https://docs.netapp.com/us-en/ontap-cli/network-port-broadcast-domain-show.html
https://docs.netapp.com/us-en/ontap-cli/network-port-broadcast-domain-show.html
https://docs.netapp.com/us-en/ontap-cli/network-subnet-show.html
https://docs.netapp.com/it-it/ontap/networking/create_a_subnet.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-revert.html

automaticamente aggiunto un percorso predefinito a tale gateway.

> Se si assegnano gli indirizzi IP manualmente (senza utilizzare una subnet), potrebbe essere
necessario configurare un percorso predefinito a un gateway se sono presenti client o controller di
dominio su una subnet IP diversa. Ulteriori informazioni su network route create nella
"Riferimento al comando ONTAP".

° —auto-revert Consente di specificare se un LIF dati viene automaticamente reimpostato sul
proprio nodo principale in circostanze come I'avvio, le modifiche allo stato del database di
gestione o quando viene stabilita la connessione di rete. L'impostazione predefinita € false, ma
e possibile impostarlo su true in base alle policy di gestione della rete nel proprio ambiente.

° —service-policy A partire da ONTAP 9.5, & possibile assegnare una politica di servizio per la
LIF con -service-policy opzione. Quando viene specificata una policy di servizio per una LIF,
questa viene utilizzata per creare un ruolo predefinito, una policy di failover e un elenco di
protocolli dati per la LIF. In ONTAP 9.5, le policy di servizio sono supportate solo per i servizi peer
di intercluster e BGP. In ONTAP 9.6, € possibile creare policy di servizio per diversi servizi di
gestione e dati.

° —-data-protocol Consente di creare una LIF che supporti i protocolli FCP o NVMe/FC. Questa
opzione non & necessaria quando si crea un LIF IP.

4. Opzionale: Assegnare un indirizzo IPv6 nell’opzione -address:

a. Utilizzare network ndp prefix show Per visualizzare I'elenco dei prefissi RA appresi su varie
interfacce.

Il network ndp prefix show il comando € disponibile a livello di privilegio avanzato.
Ulteriori informazioni su network ndp prefix show nella "Riferimento al comando ONTAP".
b. Utilizzare il formato prefix: : id Per costruire manualmente I'indirizzo IPv6.
prefix € il prefisso appreso sulle varie interfacce.
Per derivare il 1d, scegliere un numero esadecimale casuale a 64 bit.
5. Verificare che la configurazione dell’interfaccia LIF sia corretta.

network interface show -vserver vsl

Logical Status Network Current Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
vsl
1if1l up/up 10.0.0.128/24 nodel e0d
true

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".

6. Verificare che la configurazione del gruppo di failover sia quella desiderata.


https://docs.netapp.com/us-en/ontap-cli/network-route-create.html
https://docs.netapp.com/us-en/ontap-cli/network-ndp-prefix-show.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

network interface show -failover -vserver vsl

Logical Home Failover Failover
Vserver interface Node:Port Policy Group
vsl

1ifl nodel:e0d system-defined ipspacel

Failover Targets: nodel:e0d, nodel:ele, node2:e0d, node2:ele

7. Verificare che 'indirizzo IP configurato sia raggiungibile:

Per verificare un... Utilizzare...
Indirizzo IPv4 ping di rete
Indirizzo IPv6 network ping6
Esempi

Il seguente comando crea una LIF e specifica i valori dell’'indirizzo IP e della maschera di rete utilizzando
-address e. -netmask parametri:

network interface create -vserver vsl.example.com -1if datalifl
-service-policy default-data-files -home-node node-4 -home-port elc
-—address 192.0.2.145 -netmask 255.255.255.0 -auto-revert true

Il seguente comando crea una LIF e assegna i valori dell'indirizzo IP e della maschera di rete dalla subnet
specificata (denominata client1_sub):

network interface create -vserver vs3.example.com -1if datalif3
-service-policy default-data-files -home-node node-3 -home-port elc
—-subnet-name clientl sub - auto-revert true

Il seguente comando crea una LIF NVMe/FC e specifica nvme-fc protocollo dati:

network interface create -vserver vsl.example.com -1if datalifl -data
-protocol nvme-fc -home-node node-4 -home-port lc -address 192.0.2.145
-netmask 255.255.255.0 -auto-revert true

Modificare le LIF ONTAP

E possibile modificare una LIF modificando gli attributi, ad esempio il nodo principale o il
nodo corrente, lo stato amministrativo, l'indirizzo IP, la netmask, la policy di failover, policy
firewall e policy di servizio. E inoltre possibile modificare la famiglia di indirizzi di una LIF
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da IPv4 a IPv6.

A proposito di questa attivita

* Quando si modifica lo stato amministrativo di una LIF su inattivo, i blocchi NFSv4 in sospeso vengono

mantenuti fino a quando lo stato amministrativo della LIF non viene riportato su UP.

Per evitare conflitti di blocco che possono verificarsi quando altri LIF tentano di accedere ai file bloccati, &
necessario spostare i client NFSv4 su un LIF diverso prima di impostare lo stato amministrativo su inattivo.

Non é possibile modificare i protocolli dati utilizzati da un FC LIF. Tuttavia, & possibile modificare i servizi
assegnati a una politica di servizio o la politica di servizio assegnata a una LIF IP.

Per modificare i protocolli dati utilizzati da un LIF FC, € necessario eliminare e ricreare il LIF. Per apportare
modifiche alla politica di servizio di un LIF IP, si verifica una breve interruzione durante I'esecuzione degli
aggiornamenti.

Non & possibile modificare il nodo principale o il nodo corrente di una LIF di gestione con ambito di nodo.

Quando si utilizza una subnet per modificare I'indirizzo IP e il valore della maschera di rete per una LIF,
viene assegnato un indirizzo IP dalla subnet specificata; se l'indirizzo IP precedente della LIF proviene da
una subnet diversa, l'indirizzo IP viene restituito a tale subnet.

Per modificare la famiglia di indirizzi di una LIF da IPv4 a IPv6, & necessario utilizzare la notazione con i
due punti per I'indirizzo IPv6 e aggiungere un nuovo valore per -netmask-length parametro.

Non & possibile modificare gli indirizzi IPv6 link-local configurati automaticamente.
La modifica di una LIF che non ha una destinazione di failover valida per la LIF genera un messaggio di

avviso.

Se un LIF che non dispone di una destinazione di failover valida tenta di eseguire il failover, potrebbe
verificarsi un’interruzione.

A partire da ONTAP 9.5, & possibile modificare la politica di servizio associata a una LIF.

In ONTAP 9.5, le policy di servizio sono supportate solo per i servizi peer di intercluster e BGP. In ONTAP
9.6, & possibile creare policy di servizio per diversi servizi di gestione e dati.

A partire da ONTAP 9.11.1, il failover automatico di LIF iISCSI & disponibile sulle piattaforme ASA (All-Flash
SAN Array).

Per le LIF iSCSI pre-esistenti, ovvero le LIF create prima dell’'upgrade alla versione 9.11.1 o successiva, €
possibile modificare il criterio di failover in "Attiva il failover automatico della LIF iSCSI".

ONTARP utilizza il Network Time Protocol (NTP) per sincronizzare I'ora nel cluster. Dopo aver modificato gli
indirizzi IP LIF, potrebbe essere necessario aggiornare la configurazione NTP per evitare errori di
sincronizzazione. Per maggiori informazioni, fare riferimento al"Knowledge Base NetApp : la
sincronizzazione NTP non riesce dopo la modifica dell'lP LIF" .

La procedura da seguire dipende dall’interfaccia in uso - System Manager o CLI:
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System Manager

A partire da ONTAP 9.12.0, é possibile utilizzare Gestione sistema per modificare un’interfaccia di
rete

Fasi

1. Selezionare rete > Panoramica > interfacce di rete.
2. Selezionare i > Modifica accanto all’interfaccia di rete che si desidera modificare.

3. Modificare una o piu impostazioni dell’'interfaccia di rete. Per ulteriori informazioni, vedere "Creare una
LIF".

4. Salvare le modifiche.

CLI
Utilizzare la CLI per modificare una LIF

Fasi

1. Modificare gli attributi di una LIF utilizzando network interface modify comando.

Nell’esempio seguente viene illustrato come modificare l'indirizzo IP e la maschera di rete dei dati LIF
2 utilizzando un indirizzo IP e il valore della maschera di rete della subnet client1_sub:

network interface modify -vserver vsl -1if datalif2 -subnet-name
clientl sub

Nell’esempio seguente viene illustrato come modificare la politica di servizio di una LIF.

network interface modify -vserver siteA -1if nodel interl -service
-policy example

Ulteriori informazioni su network interface modify nella "Riferimento al comando ONTAP".

2. Verificare che gli indirizzi IP siano raggiungibili.

Se si utilizza... Quindi utilizzare...
Indirizzi IPv4 network ping
Indirizzi IPv6 network ping6

Ulteriori informazioni su network ping nella "Riferimento al comando ONTAP".

Migrazione delle LIF ONTAP

Potrebbe essere necessario migrare un LIF a una porta diversa sullo stesso nodo o su un
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nodo diverso all’interno del cluster, se la porta & guasta o richiede manutenzione. La
migrazione di un LIF e simile al failover LIF, ma la migrazione LIF € un’operazione
manuale, mentre il failover LIF & la migrazione automatica di un LIF in risposta a un
errore di collegamento sulla porta di rete corrente del LIF.

Prima di iniziare

E necessario che sia stato configurato un gruppo di failover per le LIF.

Il nodo di destinazione e le porte devono essere operativi € devono poter accedere alla stessa rete della
porta di origine.

A proposito di questa attivita

| LIF BGP risiedono sulla porta home e non possono essere migrati su altri nodi o porte.

Prima di rimuovere la scheda NIC dal nodo, € necessario migrare i file LIF ospitati sulle porte appartenenti
a una scheda NIC in altre porte del cluster.

E necessario eseguire il comando per la migrazione di un LIF del cluster dal nodo in cui & ospitato il LIF del
cluster.

Una LIF con ambito di nodo, come LIF di gestione con ambito di nodo, LIF di cluster, LIF di intercluster,
non puod essere migrata a un nodo remoto.

Quando si esegue la migrazione di un LIF NFSv4 tra nodi, si verifica un ritardo fino a 45 secondi prima che
il LIF sia disponibile su una nuova porta.

Per risolvere questo problema, utilizzare NFSv4.1 dove non si verificano ritardi.

Puoi migrare LIF iSCSI su piattaforme ASA (All-Flash SAN Array) che eseguono ONTAP 9.11.1 o versioni
successive.

La migrazione delle LIF iSCSI ¢ limitata alle porte sul nodo principale o sul partner ha.

Se la tua piattaforma non & una piattaforma ASA (All-Flash SAN Array) che esegue ONTAP versione
9.11.1 o successiva, non puoi migrare le LIF iSCSI da un nodo a un altro nodo.

Per aggirare questa restrizione, € necessario creare una LIF iSCSI sul nodo di destinazione. Ulteriori
informazioni su "Creazione di LIF iSCSI".

Se si desidera migrare una LIF (interfaccia di rete) per NFS su RDMA, assicurarsi che la porta di
destinazione sia compatibile con RoCE. E necessario eseguire ONTAP 9.10.1 o versione successiva per
migrare un file LIF con l'interfaccia CLI o ONTAP 9.12.1 per eseguire la migrazione utilizzando Gestione
sistema. In System Manager, una volta selezionata la porta di destinazione compatibile con RoCE,
selezionare la casella di controllo accanto a Usa porte RoCE per completare correttamente la migrazione.
Scopri di piu "Configurazione di LIF per NFS su RDMA".

Le operazioni di offload delle copie VMware VAAI non vengono eseguite quando si esegue la migrazione
della LIF di origine o di destinazione. Informazioni sulla funzione di off-load delle copie:

> "Ambienti NFS"
o "Ambienti SAN"

La procedura da seguire dipende dall’interfaccia in uso - System Manager o CLI:
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System Manager
Utilizzare System Manager per migrare un’interfaccia di rete

Fasi
1. Selezionare rete > Panoramica > interfacce di rete.

2. Selezionare : > Migra accanto all'interfaccia di rete che si desidera modificare.

@ Per una LIF iSCSI, nella finestra di dialogo Migrate Interface, selezionare il nodo di
destinazione e la porta del partner ha.

Se vuoi migrare la LIF iSCSI in modo permanente, seleziona la casella di controllo. La LIF iISCSI deve
essere offline prima di poter essere migrata in modo permanente. Inoltre, una volta migrata in modo
permanente, una LIF iSCSI non pu0 essere annullata. Non esiste alcuna opzione di revert.

3. Fare clic su Migra.

4. Salvare le modifiche.

CLI
Utilizzare la CLI per migrare una LIF

Fase

A seconda che si desideri migrare una LIF specifica o tutte le LIF, eseguire 'azione appropriata:

Se si desidera eseguire la Immettere il sequente comando...
migrazione...

Una LIF specifica network interface migrate
Tutte le LIF di gestione dei network interface migrate-all

dati e dei cluster su un nodo

Tutte le LIF di una porta network interface migrate-all -node <node> -port
<port>

Nell’esempio seguente viene illustrato come migrare un LIF denominato datalifl Su SVM vsO0 alla
porta e0d acceso nodeOb:

network interface migrate -vserver vsO -1if datalifl -dest-node nodeOb
-dest-port e0Od

Nell’esempio seguente viene illustrato come migrare tutti i dati e le LIF di gestione del cluster dal nodo
(locale) corrente:

network interface migrate-all -node local
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Informazioni correlate

* "migrazione dell’interfaccia di rete”

Ripristina una LIF nella porta home dopo un failover di un
nodo ONTAP o una migrazione delle porte

E possibile ripristinare la porta home di un LIF dopo il failover o la migrazione a una porta
diversa manualmente o automaticamente. Se la porta home di un LIF specifico non &
disponibile, LIF rimane sulla porta corrente e non viene ripristinata.

A proposito di questa attivita

« Se si porta la porta home di un LIF in stato attivo prima di impostare I'opzione di revert automatico, il LIF
non viene restituito alla porta home.

« Il LIF non viene ripristinato automaticamente a meno che il valore dell’opzione "auto-revert" non sia
impostato su true.

+ E necessario assicurarsi che I'opzione "auto-revert" (indirizzamento automatico) sia attivata per ripristinare
le porte home dei file LIF.

La procedura da seguire dipende dall’interfaccia in uso - System Manager o CLI:

System Manager
Utilizzare System Manager per ripristinare un’interfaccia di rete alla porta home

Fasi
1. Selezionare rete > Panoramica > interfacce di rete.
2. Selezionare : > Ripristina accanto all’interfaccia di rete che si desidera modificare.
3. Selezionare Ripristina per ripristinare un’interfaccia di rete alla porta home.

CLlI
Utilizzare I'interfaccia CLI per ripristinare la porta LIF home

Fase
Ripristinare manualmente o automaticamente la porta home di un LIF:

Se si desideraripristinare la  Quindi immettere il seguente comando...
porta home di un LIF...

Manualmente network interface revert -vserver vserver name -1lif
1lif name

Automaticamente network interface modify -vserver vserver name -1lif
lif name -auto-revert true

Ulteriori informazioni su network interface nella "Riferimento al comando ONTAP".
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Recupera una LIF ONTAP configurata in modo errato

Non e possibile creare un cluster quando la rete del cluster & cablata a uno switch, ma
non tutte le porte configurate in Cluster IPSpace possono raggiungere le altre porte
configurate in Cluster IPSpace.

A proposito di questa attivita

In un cluster con switch, se un’interfaccia di rete del cluster (LIF) & configurata sulla porta errata o se una porta
del cluster € collegata alla rete errata, il cluster create il comando pud non riuscire e visualizzare |l
seguente errore:

Not all local cluster ports have reachability to one another.
Use the "network port reachability show -detail" command for more details.

Ulteriori informazioni su cluster create nella "Riferimento al comando ONTAP".

Il risultato del network port show comando potrebbe mostrare che diverse porte vengono aggiunte
all’'lPSpace del cluster perché sono connesse a una porta configurata con una LIF del cluster. Tuttavia, i
risultati del network port reachability show -detail comando rivela quali porte non sono connesse
tra loro.

Ulteriori informazioni su network port show nella "Riferimento al comando ONTAP".

Per eseguire il ripristino da una LIF del cluster configurata su una porta non raggiungibile con le altre porte
configurate con le LIF del cluster, attenersi alla seguente procedura:

Fasi
1. Ripristinare la porta home del LIF del cluster alla porta corretta:

network port modify -home-port

Ulteriori informazioni su network port modify nella "Riferimento al comando ONTAP".

2. Rimuovere dal dominio di trasmissione del cluster le porte che non hanno LIF del cluster configurate:

network port broadcast-domain remove-ports
Ulteriori informazioni su network port broadcast-domain remove-ports nella "Riferimento al
comando ONTAP".

3. Creare il cluster:

cluster create

Risultato
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Una volta completata la creazione del cluster, il sistema rileva la configurazione corretta e inserisce le porte nei
domini di trasmissione corretti.

Informazioni correlate
* "visualizzazione della raggiungibilita delle porte di rete"

Eliminare le LIF ONTAP

E possibile eliminare un’interfaccia di rete (LIF) non piu richiesta.
Prima di iniziare
| LIF da eliminare non devono essere in uso.

Fasi

1. Contrassegnare i file LIF che si desidera eliminare come amministrativamente bassi utilizzando il seguente
comando:

network interface modify -vserver vserver name -1if 1if name -status

—admin down

2. Utilizzare network interface delete Comando per eliminare una o tutte le LIF:

Se si desidera eliminare... Immettere il comando ...

Una LIF specifica network interface delete -vserver vserver name -1lif
1if name

Tutte le LIF network interface delete -vserver vserver name -1lif *

Ulteriori informazioni su network interface delete nella "Riferimento al comando ONTAP".

Il seguente comando elimina LIF mgmtlif2:

network interface delete -vserver vsl -1if mgmtlif2

3. Utilizzare network interface show Comando per confermare che la LIF & stata eliminata.

Ulteriori informazioni su network interface show nella "Riferimento al comando ONTAP".
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