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Inizia subito

Visualizzare la rete ONTAP utilizzando Gestione di sistema

A partire da ONTAP 9.8, puoi utilizzare System Manager per visualizzare un grafico che
mostra i componenti e la configurazione della rete, in modo da visualizzare i percorsi di
connessione di rete tra host, porte, SVM, volumi e altro ancora. A partire da ONTAP
9.12.1, é possibile visualizzare I'associazione LIF e subnet nella griglia delle interfacce di
rete.

L'immagine viene visualizzata quando si seleziona rete > Panoramica o quando si seleziona =% dalla sezione
rete del dashboard.

La figura mostra le seguenti categorie di componenti:

* Host

* Porte di storage

* Interfacce direte

* VM di storage

* Componenti per 'accesso ai dati

Ogni sezione mostra ulteriori dettagli che & possibile spostare il mouse o selezionare per eseguire attivita di
configurazione e gestione della rete.

Se si sta utilizzando Gestione di sistema classico (disponibile solo in ONTAP 9.7 e versioni precedenti), vedere
"Gestione della rete".

Esempi

Di seguito sono riportati alcuni esempi dei diversi modi in cui € possibile interagire con la grafica per
visualizzare i dettagli di ciascun componente o avviare azioni per gestire la rete:

* Fare clic su un host per visualizzarne la configurazione: Porte, interfacce di rete, VM di storage e
componenti di accesso ai dati associati.

« Passare il mouse sul numero di volumi in una VM di storage per selezionare un volume e visualizzarne i
dettagli.

» Selezionare un’interfaccia iISCSI per visualizzarne le prestazioni nell’ultima settimana.
 Fare clic su ¢ accanto a un componente per avviare le azioni per modificarlo.

» Determinare rapidamente dove potrebbero verificarsi problemi nella rete, indicato da una "X" accanto ai
componenti non funzionanti.

Video System Manager Network Visualization


https://docs.netapp.com/us-en/ontap-system-manager-classic/online-help-96-97/concept_managing_network.html

ONTAP System Manager 9.8

Network Visualization

Informazioni sui componenti di rete di un cluster ONTAP

Prima di configurare il cluster, &€ necessario acquisire familiarita con i componenti di rete
di un cluster. La configurazione dei componenti fisici di rete di un cluster in componenti
logici offre la flessibilita e la funzionalita multi-tenancy di ONTAP.

| vari componenti di rete in un cluster sono i seguenti:
* Porte fisiche

Le schede di interfaccia di rete (NIC) e gli host bus adapter (HBA) forniscono connessioni fisiche (Ethernet
e Fibre Channel) da ciascun nodo alle reti fisiche (reti di gestione e dati).

Per i requisiti del sito, le informazioni sullo switch, il cablaggio delle porte e il cablaggio delle porte integrate
del controller, consultare la Hardware Universe all’indirizzo "hwu.netapp.com”.

* Porte logiche
Le Virtual Local Area Network (VLAN) e i gruppi di interfacce costituiscono le porte logiche. | gruppi di
interfacce trattano diverse porte fisiche come una singola porta, mentre le VLAN suddividono una porta
fisica in piu porte separate.

* |Pspaces
E possibile utilizzare un IPSpace per creare uno spazio di indirizzi IP distinto per ogni SVM in un cluster. In
questo modo, i client in domini di rete separati a livello amministrativo possono accedere ai dati del cluster

utilizzando indirizzi IP sovrapposti dallo stesso intervallo di subnet di indirizzi IP.

e Domini di broadcast


https://www.youtube.com/watch?v=8yCC4ZcqBGw
https://hwu.netapp.com/

Un dominio di broadcast risiede in un IPSpace e contiene un gruppo di porte di rete, potenzialmente
provenienti da molti nodi del cluster, appartenenti alla stessa rete Layer 2. Le porte del gruppo vengono
utilizzate in una SVM per il traffico dati.

Subnet

Una subnet viene creata all'interno di un dominio di broadcast e contiene un pool di indirizzi IP
appartenenti alla stessa subnet Layer 3. Questo pool di indirizzi IP semplifica I'allocazione degli indirizzi IP
durante la creazione di LIF.

Interfacce logiche

Un’interfaccia logica (LIF) € un indirizzo IP o un nome di porta universale (WWPN) associato a una porta.
E associato ad attributi come gruppi di failover, regole di failover e regole firewall. Una LIF comunica
attraverso la rete attraverso la porta (fisica o logica) alla quale €& attualmente associata.

| diversi tipi di LIF in un cluster sono LIF di dati, LIF di gestione con ambito cluster, LIF di gestione con
ambito nodo, LIF di intercluster e LIF di cluster. La proprieta delle LIF dipende dalla SVM in cui risiede la
LIF. Le LIF dei dati sono di proprieta delle SVM dei dati, le LIF di gestione con ambito del nodo, la gestione
con ambito del cluster e le LIF tra cluster sono di proprieta delle SVM amministrative e le LIF del cluster
sono di proprieta delle SVM del cluster.

Zone DNS

E possibile specificare la zona DNS durante la creazione della LIF, fornendo un nome per la LIF da
esportare attraverso il server DNS del cluster. Piu LIF possono condividere lo stesso nome, consentendo
alla funzione di bilanciamento del carico DNS di distribuire gli indirizzi IP per il nome in base al carico.

Le SVM possono avere piu zone DNS.

Routing

Ogni SVM ¢ autosufficiente per quanto riguarda il networking. Una SVM possiede LIF e route che possono
raggiungere ciascuno dei server esterni configurati.

La seguente figura illustra come i diversi componenti di rete sono associati in un cluster a quattro nodi:
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Best practice per il cablaggio della rete ONTAP

Le Best practice per il cablaggio di rete separano il traffico nelle seguenti reti: Cluster,
gestione e dati.

E necessario collegare un cluster in modo che il traffico del cluster si trovi su una rete separata da tutto il
traffico. E una pratica facoltativa, ma consigliata, che prevede la separazione del traffico di gestione della rete
dai dati e dal traffico intracluster. Mantenendo reti separate, & possibile ottenere performance migliori, facilita di
amministrazione e maggiore sicurezza e accesso di gestione ai nodi.

Il seguente diagramma illustra il cablaggio di rete di un cluster ha a quattro nodi che include tre reti separate:
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= =y =y
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Per il cablaggio delle connessioni di rete, seguire alcune linee guida:
» Ciascun nodo deve essere connesso a tre reti distinte.

Una rete € per la gestione, una per 'accesso ai dati e una per la comunicazione intracluster. Le reti di
gestione e dati possono essere separate in modo logico.

« E possibile disporre di piti connessioni di rete dati a ciascun nodo per migliorare il flusso di traffico (dati) del
client.

* Un cluster pu® essere creato senza connessioni di rete dati, ma deve includere una connessione di
interconnessione del cluster.

» Devono essere sempre presenti due o piu connessioni cluster per ciascun nodo.

Per ulteriori informazioni sul cablaggio di rete, consultare "Centro di documentazione dei sistemi AFF e FAS" e
a. "Hardware Universe".


https://docs.netapp.com/us-en/ontap-systems/index.html
https://hwu.netapp.com/Home/Index

Individua la policy di failover della LIF da usare in una rete
ONTAP

| domini di broadcast, i gruppi di failover e le policy di failover lavorano insieme per
determinare quale porta assume il controllo in caso di guasto del nodo o della porta su
cui & configurato un LIF.

Un dominio di broadcast elenca tutte le porte raggiungibili nella stessa rete Ethernet Layer 2. Un pacchetto di
trasmissione Ethernet inviato da una delle porte viene visto da tutte le altre porte nel dominio di trasmissione.
Questa caratteristica di raggiungibilita comune di un dominio di broadcast &€ importante per i LIF perché se un
LIF dovesse eseguire il failover su qualsiasi altra porta del dominio di broadcast, potrebbe comunque
raggiungere tutti gli host locali e remoti raggiungibili dalla porta originale.

| gruppi di failover definiscono le porte all’interno di un dominio di broadcast che forniscono una copertura di
failover LIF reciproca. Ogni dominio di broadcast dispone di un gruppo di failover che include tutte le porte.
Questo gruppo di failover contenente tutte le porte nel dominio di broadcast & il gruppo di failover predefinito e
consigliato per LIF. E possibile creare gruppi di failover con sottoinsiemi pit piccoli definiti, ad esempio un
gruppo di failover di porte con la stessa velocita di collegamento all’interno di un dominio di broadcast.

Una policy di failover determina il modo in cui una LIF utilizza le porte di un gruppo di failover quando un nodo
0 una porta non funziona. Considerare la policy di failover come un tipo di filtro applicato a un gruppo di
failover. Le destinazioni di failover per una LIF ('insieme di porte a cui una LIF puo eseguire il failover)
vengono determinate applicando la policy di failover della LIF al gruppo di failover della LIF nel dominio di
broadcast.

E possibile visualizzare le destinazioni di failover per una LIF utilizzando il seguente comando CLI:
network interface show -failover

NetApp consiglia vivamente di utilizzare la policy di failover predefinita per il tipo di LIF.

Decidere quale policy di failover LIF utilizzare

Decidere se utilizzare la policy di failover predefinita consigliata o se modificarla in base al tipo e all’ambiente
LIF in uso.

Albero decisionale delle policy di failover



Is this
a NAS
data LIF?

Four-node
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Use the default failover

policy for your LIF type

Use the default

failover policy

Use the broadcast-
= domain-wide
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Consider the following when choosing a failover policy:

e Choose the default system-defined failover policy to

optimize node and cluster survivability, but risk not
being able to fail over to more than one other node. _’ﬁ
e Choose the broadcast-domain-wide failover policy to

optimize LIF survivability beyond two failed nodes,
but risk cascading node failures.

Policy di failover predefinite per tipo LIF

Tipo LIF

LIF BGP

LIF del cluster

Policy di failover Descrizione

predefinita

disattivato LIF non esegue il failover su un’altra porta.

solo locale LIF esegue il failover solo sulle porte dello stesso

nodo.



LIF. Gestione cluster broadcast-domain-wide LIF esegue il failover su porte nello stesso dominio di
broadcast, su qualsiasi nodo del cluster.

LIF di intercluster solo locale LIF esegue il failover solo sulle porte dello stesso
nodo.

LIF dati NAS definito dal sistema LIF esegue il failover su un altro nodo che non ¢ il
partner ha.

LIF di gestione dei nodi solo locale LIF esegue il failover solo sulle porte dello stesso
nodo.

LIF dati SAN disattivato LIF non esegue il failover su un’altra porta.

Il criterio di failover "sfo-partner-only" non € un criterio predefinito, ma pud essere utilizzato quando si desidera
che LIF esegue il failover su una porta solo sul nodo principale o sul partner SFO.

Informazioni correlate

« "visualizzazione dell'interfaccia di rete"


https://docs.netapp.com/us-en/ontap-cli/network-port-show.html
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