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Proprietà di dischi e partizioni

Gestire la proprietà dei dischi e delle partizioni ONTAP

È possibile gestire la proprietà di dischi e partizioni.

È possibile eseguire le seguenti operazioni:

• "Visualizzare la proprietà di dischi e partizioni"

È possibile visualizzare la proprietà del disco per determinare quale nodo controlla lo storage. È inoltre
possibile visualizzare la proprietà della partizione sui sistemi che utilizzano dischi condivisi.

• "Modificare le impostazioni per l’assegnazione automatica della proprietà del disco"

È possibile selezionare un criterio non predefinito per assegnare automaticamente la proprietà del disco o
disattivare l’assegnazione automatica della proprietà del disco.

• "Assegnare manualmente la proprietà dei dischi non partizionati"

Se il cluster non è configurato per utilizzare l’assegnazione automatica della proprietà del disco, è
necessario assegnare la proprietà manualmente.

• "Assegnare manualmente la proprietà dei dischi partizionati"

È possibile impostare la proprietà del disco container o delle partizioni manualmente o utilizzando
l’assegnazione automatica, proprio come avviene per i dischi non partizionati.

• "Rimuovere un disco guasto"

Un disco che si è guastato completamente non è più considerato da ONTAP come un disco utilizzabile ed
è possibile scollegare immediatamente il disco dallo shelf.

• "Rimuovere la proprietà da un disco"

ONTAP scrive le informazioni sulla proprietà del disco sul disco. Prima di rimuovere un disco spare o il
relativo shelf da un nodo, è necessario rimuovere le relative informazioni di proprietà in modo che possano
essere correttamente integrate in un altro nodo.

Informazioni sull’assegnazione automatica della proprietà
del disco ONTAP

L’assegnazione automatica dei dischi non proprietari è attivata per impostazione
predefinita. L’assegnazione automatica della proprietà del disco avviene 10 minuti dopo
l’inizializzazione della coppia ha e ogni cinque minuti durante il normale funzionamento
del sistema.

Quando si aggiunge un nuovo disco a una coppia HA, ad esempio quando si sostituisce un disco guasto, si
risponde a un messaggio di "dischi di riserva bassi" o si aggiunge capacità, il criterio di assegnazione
automatica predefinito assegna la proprietà del disco a un nodo come disco di riserva.
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La policy di assegnazione automatica predefinita si basa su caratteristiche specifiche della piattaforma o sullo
shelf DS460C, se la coppia ha dispone solo di questi shelf, e utilizza uno dei seguenti metodi (policy) per
assegnare la proprietà dei dischi:

Metodo di assegnazione Effetto sulle assegnazioni dei nodi Configurazioni di piattaforma
predefinite per il metodo di
assegnazione

baia Gli alloggiamenti con numero pari
sono assegnati al nodo A e quelli
con numero dispari al nodo B.

Sistemi entry-level in una
configurazione ha Pair con un
singolo shelf condiviso.

shelf Tutti i dischi nello shelf sono
assegnati al nodo A.

Sistemi entry-level in
configurazione con coppia ha con
uno stack di due o più shelf e
configurazioni MetroCluster con
uno stack per nodo, due o più
shelf.

shelf separato

Questa politica rientra nel valore
"default" per il -autoassign
-policy del parametro storage
disk option comando per le
configurazioni di piattaforma e shelf
applicabili.

I dischi sul lato sinistro dello shelf
sono assegnati al nodo A e sul lato
destro al nodo B. Gli shelf parziali
sulle coppie ha vengono spediti
dalla fabbrica con dischi popolati
dal bordo dello shelf verso il centro.

La maggior parte delle piattaforme
AFF e alcune configurazioni
MetroCluster.

impilare Tutti i dischi nello stack vengono
assegnati al nodo A.

Sistemi entry-level autonomi e tutte
le altre configurazioni.

mezzo cassetto

Questa politica rientra nel valore
"default" per il -autoassign
-policy del parametro storage
disk option comando per le
configurazioni di piattaforma e shelf
applicabili.

Tutti i dischi nella metà sinistra di
un cassetto da DS460C GB
(alloggiamenti per unità da 0 a 5)
sono assegnati al nodo A; tutti i
dischi nella metà destra di un
cassetto (alloggiamenti per unità da
6 a 11) sono assegnati al nodo B.

Quando si inizializza una coppia ha
con solo DS460C shelf,
l’assegnazione automatica della
proprietà del disco non è
supportata. È necessario
assegnare manualmente la
proprietà per le unità contenenti
unità root/container che hanno la
partizione root in base al criterio
half-cassetti.

Coppie HA con solo DS460C shelf,
dopo l’inizializzazione della coppia
ha (avvio).

Dopo l’avvio di una coppia ha,
l’assegnazione automatica della
proprietà del disco viene attivata
automaticamente e utilizza la policy
a mezzo cassetto per assegnare la
proprietà ai dischi rimanenti (ad
eccezione dei dischi root/container
che hanno la partizione root) e a
eventuali dischi aggiunti in futuro.

Se la coppia ha ha ha DS460C
shelf oltre agli altri modelli, non
verrà utilizzata la policy a mezzo
cassetto. Il criterio predefinito
utilizzato è dettato dalle
caratteristiche specifiche della
piattaforma.
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Impostazioni e modifiche dell’assegnazione automatica:

• È possibile visualizzare le impostazioni di assegnazione automatica correnti (on/off) con storage disk
option show comando.

• È possibile disattivare l’assegnazione automatica utilizzando storage disk option modify comando.

• Se il criterio di assegnazione automatica predefinito non è consigliabile nell’ambiente in uso, è possibile
specificare (modificare) il metodo di assegnazione alloggiamento, shelf o stack utilizzando -autoassign
-policy nel storage disk option modify comando.

Scopri come "Modificare le impostazioni per l’assegnazione automatica della proprietà del disco".

I criteri di assegnazione automatica predefiniti a mezzo cassetto e a scaffale diviso sono
univoci perché non possono essere impostati dagli utenti come i criteri di alloggiamento,
scaffale e stack.

Nei sistemi ADP (Advanced Drive Partitioning), per eseguire l’assegnazione automatica di shelf half-popled, i
dischi devono essere installati negli alloggiamenti corretti in base al tipo di shelf di cui si dispone:

• Se il tuo shelf non è uno shelf da DS460C, installa i dischi in maniera equilibrata sul lato sinistro e sul lato
destro, spostandoti al centro. Ad esempio, sei dischi negli alloggiamenti 0-5 e sei dischi negli alloggiamenti
18-23 di uno shelf DS224C.

• Se lo shelf è DS460C, installare i dischi della prima fila (alloggiamenti 0, 3, 6 e 9) di ciascun cassetto. Per
le unità rimanenti, distribuirle uniformemente su ciascun cassetto riempiendo le file dei cassetti dalla parte
anteriore a quella posteriore. Se non hai dischi sufficienti per riempire le file, installali in coppia in modo che
i dischi occupino uniformemente il lato sinistro e destro di un cassetto.

L’installazione dei comandi nella fila anteriore di ciascun cassetto consente il corretto flusso d’aria ed evita
il surriscaldamento.

Se i dischi non sono installati negli alloggiamenti corretti sugli shelf popolati a metà, in caso di
guasto e sostituzione del disco di un container, ONTAP non assegna automaticamente la
proprietà. In questo caso, l’assegnazione della nuova unità contenitore deve essere eseguita
manualmente. Dopo aver assegnato la proprietà ai dischi del container, ONTAP gestisce
automaticamente tutte le assegnazioni necessarie per le partizioni e il partizionamento dei
dischi.

In alcune situazioni in cui l’assegnazione automatica non funziona, è necessario assegnare manualmente la
proprietà del disco tramite storage disk assign comando:

• Se si disattiva l’assegnazione automatica, i nuovi dischi non sono disponibili come spare fino a quando non
verranno assegnati manualmente a un nodo.

• Se si desidera che i dischi vengano assegnati automaticamente e si dispone di più stack o shelf che
devono avere proprietà diverse, un disco deve essere stato assegnato manualmente su ogni stack o shelf
in modo che l’assegnazione automatica della proprietà funzioni su ogni stack o shelf.

• Se l’assegnazione automatica è attivata e si assegna manualmente un singolo disco a un nodo non
specificato nel criterio attivo, l’assegnazione automatica smette di funzionare e viene visualizzato un
messaggio EMS.

Scopri come "Assegnare manualmente la proprietà dei dischi non partizionati".
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Scopri come "Assegnare manualmente la proprietà dei dischi partizionati".

Informazioni correlate

• "assegnazione del disco di archiviazione"

• "modifica opzione disco di archiviazione"

• "mostra opzione disco di archiviazione"

Visualizzare la proprietà del disco ONTAP e della partizione

È possibile visualizzare la proprietà del disco per determinare quale nodo controlla lo
storage. È inoltre possibile visualizzare la proprietà della partizione sui sistemi che
utilizzano dischi condivisi.

Fasi

1. Visualizzare la proprietà dei dischi fisici:

storage disk show -ownership

cluster::> storage disk show -ownership

Disk     Aggregate Home     Owner    DR Home  Home ID     Owner ID   DR

Home ID  Reserver    Pool

-------- --------- -------- -------- -------- ---------- -----------

----------- ----------- ------

1.0.0    aggr0_2   node2    node2    -        2014941509 2014941509  -

2014941509  Pool0

1.0.1    aggr0_2   node2    node2    -        2014941509 2014941509  -

2014941509  Pool0

1.0.2    aggr0_1   node1    node1    -        2014941219 2014941219  -

2014941219  Pool0

1.0.3    -         node1    node1    -        2014941219 2014941219  -

2014941219  Pool0

2. Se si dispone di un sistema che utilizza dischi condivisi, è possibile visualizzare la proprietà della
partizione:

storage disk show -partition-ownership
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cluster::> storage disk show -partition-ownership

                               Root                    Data

Container  Container

Disk     Aggregate Root Owner  Owner ID    Data Owner  Owner ID    Owner

Owner ID

-------- --------- ----------- ----------- ----------- -----------

---------- -----------

1.0.0    -         node1       1886742616  node1       1886742616  node1

1886742616

1.0.1    -         node1       1886742616  node1       1886742616  node1

1886742616

1.0.2    -         node2       1886742657  node2       1886742657  node2

1886742657

1.0.3    -         node2       1886742657  node2       1886742657  node2

1886742657

Informazioni correlate

• "mostra disco di archiviazione"

Consente di modificare le impostazioni per l’assegnazione
automatica della proprietà del disco ONTAP

È possibile utilizzare storage disk option modify per selezionare una policy non
predefinita per l’assegnazione automatica della proprietà del disco o per la disattivazione
dell’assegnazione automatica della proprietà del disco.

Scopri di più "assegnazione automatica della proprietà del disco".

A proposito di questa attività

Se disponi di una coppia ha con solo DS460C shelf, il criterio di assegnazione automatica predefinito è a metà
cassetto. Non è possibile passare a un criterio non predefinito (alloggiamento, shelf, stack).

Fasi

1. Modificare l’assegnazione automatica dei dischi:

a. Se si desidera selezionare un criterio non predefinito, immettere:

storage disk option modify -autoassign-policy autoassign_policy -node

node_name

▪ Utilizzare stack come autoassign_policy per configurare la proprietà automatica a livello di
stack o loop.

▪ Utilizzare shelf come autoassign_policy per configurare la proprietà automatica a livello di
shelf.

▪ Utilizzare bay come autoassign_policy per configurare la proprietà automatica a livello di
alloggiamento.
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b. Se si desidera disattivare l’assegnazione automatica della proprietà del disco, immettere:

storage disk option modify -autoassign off -node node_name

2. Verificare le impostazioni di assegnazione automatica dei dischi:

storage disk option show

cluster1::> storage disk option show

Node           BKg. FW. Upd.  Auto Copy     Auto Assign    Auto

                                                           Assign Policy

-------------  -------------  ------------  -------------  --------

cluster1-1     on             on            on             default

cluster1-2     on             on            on             default

Informazioni correlate

• "modifica opzione disco di archiviazione"

• "mostra opzione disco di archiviazione"

Assegnare manualmente la proprietà del disco ONTAP dei
dischi non partizionati

Se la coppia ha non è configurata per l’utilizzo dell’assegnazione automatica della
proprietà del disco, devi assegnare manualmente la proprietà. Se stai inizializzando una
coppia ha con solo DS460C shelf, devi assegnare manualmente la proprietà dei dischi
root.

A proposito di questa attività

• Se stai assegnando manualmente la proprietà a una coppia ha che non viene inizializzata e che non ha
solo DS460C shelf, utilizza l’opzione 1.

• Se stai inizializzando una coppia ha con solo DS460C shelf, puoi utilizzare l’opzione 2 per assegnare
manualmente la proprietà dei dischi root.
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Opzione 1: Maggior parte delle coppie ha

Per una coppia ha non inizializzata e che non dispone solo di DS460C shelf, utilizza questa procedura
per assegnare manualmente la proprietà.

A proposito di questa attività

• I dischi per i quali si assegna la proprietà devono trovarsi in uno shelf collegato fisicamente al nodo a
cui si assegna la proprietà.

• Se si utilizzano dischi in un Tier locale (aggregato):

◦ I dischi devono essere di proprietà di un nodo prima di poter essere utilizzati in un Tier locale
(aggregato).

◦ Non è possibile riassegnare la proprietà di un disco in uso in un Tier locale (aggregato).

Fasi

1. Utilizzare la CLI per visualizzare tutti i dischi non posseduti:

storage disk show -container-type unassigned

2. Assegnare ciascun disco:

storage disk assign -disk disk_name -owner owner_name

È possibile utilizzare il carattere jolly per assegnare più di un disco alla volta. Se si sta riassegnando
un disco spare già di proprietà di un nodo diverso, è necessario utilizzare l’opzione “-force”.
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Opzione 2: Coppia ha con solo DS460C shelf

Per una coppia ha in fase di inizializzazione e dotata di soli DS460C shelf, utilizza questa procedura per
assegnare manualmente la proprietà dei dischi root.

A proposito di questa attività

• Quando esegui l’inizializzazione di una coppia ha con soli DS460C shelf, devi assegnare
manualmente i dischi root in modo che siano conformi alla policy a mezzo cassetto.

Dopo l’inizializzazione (avvio) della coppia ha, l’assegnazione automatica della proprietà del disco
viene attivata automaticamente e utilizza la policy a mezzo cassetto per assegnare la proprietà ai
dischi rimanenti (diversi dai dischi root) e a tutti i dischi aggiunti in futuro, come ad esempio la
sostituzione dei dischi guasti, la risposta a un messaggio di "low spare" o l’aggiunta di capacità.

"Informazioni sulla politica di metà cassetto".

• RAID richiede un minimo di 10 dischi per ciascuna coppia ha (5 per ogni nodo) per ogni più grande di
8TB dischi NL-SAS in uno shelf DS460C.

Fasi

1. Se gli shelf DS460C non sono completamente popolati, completare i seguenti passaggi secondari; in
caso contrario, passare alla fase successiva.

a. Innanzitutto, installare le unità nella fila anteriore (alloggiamenti 0, 3, 6 e 9) di ciascun cassetto.

L’installazione dei comandi nella fila anteriore di ciascun cassetto consente il corretto flusso d’aria
ed evita il surriscaldamento.

b. Per i dischi rimanenti, distribuirli in modo uniforme in ciascun cassetto.

Riempire le file dei cassetti dalla parte anteriore a quella posteriore. Se non hai dischi sufficienti
per riempire le file, installali in coppia in modo che i dischi occupino uniformemente il lato sinistro
e destro di un cassetto.

L’illustrazione seguente mostra la numerazione degli alloggiamenti delle unità e le posizioni in un
cassetto DS460C.
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2. Effettua l’accesso al cluster usando la LIF di gestione nodi o la LIF di gestione cluster.

3. Assegnare manualmente le unità principali in ciascun cassetto in modo che siano conformi al criterio
del mezzo cassetto, attenendosi alla seguente procedura:

Nel criterio A mezzo cassetto è stata assegnata la metà sinistra delle unità di un cassetto
(alloggiamenti da 0 a 5) al nodo A e la metà destra delle unità di un cassetto (alloggiamenti da 6 a 11)
al nodo B.

a. Visualizza tutti i dischi non posseduti: storage disk show -container-type unassigned

b. Assegnare i dischi principali: storage disk assign -disk disk_name -owner
owner_name

È possibile utilizzare il carattere jolly per assegnare più di un disco alla volta.

Ulteriori informazioni su storage disk nella "Riferimento al comando ONTAP".

Informazioni correlate

• "assegnazione del disco di archiviazione"

• "mostra disco di archiviazione"

Assegnare manualmente la proprietà dei dischi partizionati
ONTAP

Puoi assegnare manualmente la proprietà del disco del container o delle partizioni sui
sistemi ADP (Advanced Disk Partitioning). Se si sta inizializzando una coppia ha con solo
DS460C shelf, è necessario assegnare manualmente la proprietà per i dischi dei
container che includeranno le partizioni root.

A proposito di questa attività

• Il tipo di sistema di storage stabilito determina il metodo di ADP supportato, root-data (RD) o root-data-data
(RD2).

I sistemi storage FAS utilizzano la RD e i sistemi storage AFF RD2.

• Se si assegna manualmente la proprietà in una coppia ha che non viene inizializzata e non ha solo
DS460C shelf, utilizzare l’opzione 1 per assegnare manualmente i dischi con partizione root-data (RD)
oppure utilizzare l’opzione 2 per assegnare manualmente i dischi con partizione root-data-data (RD2).

• Se si sta inizializzando una coppia ha con solo DS460C shelf, utilizzare l’opzione 3 per assegnare
manualmente la proprietà ai dischi dei container che hanno la partizione root.
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Opzione 1: Assegnazione manuale dei dischi con partizione root-data (RD)

Per la partizione dei dati root, esistono tre entità possedute (il disco container e le due partizioni)
collettivamente di proprietà della coppia ha.

A proposito di questa attività

• Il disco container e le due partizioni non devono essere tutte di proprietà dello stesso nodo della
coppia ha, purché siano tutte di proprietà di uno dei nodi della coppia ha. Tuttavia, quando si utilizza
una partizione in un livello locale, deve essere di proprietà dello stesso nodo proprietario del livello
locale.

• Se un disco contenitore si guasta in uno shelf mezzo popolato e viene sostituito, potrebbe essere
necessario assegnare manualmente la proprietà del disco perché in questo caso ONTAP non sempre
assegna automaticamente la proprietà.

• Una volta assegnato il disco del contenitore, il software di ONTAP gestisce automaticamente qualsiasi
partizione e assegnazione di partizioni richiesta.

Fasi

1. Utilizzare la CLI per visualizzare la proprietà corrente del disco partizionato:

storage disk show -disk disk_name -partition-ownership

2. Impostare il livello di privilegio CLI su Advanced (avanzato):

set -privilege advanced

3. Immettere il comando appropriato, a seconda dell’entità di proprietà per cui si desidera assegnare la
proprietà:

Se una delle entità di proprietà è già posseduta, è necessario includere l' `-force`opzione.

Se si desidera
assegnare la proprietà
per…

Utilizzare questo comando…

Disco container storage disk assign -disk disk_name -owner owner_name

Partizione dei dati storage disk assign -disk disk_name -owner owner_name

-data true

Partizione root storage disk assign -disk disk_name -owner owner_name

-root true
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Opzione 2: Assegnazione manuale dei dischi con partizione root-data-data (RD2)

Per la partizione root-data-data, esistono quattro entità possedute (il disco container e le tre partizioni)
collettivamente di proprietà della coppia ha. La partizione root-data-data crea una partizione piccola come
partizione root e due partizioni più grandi e di pari dimensioni per i dati.

A proposito di questa attività

• I parametri devono essere utilizzati con il disk assign comando per assegnare la partizione
corretta di un disco partizionato root-data-data. Non è possibile utilizzare questi parametri con dischi
che fanno parte di un pool di storage. Il valore predefinito è false.

◦ Il -data1 true parametro assegna la data1 partizione di un disco partizionato root-data1-
data2.

◦ Il -data2 true parametro assegna la data2 partizione di un disco partizionato root-data1-
data2.

• Se un disco contenitore si guasta in uno shelf mezzo popolato e viene sostituito, potrebbe essere
necessario assegnare manualmente la proprietà del disco perché in questo caso ONTAP non sempre
assegna automaticamente la proprietà.

• Una volta assegnato il disco del contenitore, il software di ONTAP gestisce automaticamente qualsiasi
partizione e assegnazione di partizioni richiesta.

Fasi

1. Utilizzare la CLI per visualizzare la proprietà corrente del disco partizionato:

storage disk show -disk disk_name -partition-ownership

2. Impostare il livello di privilegio CLI su Advanced (avanzato):

set -privilege advanced

3. Immettere il comando appropriato, a seconda dell’entità di proprietà per cui si desidera assegnare la
proprietà:

Se una delle entità di proprietà è già posseduta, è necessario includere l' `-force`opzione.

Se si desidera
assegnare la proprietà
per…

Utilizzare questo comando…

Disco container storage disk assign -disk disk_name -owner owner_name

Partizione Data1 storage disk assign -disk disk_name -owner owner_name

-data1 true

Partizione Data2 storage disk assign -disk disk_name -owner owner_name

-data2 true

Partizione root storage disk assign -disk disk_name -owner owner_name

-root true

11



Opzione 3: Assegnare manualmente DS460C unità contenitore che hanno la partizione root

Se si sta inizializzando una coppia ha con solo DS460C shelf, occorre assegnare manualmente la
proprietà per i dischi dei container che hanno la partizione root, conformemente al criterio half-cassetto.

A proposito di questa attività

• Quando si inizializza una coppia HA che ha solo shelf DS460C, le opzioni 9a e 9b del menu di avvio
ADP non supportano l’assegnazione automatica della proprietà dell’unità. È necessario assegnare
manualmente le unità contenitore che hanno la partizione root in base al criterio half-cassetti.

Dopo l’inizializzazione della coppia HA (avvio), l’assegnazione automatica della proprietà del disco
viene abilitata automaticamente e utilizza il criterio half-drawer per assegnare la proprietà alle unità
rimanenti (diverse dalle unità contenitore che hanno la partizione radice) e a tutte le unità aggiunte in
futuro, ad esempio sostituendo unità guaste, rispondendo a un messaggio di "ricambi in esaurimento"
o aggiungendo capacità.

• "Informazioni sulla politica di metà cassetto".

Fasi

1. Se gli shelf DS460C non sono completamente popolati, completare i seguenti passaggi secondari; in
caso contrario, passare alla fase successiva.

a. Innanzitutto, installare le unità nella fila anteriore (alloggiamenti 0, 3, 6 e 9) di ciascun cassetto.

L’installazione dei comandi nella fila anteriore di ciascun cassetto consente il corretto flusso d’aria
ed evita il surriscaldamento.

b. Per i dischi rimanenti, distribuirli in modo uniforme in ciascun cassetto.

Riempire le file dei cassetti dalla parte anteriore a quella posteriore. Se non si dispone di un
numero sufficiente di unità per riempire le file, installarle a coppie in modo che le unità occupino
uniformemente i lati sinistro e destro di un cassetto.

L’illustrazione seguente mostra la numerazione degli alloggiamenti delle unità e le posizioni in un
cassetto DS460C.
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2. Effettua l’accesso al cluster usando la LIF di gestione nodi o la LIF di gestione cluster.

3. Per ogni cassetto, assegnare manualmente le unità contenitore che hanno la partizione root in base
al criterio Half-Drawer utilizzando i seguenti passaggi secondari:

Il criterio A mezzo cassetto prevede l’assegnazione della metà sinistra delle unità di un cassetto
(alloggiamenti da 0 a 5) al nodo A e della metà destra delle unità di un cassetto (alloggiamenti da 6 a
11) al nodo B.

a. Visualizza tutti i dischi non posseduti: storage disk show -container-type unassigned

b. Assegnare le unità contenitore che hanno la partizione root: storage disk assign -disk
disk_name -owner owner_name

È possibile utilizzare il carattere jolly per assegnare più unità alla volta.

Informazioni correlate

• "assegnazione del disco di archiviazione"

• "mostra disco di archiviazione"

Impostare una configurazione Active-passive sui nodi
ONTAP utilizzando la partizione root-dati

Quando una coppia ha viene configurata in fabbrica per utilizzare la partizione dei dati
root, la proprietà delle partizioni dei dati viene divisa tra entrambi i nodi della coppia per
essere utilizzata in una configurazione Active-Active. Per utilizzare la coppia ha in una
configurazione Active-passive, è necessario aggiornare la proprietà della partizione prima
di creare il livello locale dei dati.

Prima di iniziare

• Si dovrebbe aver deciso quale nodo sarà il nodo attivo e quale nodo sarà il nodo passivo.

• Il failover dello storage deve essere configurato sulla coppia ha.

A proposito di questa attività

Questa attività viene eseguita su due nodi: Il nodo A e il nodo B.

Questa procedura è progettata per i nodi per i quali non è stato creato alcun livello locale di dati dai dischi
partizionati.

Scopri di più "partizione avanzata dei dischi".

Fasi

Tutti i comandi vengono immessi nella shell del cluster.

1. Visualizzare la proprietà corrente delle partizioni dei dati:

storage aggregate show-spare-disks

L’output mostra che metà delle partizioni di dati appartiene a un nodo e metà all’altro. Tutte le partizioni dei
dati devono essere spare.
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cluster1::> storage aggregate show-spare-disks

Original Owner: cluster1-01

 Pool0

  Partitioned Spares

                                                            Local

Local

                                                             Data

Root Physical

 Disk                        Type     RPM Checksum         Usable

Usable     Size

 --------------------------- ----- ------ -------------- --------

-------- --------

 1.0.0                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.1                       BSAS    7200 block           753.8GB

73.89GB  828.0GB

 1.0.5                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.6                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.10                      BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.11                      BSAS    7200 block           753.8GB

0B  828.0GB

Original Owner: cluster1-02

 Pool0

  Partitioned Spares

                                                            Local

Local

                                                             Data

Root Physical

 Disk                        Type     RPM Checksum         Usable

Usable     Size

 --------------------------- ----- ------ -------------- --------

-------- --------

 1.0.2                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.3                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.4                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.7                       BSAS    7200 block           753.8GB

0B  828.0GB
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 1.0.8                       BSAS    7200 block           753.8GB

73.89GB  828.0GB

 1.0.9                       BSAS    7200 block           753.8GB

0B  828.0GB

12 entries were displayed.

2. Immettere il livello di privilegio avanzato:

set advanced

3. Per ciascuna partizione di dati di proprietà del nodo che sarà il nodo passivo, assegnarla al nodo attivo:

storage disk assign -force -data true -owner active_node_name -disk disk_name

Non è necessario includere la partizione come parte del nome del disco.

Immettere un comando simile all’esempio seguente per ciascuna partizione di dati da riassegnare:

storage disk assign -force -data true -owner cluster1-01 -disk 1.0.3

4. Verificare che tutte le partizioni siano assegnate al nodo attivo.

cluster1::*> storage aggregate show-spare-disks

Original Owner: cluster1-01

 Pool0

  Partitioned Spares

                                                            Local

Local

                                                             Data

Root Physical

 Disk                        Type     RPM Checksum         Usable

Usable     Size

 --------------------------- ----- ------ -------------- --------

-------- --------

 1.0.0                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.1                       BSAS    7200 block           753.8GB

73.89GB  828.0GB

 1.0.2                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.3                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.4                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.5                       BSAS    7200 block           753.8GB

0B  828.0GB
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 1.0.6                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.7                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.8                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.9                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.10                      BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.11                      BSAS    7200 block           753.8GB

0B  828.0GB

Original Owner: cluster1-02

 Pool0

  Partitioned Spares

                                                            Local

Local

                                                             Data

Root Physical

 Disk                        Type     RPM Checksum         Usable

Usable     Size

 --------------------------- ----- ------ -------------- --------

-------- --------

 1.0.8                       BSAS    7200 block                0B

73.89GB  828.0GB

13 entries were displayed.

Si noti che il cluster1-02 possiede ancora una partizione root spare.

5. Tornare al privilegio amministrativo:

set admin

6. Creare il livello locale dei dati, lasciando libera almeno una partizione dati:

storage aggregate create new_aggr_name -diskcount number_of_partitions -node

active_node_name

Il Tier locale dei dati viene creato e appartiene al nodo attivo.

Informazioni correlate

• "creazione di aggregati di archiviazione"

• "presentazione dell’aggregato di storage"

• "assegnazione del disco di archiviazione"
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Impostare una configurazione Active-passive sui nodi
ONTAP utilizzando la partizione root-dati-dati

Quando una coppia ha viene configurata per utilizzare la partizione dei dati root in
fabbrica, la proprietà delle partizioni dei dati viene divisa tra entrambi i nodi della coppia
per essere utilizzata in una configurazione Active-Active. Per utilizzare la coppia ha in
una configurazione Active-passive, è necessario aggiornare la proprietà della partizione
prima di creare il livello locale dei dati.

Prima di iniziare

• Si dovrebbe aver deciso quale nodo sarà il nodo attivo e quale nodo sarà il nodo passivo.

• Il failover dello storage deve essere configurato sulla coppia ha.

A proposito di questa attività

Questa attività viene eseguita su due nodi: Il nodo A e il nodo B.

Questa procedura è progettata per i nodi per i quali non è stato creato alcun livello locale di dati dai dischi
partizionati.

Scopri di più "partizione avanzata dei dischi".

Fasi

Tutti i comandi vengono immessi nella shell del cluster.

1. Visualizzare la proprietà corrente delle partizioni dei dati:

storage aggregate show-spare-disks -original-owner passive_node_name -fields

local-usable-data1-size, local-usable-data2-size

L’output mostra che metà delle partizioni di dati appartiene a un nodo e metà all’altro. Tutte le partizioni dei
dati devono essere spare.

2. Immettere il livello di privilegio avanzato:

set advanced

3. Per ogni partizione data1 di proprietà del nodo che sarà il nodo passivo, assegnarla al nodo attivo:

storage disk assign -force -data1 -owner active_node_name -disk disk_name

Non è necessario includere la partizione come parte del nome del disco

4. Per ogni partizione data2 di proprietà del nodo che sarà il nodo passivo, assegnarla al nodo attivo:

storage disk assign -force -data2 -owner active_node_name -disk disk_name

Non è necessario includere la partizione come parte del nome del disco

5. Verificare che tutte le partizioni siano assegnate al nodo attivo:

storage aggregate show-spare-disks
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cluster1::*> storage aggregate show-spare-disks

Original Owner: cluster1-01

 Pool0

  Partitioned Spares

                                                            Local

Local

                                                             Data

Root Physical

 Disk                        Type     RPM Checksum         Usable

Usable     Size

 --------------------------- ----- ------ -------------- --------

-------- --------

 1.0.0                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.1                       BSAS    7200 block           753.8GB

73.89GB  828.0GB

 1.0.2                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.3                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.4                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.5                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.6                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.7                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.8                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.9                       BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.10                      BSAS    7200 block           753.8GB

0B  828.0GB

 1.0.11                      BSAS    7200 block           753.8GB

0B  828.0GB

Original Owner: cluster1-02

 Pool0

  Partitioned Spares

                                                            Local

Local

                                                             Data

Root Physical

 Disk                        Type     RPM Checksum         Usable
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Usable     Size

 --------------------------- ----- ------ -------------- --------

-------- --------

 1.0.8                       BSAS    7200 block                0B

73.89GB  828.0GB

13 entries were displayed.

Si noti che il cluster1-02 possiede ancora una partizione root spare.

6. Tornare al privilegio amministrativo:

set admin

7. Crea il tuo aggregato di dati, lasciando almeno una partizione di dati come spare:

storage aggregate create new_aggr_name -diskcount number_of_partitions -node

active_node_name

L’aggregato di dati viene creato e appartiene al nodo attivo.

8. In alternativa, è possibile utilizzare il layout dei livelli locali consigliato da ONTAP che include Best practice
per il layout dei gruppi RAID e il numero di unità di riserva:

storage aggregate auto-provision

Informazioni correlate

• "provisioning automatico dell’aggregato di archiviazione"

• "creazione di aggregati di archiviazione"

• "presentazione dell’aggregato di storage"

• "assegnazione del disco di archiviazione"

Rimuovere la proprietà ONTAP da un disco

ONTAP scrive le informazioni sulla proprietà del disco sul disco. Prima di rimuovere un
disco spare o il relativo shelf da un nodo, è necessario rimuovere le relative informazioni
di proprietà in modo che possano essere correttamente integrate in un altro nodo.

Se il disco è partizionato per la partizione root-dati e si sta eseguendo ONTAP 9.10.1 o versioni
successive, contattare il supporto tecnico di NetApp per assistenza nella rimozione della
proprietà. Per ulteriori informazioni, consultare "Articolo della Knowledge base: Impossibile
rimuovere il proprietario del disco".

Prima di iniziare

Il disco da cui si desidera rimuovere la proprietà deve soddisfare i seguenti requisiti:

• Deve essere un disco spare.

Non è possibile rimuovere la proprietà da un disco utilizzato in un livello locale.
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• Non può trovarsi nel centro di manutenzione.

• Non può essere sottoposto a sanificazione.

• Non è possibile eseguire il guasto.

Non è necessario rimuovere la proprietà da un disco guasto.

A proposito di questa attività

Se l’assegnazione automatica dei dischi è attivata, ONTAP potrebbe riassegnare automaticamente la proprietà
prima di rimuovere il disco dal nodo. Per questo motivo, si disattiva l’assegnazione automatica della proprietà
fino a quando il disco non viene rimosso, quindi si riattiva.

Fasi

1. Se l’assegnazione automatica della proprietà del disco è attivata, utilizzare la CLI per disattivarla:

storage disk option modify -node node_name -autoassign off

2. Se necessario, ripetere il passaggio precedente per il partner ha del nodo.

3. Rimuovere le informazioni di proprietà del software dal disco:

storage disk removeowner disk_name

Per rimuovere le informazioni di proprietà da più dischi, utilizzare un elenco separato da virgole.

Esempio:

storage disk removeowner sys1:0a.23,sys1:0a.24,sys1:0a.25

4. Se il disco è partizionato per la partizione root-dati e si esegue ONTAP 9.9.1 o versioni precedenti,
rimuovere la proprietà dalle partizioni:

storage disk removeowner -disk disk_name -root true

storage disk removeowner -disk disk_name -data true

Entrambe le partizioni non sono più di proprietà di alcun nodo.

5. Se in precedenza è stata disattivata l’assegnazione automatica della proprietà del disco, attivarla dopo la
rimozione o la riassegnazione del disco:

storage disk option modify -node node_name -autoassign on

6. Se necessario, ripetere il passaggio precedente per il partner ha del nodo.

Informazioni correlate

• "modifica opzione disco di archiviazione"

• "rimozione del proprietario del disco di archiviazione"
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