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Virtualizzazione dello storage

Panoramica sulla virtualizzazione dello storage

Utilizzate macchine virtuali storage (SVM) per fornire dati a client e host. Come una
macchina virtuale in esecuzione su un hypervisor, una SVM è un’entità logica che
astratta le risorse fisiche. I dati cui si accede attraverso la SVM non sono vincolati a una
posizione nello storage. L’accesso alla rete della SVM non è vincolato a una porta fisica.

In precedenza, le SVM erano chiamate "vserver". L’interfaccia della riga di comando di ONTAP
utilizza ancora il termine "vserver".

Una SVM fornisce i dati a client e host da uno o più volumi, attraverso una o più interfacce logiche (LIF) di rete.
I volumi possono essere assegnati a qualsiasi aggregato di dati nel cluster. Le LIF possono essere ospitate da
qualsiasi porta fisica o logica. Sia i volumi che le LIF possono essere spostati senza interrompere il servizio
dati, sia che tu stia eseguendo aggiornamenti hardware, aggiungendo nodi, bilanciando le performance o
ottimizzando la capacità tra gli aggregati.

La stessa SVM può avere una LIF per il traffico NAS e una LIF per il traffico SAN. Per accedere a SVM, i client
e gli host necessitano solo dell’indirizzo LIF (indirizzo IP per NFS, SMB o iSCSI; WWPN per FC). I LIF
mantengono i propri indirizzi mentre si spostano. Le porte possono ospitare più LIF. Ogni SVM dispone di
sicurezza, amministrazione e spazio dei nomi propri.

Oltre alle SVM dei dati, ONTAP implementa speciali SVM per l’amministrazione:

• Una SVM amministrativa viene creata quando il cluster viene configurato.

• Un nodo SVM viene creato quando un nodo si unisce a un cluster nuovo o esistente.

• Viene creata automaticamente una SVM di sistema per le comunicazioni a livello di cluster in un IPSpace.

Non è possibile utilizzare queste SVM per la distribuzione dei dati. Esistono inoltre LIF speciali per il traffico
all’interno e tra i cluster e per la gestione di cluster e nodi.

Perché ONTAP è come il middleware

Gli oggetti logici utilizzati da ONTAP per le attività di gestione dello storage soddisfano gli obiettivi familiari di
un pacchetto middleware ben progettato: Proteggere l’amministratore dai dettagli di implementazione di basso
livello e isolare la configurazione dalle modifiche delle caratteristiche fisiche come nodi e porte. L’idea di base
è che l’amministratore dovrebbe essere in grado di spostare facilmente volumi e LIF, riconfigurando alcuni
campi piuttosto che l’intera infrastruttura di storage.

Casi di utilizzo di SVM

I service provider utilizzano le SVM in accordi di multi-tenancy sicuri per isolare i dati di
ciascun tenant, fornire a ciascun tenant la propria autenticazione e amministrazione e
semplificare il chargeback. È possibile assegnare più LIF alla stessa SVM per soddisfare
le diverse esigenze dei clienti e utilizzare la QoS per proteggere dai carichi di lavoro dei
tenant “bullismo” dei carichi di lavoro degli altri tenant.

Gli amministratori utilizzano le SVM per scopi simili all’interno dell’azienda. È possibile separare i dati da
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diversi reparti o mantenere i volumi di storage a cui accedono gli host in una SVM e i volumi di condivisione
utente in un’altra. Alcuni amministratori mettono LUN iSCSI/FC e datastore NFS in una condivisione SVM e
SMB in un’altra.

Amministrazione di cluster e SVM

Un amministratore del cluster accede alla SVM amministrativa per il cluster. La SVM
amministrativa e un amministratore del cluster con il nome riservato admin vengono
creati automaticamente quando viene configurato il cluster.

Un amministratore del cluster con l’impostazione predefinita admin il ruolo può amministrare l’intero cluster e
le relative risorse. L’amministratore del cluster può creare ulteriori amministratori del cluster con ruoli diversi in
base alle esigenze.

Un amministratore SVM accede a una SVM di dati. L’amministratore del cluster crea gli amministratori SVM e
SVM dei dati in base alle necessità.

Agli amministratori di SVM viene assegnato il vsadmin ruolo per impostazione predefinita. L’amministratore
del cluster può assegnare ruoli diversi agli amministratori SVM in base alle esigenze.
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RBAC (role-based Access Control)

Il ruolo assegnato a un amministratore determina i comandi a cui l’amministratore ha accesso. Il ruolo viene
assegnato quando si crea l’account per l’amministratore. È possibile assegnare un ruolo diverso o definire
ruoli personalizzati in base alle esigenze.

Spazi dei nomi e punti di giunzione

Un namespace NAS è un raggruppamento logico di volumi Uniti in punti di giunzione per
creare una singola gerarchia di file system. Un client con autorizzazioni sufficienti può
accedere ai file nello spazio dei nomi senza specificare la posizione dei file nello storage.
I volumi Junctioned possono risiedere in qualsiasi punto del cluster.

Invece di montare ogni volume contenente un file di interesse, i client NAS montano un NFS export o
accedono a una share. SMB. L’esportazione o la condivisione rappresenta l’intero namespace o una posizione
intermedia all’interno dello spazio dei nomi. Il client accede solo ai volumi montati sotto il proprio access point.

È possibile aggiungere volumi allo spazio dei nomi in base alle esigenze. È possibile creare punti di giunzione
direttamente sotto una giunzione di un volume padre o in una directory all’interno di un volume. Il percorso di
una giunzione di volume per un volume denominato “vol3” potrebbe essere /vol1/vol2/vol3, o.
/vol1/dir2/vol3, o persino /dir1/dir2/vol3. Il percorso è chiamato percorso di giunzione.

Ogni SVM dispone di uno spazio dei nomi univoco. Il volume root SVM è il punto di ingresso della gerarchia
dello spazio dei nomi.

Per garantire che i dati rimangano disponibili in caso di interruzione o failover di un nodo, è
necessario creare una copia mirror per la condivisione del carico per il volume root SVM.
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Esempio

Nell’esempio riportato di seguito viene creato un volume denominato “home4” situato su SVM vs1 con un
percorso di giunzione /eng/home:

cluster1::> volume create -vserver vs1 -volume home4 -aggregate aggr1

-size 1g -junction-path /eng/home

[Job 1642] Job succeeded: Successful
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