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Guida operativa al plug-in SAP HANA

E possibile configurare e utilizzare il plug-in SAP HANA per Snap Creator 4.3.3 per eseguire il backup e il
ripristino dei database SAP HANA.

Panoramica della soluzione di backup e ripristino SAP
HANA

Oggi le aziende richiedono che le loro applicazioni SAP siano disponibili 24 ore al giorno,
sette giorni alla settimana. Sono previsti livelli costanti di performance indipendentemente
dalllaumento dei volumi di dati e dalle attivita di manutenzione ordinaria, come i backup
del sistema.

L'esecuzione dei backup dei database SAP puo avere un effetto significativo sulle performance di un sistema
SAP in produzione. Poiché le finestre di backup si stanno riducendo e la quantita di dati da sottoporre a
backup aumenta, e difficile definire un punto nel tempo in cui i backup possono essere eseguiti con un effetto
minimo sui processi di business. Il tempo necessario per ripristinare e ripristinare i sistemi SAP &
particolarmente preoccupante perché il downtime deve essere ridotto al minimo.

Considerazioni per il backup dei sistemi SAP HANA

Gli amministratori SAP HANA devono offrire un livello di servizio affidabile, riducendo al
minimo i downtime o il degrado delle performance dovuto ai backup.

Per offrire questo livello di servizio, gli amministratori SAP HANA si trovano ad affrontare sfide nelle seguenti
aree:

« Effetto delle performance sui sistemi SAP in produzione

In genere, i backup hanno un impatto significativo sulle performance del sistema SAP di produzione, in
quanto durante i backup si verifica un carico elevato sul server del database, sul sistema di storage e sulla
rete di storage.

* Riduzione delle finestre di backup

| backup possono essere creati solo in momenti in cui si verificano attivita batch o i/o ridotte sul sistema
SAP. Quando il sistema SAP & sempre attivo, & molto difficile definire una finestra di backup.

* Rapida crescita dei dati

La rapida crescita dei dati e la riduzione delle finestre di backup portano a investimenti continui
nell'infrastruttura di backup: Piu unita nastro, nuova tecnologia dei dischi a nastro, reti di storage piu veloci.
La crescita dei database comporta anche un aumento dello spazio su nastro o su disco per i backup. |
backup incrementali possono risolvere questi problemi, ma comportano un processo di ripristino molto
lento, che di solito non & accettabile.

* Aumento del costo del downtime

Il downtime non pianificato di un sistema SAP ha sempre un effetto finanziario sul business. Una parte
significativa del downtime non pianificato € il tempo necessario per ripristinare e ripristinare il sistema SAP
in caso di guasto. L’architettura di backup e ripristino deve essere progettata in base a un RTO (Recovery
Time Objective) accettabile.



« Tempi di backup e recovery

| tempi di backup e ripristino sono inclusi nei progetti di upgrade SAP. Il piano di progetto per un
aggiornamento SAP include sempre almeno tre backup del database SAP. Il tempo necessario per
eseqguire questi backup riduce il tempo totale disponibile per il processo di aggiornamento. La decisione se
eseguire il backup e il ripristino si basa generalmente sul tempo necessario per ripristinare e ripristinare il
database dal backup creato in precedenza. L'opzione di ripristino molto rapidamente consente di risolvere
piu tempo i problemi che potrebbero verificarsi durante 'aggiornamento, anziché ripristinare
semplicemente il sistema allo stato precedente.

La soluzione NetApp

E possibile creare un backup del database in pochi minuti utilizzando la tecnologia
Snapshot di NetApp. Il tempo necessario per creare una copia Snapshot € indipendente
dalle dimensioni del database, in quanto una copia Snapshot non sposta alcun blocco di
dati.

L'utilizzo della tecnologia Snapshot non ha alcun effetto sulle performance del sistema SAP in produzione.
Pertanto, la creazione di copie Snapshot puo essere pianificata senza dover considerare i periodi di attivita di
picco. | clienti SAP e NetApp pianificano in genere diversi backup Snapshot online durante la giornata. Ad
esempio, i backup possono essere eseguiti ogni quattro ore. Questi backup Snapshot vengono in genere
conservati per tre o cinque giorni nel sistema di storage primario.

Le copie Snapshot offrono anche vantaggi chiave per le operazioni di ripristino e ripristino. La funzionalita
NetApp SnapRestore consente di ripristinare I'intero database o parti del database nel momento in cui € stata
creata qualsiasi copia Snapshot disponibile. Questo processo di ripristino viene eseguito in pochi minuti,
indipendentemente dalle dimensioni del database. Anche il tempo necessario per il processo di ripristino
drasticamente ridotto, poiché sono state create diverse copie Snapshot durante la giornata e occorre applicare
un numero inferiore di registri.

| backup di Snapshot vengono memorizzati sullo stesso sistema di dischi dei dati online attivi. Pertanto,
NetApp consiglia di utilizzare i backup Snapshot come integrazione, non come sostituzione dei backup in una
posizione secondaria come disco o nastro. Sebbene i backup in una posizione secondaria siano ancora
necessari, € solo una minima probabilita che tali backup siano necessari per il ripristino e il ripristino. La
maggior parte delle azioni di ripristino e ripristino viene gestita utilizzando SnapRestore sul sistema di storage
primario. | ripristini da una posizione secondaria sono necessari solo se il sistema di storage primario che
contiene le copie Snapshot & danneggiato o se & necessario ripristinare un backup non piu disponibile da una
copia Snapshot. Ad esempio, potrebbe essere necessario ripristinare un backup di due settimane fa.

Un backup in una posizione secondaria si basa sempre sulle copie Snapshot create sullo storage primario.
Pertanto, i dati vengono letti direttamente dal sistema di storage primario senza generare carico sul server di
database SAP. Lo storage primario comunica direttamente con lo storage secondario e invia i dati di backup
alla destinazione utilizzando il backup disk-to-disk di SnapVault. La funzionalita NetApp SnapVault offre
vantaggi significativi rispetto ai backup tradizionali. Dopo un trasferimento iniziale dei dati, in cui tutti i dati
devono essere trasferiti dall’origine alla destinazione, tutti i backup successivi copiano solo i blocchi modificati
nello storage secondario. In questo modo si riduce significativamente il carico sul sistema di storage primario e
il tempo necessario per un backup completo. Un backup completo del database richiede meno spazio su disco
perché SnapVault memorizza solo i blocchi modificati nella destinazione.

Potrebbe essere ancora necessario eseguire il backup dei dati su nastro come backup a lungo termine. Ad
esempio, si tratta di un backup settimanale che viene conservato per un anno. In questo caso, I'infrastruttura a
nastro pud essere collegata direttamente allo storage secondario e i dati possono essere scritti su nastro
utilizzando il protocollo NDMP (Network Data Management Protocol).
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Componenti della soluzione di backup

La soluzione di backup Snap Creator per SAP HANA é costituita da backup dei file di dati
SAP HANA utilizzando copie Snapshot basate su storage, replica dei backup dei file di
dati in una posizione di backup secondaria offsite, backup dei file di log SAP HANA
utilizzando la funzionalita di backup dei log del database HANA, verifica dell’integrita dei
blocchi di database utilizzando un backup basato su file, E la gestione dei file di dati, dei
backup dei file di log e del catalogo di backup SAP HANA.

| backup del database vengono eseguiti da Snap Creator insieme a un plug-in per SAP HANA. Il plug-in
garantisce la coerenza del database in modo che le copie Snapshot create sul sistema di storage primario si
basino su un’immagine coerente del database SAP HANA.

Snap Creator consente di replicare le immagini del database coerenti su uno storage secondario utilizzando
SnapVault. In genere, per i backup dello storage primario e per quelli dello storage secondario verranno
definite diverse policy di conservazione. Snap Creator gestisce la conservazione nello storage primario e nello
storage secondario.

Il backup del log viene eseguito automaticamente dagli strumenti del database SAP HANA. La destinazione
del backup del registro non deve trovarsi nello stesso sistema di storage in cui si trova il volume di registro del
database. Si consiglia di configurare la destinazione di backup del registro sullo stesso storage secondario in
cui i backup del database vengono replicati con SnapVault. Con questa configurazione, lo storage secondario
presenta requisiti di disponibilita simili a quelli dello storage primario, in modo da garantire che i backup del log
possano essere sempre scritti nello storage secondario.
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Le pianificazioni di backup e le policy di conservazione devono essere definite in base ai requisiti del cliente.
La seguente tabella mostra una configurazione di esempio dei diversi programmi e criteri di conservazione.

Eseguito da Snap Storage primario Storage secondario
Creator
Backup del database Programma 1: Ogni 4 ore  Conservazione: 6 (= 6 Conservazione: 6 (= 6
copie Snapshot orarie) copie Snapshot orarie)
Programma 2: Una volta  Conservazione: 3 (= 3 Conservazione: 28 (4 Backup dei log
al giorno copie Snapshot settimane) (= 28 copie
giornaliere) Snapshot giornaliere)
Pianificazione degli NA Conservazione: 28 giorni  Controllo dell’integrita del
strumenti di database (4 settimane) blocco
SAP HANA: Ogni 15
minuti

Con questo esempio, i backup a sei ore e tre giornalieri vengono conservati nello storage primario. Nello
storage secondario, i backup del database vengono conservati per quattro settimane. Per poter ripristinare i
backup dei dati, & necessario impostare la stessa conservazione per i backup dei log.

Panoramica del plug-in SAP HANA

Il plug-in SAP HANA funziona in combinazione con Snap Creator Framework per fornire
una soluzione di backup per i database SAP HANA che si basano su uno storage back-
end NetApp | backup Snapshot creati da Snap Creator sono registrati nel catalogo HANA
e sono visibili in HANA Studio.

Snap Creator Framework supporta due tipi di database SAP HANA: Singoli container e database multi-tenant
container (MDC) singolo database tenant.



Snap Creator e il plug-in SAP HANA sono supportati con Data ONTAP che opera in 7-Mode e Clustered Data
ONTAP con i nodi di database SAP HANA collegati ai controller di storage che utilizzano NFS o Fibre Channel.
Le interfacce richieste per il database SAP HANA sono disponibili per Service Pack Stack (SPS) 7 e versioni
successive.

Il framework Snap Creator comunica con i sistemi storage per creare copie Snapshot e replicare i dati su uno
storage secondario utilizzando SnapVault. Snap Creator viene utilizzato anche per ripristinare i dati con
SnapRestore nello storage primario o con il ripristino SnapVault dallo storage secondario.

Il plug-in Snap Creator per SAP HANA utilizza il client SAP HANA hdbsql per eseguire comandi SQL al fine di
garantire la coerenza del database e gestire il catalogo di backup SAP HANA. Il plug-in SAP HANA &
supportato sia per le appliance hardware certificate SAP che per i programmi TDI (Tailored Datacenter
Integration).

Il plug-in Snap Creator per SAP HANA utilizza il client SAP HANA hdbsql per eseguire i comandi SQL per le
seguenti attivita:

» Coerenza del database per preparare un backup Snapshot basato su storage

» Gestire la conservazione del backup dei file di log a livello di file system

» Gestire il catalogo di backup SAP HANA per i backup dei file di dati e dei file di log

» Eseguire un backup basato su file per il controllo dell'integrita dei blocchi

La figura seguente mostra una panoramica dei percorsi di comunicazione di Snap Creator con lo storage e |l
database SAP HANA.
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Per eseguire il backup del database, Snap Creator esegue i seguenti passaggi:
1. Crea una copia Snapshot del database SAP HANA per ottenere un'immagine coerente sul layer di
persistenza.
Crea una copia Snapshot dello storage dei volumi di dati.
Registra il backup Snapshot dello storage all'interno del catalogo di backup SAP HANA.
Elimina la copia Snapshot SAP HANA.

Esegue un aggiornamento SnapVault per il volume di dati.

o o &M 0w N

Elimina le copie Snapshot dello storage nello storage primario e/o secondario, in base alle policy di
conservazione definite per i backup nello storage primario e secondario.

7. Elimina le voci del catalogo di backup SAP HANA se i backup non esistono piu nello storage primario e
secondario.



8. Elimina tutti i backup dei log precedenti al backup dei dati meno recente sul file system e all’interno del
catalogo di backup SAP HANA.

Requisiti

Il plug-in SAP HANA consente di creare backup ed eseguire il ripristino point-in-time dei
database HANA.

Il supporto per il plug-in SAP HANA ¢ il seguente:

« Sistema operativo host: SUSE Linux Enterprise Server (SLES), 32 bit e 64 bit
 Clustered Data ONTAP o Data ONTAP in 7-Mode
* Almeno un nodo di database SAP HANA collegato tramite NFS

« SAP HANA con Service Pack Stack (SPS) 7 o versione successiva

@ Per informazioni aggiornate sul supporto o per visualizzare le matrici di compatibilita, consultare
la "Tool di matrice di interoperabilita NetApp".

Licenze richieste

| controller di storage primari devono disporre di una licenza SnapRestore and SnapVault installata. Lo storage
secondario deve disporre di una licenza SnapVault installata.

Non & richiesta alcuna licenza per Snap Creator e il plug-in SAP HANA di Snap Creator.
Requisiti di capacita per i backup Snapshot

E necessario considerare un tasso di cambiamento dei blocchi pitl elevato sul layer di storage rispetto al tasso
di cambiamento con i database tradizionali. A causa del processo di Unione delle tabelle dell’archivio di
colonne, sul disco vengono scritti molti piu dati rispetto alle sole modifiche apportate ai blocchi. Fino a quando
non saranno disponibili piu dati sui clienti, la stima corrente per il tasso di cambiamento € dal 20% al 50% al
giorno.

Installazione e configurazione dei componenti software
richiesti

Per la soluzione di backup e ripristino SAP HANA che utilizza Snap Creator Framework e
il plug-in SAP HANA, & necessario installare i componenti software Snap Creator e |l
software client SAP HANA hdbsq|l.

Non & necessario installare il plug-in separatamente. Viene installato con I'agente.

1. Installare Snap Creator Server su un host che condivide la connettivita di rete con I'host in cui si installa
'agente.

2. Installare Snap Creator Agent su un host che condivide la connettivita di rete con I'host di Snap Creator
Server.

o In un singolo ambiente di nodi SAP HANA, installare ’Agent sull’host del database. In alternativa,
installare I'agente su un altro host dotato di connettivita di rete con I'host del database e con I'host del
server Snap Creator.


http://mysupport.netapp.com/matrix

> In un ambiente SAP HANA multinodo, non installare 'agente sull’host del database; 'agente deve
essere installato su un host separato con connettivita di rete all’lhost del database e all’host del server
Snap Creator.

3. Installare il software client SAP HANA hdbsql sull’host in cui € stato installato Snap Creator Agent.

Configurare le chiavi dell’archivio utente per i nodi SAP HANA gestiti tramite questo host.

mgmtsrv0l:/sapcd/HANA SP5/DATA UNITS/HDB CLIENT LINUXINTEL # ./hdbinst
SAP HANA Database Client installation kit detected.

SAP HANA Database Installation Manager - Client Installation
1.00.46.371989

KA AR AR A AR A A A A A A AR A AR A AR A AR A AR A AR A AR A AR A A A AR AR A A A A A AR AR AR A A AR ARk A Ak kK
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Enter Installation Path [/usr/sap/hdbclient32]:

Checking installation...

Installing and configuring required software components | 13
Preparing package "Product Manifest"...

Preparing package "SQLDBC"...

Preparing package "ODBC"...

Preparing package "JDBC"...

Preparing package "Client Installer"...

Installing SAP HANA Database Client to /usr/sap/hdbclient32...
Installing package 'Product Manifest'

Installing package 'SQLDBC'

Installing package 'ODBC'

Installing package 'JDBC'

Installing package 'Client Installer'

Installation done

Log file written to '/var/tmp/hdb client 2013-07-

05 11.38.17/hdbinst client.log'

mgmtsrv0l: /sapcd/HANA_SPS/DATA_UNITS/HDB_CLIENT_LINUXINTEL #

Informazioni correlate

"Guida all'installazione di Snap Creator Framework"

Presupposti per la configurazione in questa guida

Anche se una tipica installazione di Snap Creator presuppone che il server sia installato
su un host e che I'agente sia installato su un host diverso, la configurazione utilizzata in
questa guida si basa su un’appliance multinodo SAP HANA.

In questa configurazione, il database SAP HANA viene eseguito su una configurazione del nodo di database


https://library.netapp.com/ecm/ecm_download_file/ECMLP2854419

3+1 e tutti i componenti software di Snap Creator (Server, Agent e plug-in) vengono installati sullo stesso host.

| sistemi storage NetApp utilizzati in questa configurazione eseguono Data ONTAP in 7-Mode. Una coppia di
controller ad alta disponibilita (ha) viene utilizzata sul layer di storage. | volumi di dati e log dei tre nodi di
database SAP HANA vengono distribuiti a entrambi i controller di storage. Con la configurazione di esempio,
uno storage controller di un’altra coppia di controller ha viene utilizzato come storage secondario. Ciascun
volume di dati viene replicato in un volume di backup dedicato sullo storage secondario. Le dimensioni dei
volumi di backup dipendono dal numero di backup che verranno conservati nello storage secondario.

Tutte le operazioni di Snap Creator e SAP HANA Studio descritte di seguito sono identiche a quelle dei sistemi
storage che eseguono Clustered Data ONTAP. Tuttavia, la configurazione iniziale di SnapVault sui sistemi
storage e tutti i comandi SnapVault che devono essere eseguiti direttamente sullo storage sono diversi con
Clustered Data ONTAP. Le differenze sono evidenziate e descritte in questa guida.

La figura seguente mostra i volumi di dati sullo storage primario e il percorso di replica dello storage
secondario:

SAP HANA 3+1 multi node setup Management host

running
! ! ! ! g
hanaia hanaib hana2b

BLLE)

data_00001 . m —pFr— - 7] backup_data_o0001
data_00002 ' mnm —F— - (7] backup_data_00002
data_00003 ' m —F— - 7] backup_data_o0003

Snapshot Snap\Vaull Snapshot
Copies Copies

Tutti i volumi di cui & necessario eseguire il backup devono essere creati nel controller dello
storage secondario. In questo esempio, i volumi backup_data_00001, backup_data_00002 e
backup_data_00003 vengono creati nel controller dello storage secondario.

Installazione utilizzata con Clustered Data ONTAP

La figura seguente mostra il setup utilizzato con Clustered Data ONTAP. Linstallazione si basa su una
configurazione SAP HANA a nodo singolo con le macchine virtuali di storage (SVM) e i nomi dei volumi
mostrati nella seguente illustrazione.
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Le modalita di preparazione, avvio, ripristino e ripristino delle operazioni SnapVault sono diverse in Clustered
Data ONTAP e Data ONTAP che operano in 7-Mode. Queste differenze sono indicate nelle sezioni
corrispondenti di questa guida.

Configurazione dei backup dei dati

Dopo aver installato i componenti software richiesti, attenersi alla seguente procedura per completare la
configurazione:

1. Configurare un utente di database dedicato e I'archivio utenti SAP HANA.

2. Preparare la replica SnapVault su tutti i controller di storage.

3. Creazione di volumi nel controller dello storage secondario.
4. Inizializzare le relazioni SnapVault per i volumi di database.
5

. Configurare Snap Creator.

Configurazione dell’utente di backup e di hdbuserstore

E necessario configurare un utente di database dedicato all’interno del database HANA
per eseguire le operazioni di backup con Snap Creator. In una seconda fase, &
necessario configurare una chiave dell’archivio utenti SAP HANA per questo utente di
backup. Questa chiave dell’archivio utenti viene utilizzata all’interno della configurazione
del plug-in SAP HANA di Snap Creator.

L'utente del backup deve disporre dei seguenti privilegi:

* AMMINISTRATORE BACKUP
» CATALOGO LETTO
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1. Nell’host di amministrazione, I'host in cui & stato installato Snap Creator, viene configurata una chiave
userstore per tutti gli host di database che appartengono al database SAP HANA. La chiave dello
userstore € configurata con l'utente root del sistema operativo: Hdbuserstore set keyhost 3[instance]15
userpassword

2. Configurare una chiave per tutti e quattro i nodi di database.

10



mgmtsrv0l:/usr/sap/hdbclient32 # ./hdbuserstore set SCADMINOS
cishanar08:34215 SCADMIN Password
mgmtsrv0l:/usr/sap/hdbclient32 # ./hdbuserstore set SCADMINO9
cishanar09:34215 SCADMIN Password

mgmtsrv0l: /usr/sap/hdbclient32 # ./hdbuserstore set SCADMIN1O
cishanarl10:34215 SCADMIN password

mgmtsrv0l: /usr/sap/hdbclient32 # ./hdbuserstore set SCADMINI1
cishanarl1:34215 SCADMIN Password

mgmtsrv0l: /usr/sap/hdbclient32 # ./hdbuserstore LIST

DATA FILE : /root/.hdb/mgmtsrv0l/SSFS HDB.DAT

KEY SCADMINOS
ENV : cishanar08:34215
USER: SCADMIN
KEY SCADMINO9
ENV : cishanar09:34215
USER: SCADMIN
KEY SCADMINI1O0
ENV : cishanarl10:34215
USER: SCADMIN
KEY SCADMINI1
ENV : cishanarl1:34215
USER: SCADMIN
mgmtsrv0l:/usr/sap/hdbclient32

Configurazione delle relazioni SnapVault

Quando si configurano le relazioni SnapVault, i controller di storage primari devono avere
una licenza SnapRestore e SnapVault valida installata. Lo storage secondario deve
disporre di una licenza SnapVault valida.

1. Abilitare SnapVault e NDMP sui controller dello storage primario e secondario.

hanala> options snapvault.enable on
hanala> ndmp on

hanala>

hanalb> options snapvault.enable on
hanalb> ndmpd on

hanalb

hana2b> options snapvault.enable on
hana2b> ndmpd on

hana2b>

2. Su tutti i controller dello storage primario, configurare I'accesso al controller dello storage secondario.

11



hanala> options snapvault.access host=hana2b
hanala>
hanalb> options snapvault.access host=hana2b
hanalb>

Si consiglia di utilizzare una rete dedicata per il traffico di replica. In questi casi, &
necessario configurare il nome host di questa interfaccia nel controller dello storage
secondario. Invece di hana2b, il nome host potrebbe essere hana2b-REP.

3. Sul controller dello storage secondario, configurare I'accesso per tutti i controller dello storage primario.

hana?b> options snapvault.access host=hanala,hanalb
hana2b>

Si consiglia di utilizzare una rete dedicata per il traffico di replica. In questi casi, &
necessario configurare il nome host di questa interfaccia nei controller di storage primari.
Invece di hana1b e hanala il nome host potrebbe essere hana1a-REP e hana1b-REP.

Avvio delle relazioni SnapVault

E necessario avviare la relazione SnapVault con Data ONTAP che opera in 7-Mode e
Clustered Data ONTAP.

Avvio delle relazioni SnapVault con Data ONTAP in 7-Mode

E possibile avviare una relazione SnapVault con i comandi eseguiti sul sistema di storage
secondario.

1. Per i sistemi storage che eseguono Data ONTAP in 7-Mode, € possibile avviare le relazioni SnapVault
eseguendo il seguente comando:

12



hana2b> snapvault start -S hanala:/vol/data 00001/mnt00001
/vol/backup data 00001/mnt00001

Snapvault configuration for the gtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
hanaz2b>

hana2b> snapvault start -S hanala:/vol/data 00003/mnt00003
/vol/backup data 00003/mnt00003

Snapvault configuration for the gtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
hanaz2b>

hana2b> snapvault start -S hanalb:/vol/data 00002/mnt00002
/vol/backup data 00002/mnt00002

Snapvault configuration for the gtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
hanaz2b>

Si consiglia di utilizzare una rete dedicata per il traffico di replica. In tal caso, configurare il
nome host di questa interfaccia sui controller di storage primari. Invece di hana1b e hana1a,
il nome host potrebbe essere hana1a-REP e hana1b-REP.

Avvio delle relazioni SnapVault con Clustered Data ONTAP

Ry

E necessario definire un criterio SnapMirror prima di avviare una relazione SnapVault.

1. Per i sistemi storage che eseguono Clustered Data ONTAP, avviare le relazioni SnapVault eseguendo il
seguente comando.



hana::> snapmirror policy create -vserver hana2Z2b -policy SV _HANA
hana::> snapmirror policy add-rule -vserver hana2b -policy SV HANA
—-snapmirror-label daily -keep 20

hana::> snapmirror policy add-rule -vserver hana2b -policy SV_HANA
-snapmirror-label hourly -keep 10

hana::> snapmirror policy show -vserver hana2b -policy SV _HANA

Vserver: hana2b
SnapMirror Policy Name: SV _HANA
Policy Owner: vserver-admin
Tries Limit: 8
Transfer Priority: normal
Ignore accesstime Enabled: false
Transfer Restartability: always
Comment: -
Total Number of Rules: 2
Total Keep: 8
Rules: Snapmirror-label Keep Preserve Warn
daily 20 false
hourly 10 false 0

Il criterio deve contenere regole per tutte le classi di conservazione (etichette) utilizzate nella
configurazione di Snap Creator. | comandi sopra riportati mostrano come creare una policy SnapMirror
dedicata SV_HANA

2. Per creare e avviare la relazione SnapVault sulla console del cluster di backup, eseguire i seguenti
comandi.

hana::> snapmirror create -source-path hanala:hana data -destination
-path

hana2b:backup hana data -type XDP —-policy SV_HANA

Operation succeeded: snapmirror create the relationship with destination
hana2b:backup hana data.

hana::> snapmirror initialize -destination-path hanaZb:backup hana data
-type XDP

Configurazione di Snap Creator Framework e backup del database SAP HANA

E necessario configurare Snap Creator Framework e il backup del database SAP HANA.

1. Connettersi all'interfaccia grafica utente (GUI) di Snap Creator: https://host:8443/ui/.
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https://host:8443/ui/

2. Accedere utilizzando il nome utente e la password configurati durante l'installazione. Fare clic su Accedi.

Ad esempio, “ANA” ¢ il SID del database.

4. Inserire il nome della configurazione e fare clic su Avanti.
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P Configuration b1

Configuration

Enter Configuration name and select required options.

Config. Mame: ANa,_database_baciup|

W Password Encryption

5. Selezionare Application plug-in come tipo di plug-in e fare clic su Next.

# Configuration

Plug-in Type

Please select plug-in type.

@ Application plug-in
) Virtualzation plug-in
©) Community plug-in

) None

6. Selezionare SAP HANA come plug-in dell’applicazione e fare clic su Avanti.
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# Configuration

Application Plug-ins

Please select the Application plug-in to be configured.

@ SAP HANA
Sybase ASE
SnapManager for Microsoft SQL
DB2
MaxDB
SnapManager for Microsoft Exchange
IBM Domino
MySQL

Oracle

7. Immettere i seguenti dettagli di configurazione:

a.

Selezionare Si dal menu a discesa per utilizzare la configurazione con un database multi-tenant. Per
un singolo database container, selezionare No.

. Se il contenitore di database multitenant & impostato su No, & necessario fornire il SID del database.

. Se il contenitore di database multitenant & impostato su Si, &€ necessario aggiungere le chiavi

hdbuserstore per ogni nodo SAP HANA.

. Aggiungere il nome del database tenant.

. Aggiungere i nodi HANA su cui deve essere eseguita l'istruzione hdbsq|.
. Inserire il numero di istanza del nodo HANA.

. Fornire il percorso del file eseguibile hdbsql.

. Aggiungere 'utente OSDB.

i. Selezionare Si dall’elenco a discesa per attivare la pulizia DEL REGISTRO.

NOTA:

* Parametro HANA SID e disponibile solo se il valore per il parametro
HANA MULTITENANT DATABASE € impostato su N

= Per i container di database multi-tenant (MDC) con un tipo di risorsa “Ssingolo tenant”, le copie
Snapshot di SAP HANA funzionano con I'autenticazione basata su chiave di UserStore. Se |l
HANA MULTITENANT DATABASE il parametro € impostato su Y, quindi il HANA USERSTORE_KEYS
il parametro deve essere impostato sul valore appropriato.

= Analogamente ai container di database non multitenant, &€ supportata la funzionalita di backup
basato su file e di controllo dell'integrita
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j- Fare clic su Avanti.

Mulitenant Database Container (MDC) - Single Tenant: Mo w
Sb: Has
habusersiore Keys

Tenant Database MName:

Hodes: 1023522066

Uzernamse: SYSTEM

Password,; NP,
IBSTANC & Numer: &5

Path to hdbsgk fusrisapHEEHDBES exemdbsgl

QS0B User

Enable LOG Cleanup: Yag w

8. Abilitare I'operazione di backup basato su file:
a. Impostare il percorso di backup del file.
b. Specificare il prefisso file-backup.
c. Selezionare la casella di controllo Enable file-Backup (Abilita backup file).

d. Fare clic su Avanti.
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4 Configuration x I

File-Based Backup Configuration Detaile

Provide File-Based Backup Details

Fiie-Bac hup Location
Fie B hup prefis

Enabile Fie-Bashup

Back Mext Cancel

9. Abilitare I'operazione di verifica dell'integrita del database:

a. Impostare la posizione di file-Backup temporanea.
b. Selezionare la casella di controllo attiva controllo integrita DB.

c. Fare clic su Avanti.
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| # Configuration

integrity Check Configuration Detnils

Provide Integrity Check Details

Temporary Fie-Backuep Loc ation;

Enabls DB Integrity Check

10. Inserire i dettagli del parametro di configurazione dell’agente e fare clic su Avanti.

Agent Configuration

Enter agent configuration details

PONS: localhost]
Port 9090
Teneout (secs) 300

Test sgend connection

11. Inserire le impostazioni di connessione dello storage e fare clic su Avanti.
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Storage Connection Setlings

Please Provide Stiorage Connection Settings

Use OnCommand Proxy. [

Transport HTTPS] v

Cortrofar NV earver Port 443

12. Immettere le credenziali di accesso allo storage e fare clic su Avanti.

Controller Veerver Credentials

Add one or more Controller VWserver credentials to the configuration.

=) Controller /¥server Login Credentials
Qada | T e Soemte

Controlar vV seryer [P or Name Uizer namafassword Viokumes

% Contro

i e s e
%o Mew LontroBersvserver

Cortrolervserver IP or hanata
Marr:
Cordrofer/vserer Liser root
Controlisr A\ saryer ERsESEREED
Password
B e

13. Selezionare i volumi di dati memorizzati su questo controller di storage e fare clic su Save (Salva).
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U Conteoler/Voorvervolmes.. N
1= cata_DOOOL
SLESASAP cata_ 00003
SLES4SAR K3074
crhanar(s_3080
chanar(s 30807
cehanard3 PTF
chhanw(8 SLES4SAP
crhans(9
crhanarDd 3080
cuhanx(09_PTF
cehanarD9_SLESASAP
cahanar 10
chanar 1013020
cishanar 10_PTF o
ciihanar 10_SLES4SAp -
cehana 1]
chana11_3080
cxhanw 1l _PTF
cehana 11_SLESASaP
log_00002
kg 00004
oEmaster
opmnaster 30807
cemaiter PTE_S745
oomaster PTF_S819
saped
titpboot
vodd

5w

14. Fare clic su Add (Aggiungi) per aggiungere un altro controller di storage.

Controller Wserver Cradentials

Add one or more Controller/Vserver credentials (o the configuration.

E Controller /¥server Login Credentials

Daga | [ em &l Delete
Controller fVaerver IP or Nams Liser namePassvword Wolumes

data_000N
hanate roopfee data_00003

15. Immettere le credenziali di accesso allo storage e fare clic su Avanti.

22



Controller Wserver Credentials

Add one or more Controller/Veerver credentials to the configuration.

ﬁMﬂ | “j Ecit Boeets

Controlerivserver IF or Nams Liger name/Password Violumes

Cortrofler/v'server IP or haraib
e

Cortroler vV zerver Liter; root

Cortrolles/Vsarver sssmEREREw
Password

16. Selezionare i volumi di dati memorizzati nel secondo controller di storage creato e fare clic su Save
(Salva).

D I e e

data 00003 gata_ 00002
log_00001
log_00003
| sapexe

vl

-3

.

T
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17. La finestra Controller/\Vserver Credentials (credenziali controller/server virtuale) visualizza i controller e i
volumi di storage aggiunti. Fare clic su Avanti.

Controller Wserver Credentials

Add one or more Controller Weserver credentials to the configuration.

Controller/¥server Login Credentials

QDada | [iea & Deinta
Conlrober NV Lerver IP or MNams Liesr m.pd!-mﬂ Viohames
data_00001
henata FopbAess data_00003
hanallb rootre. data_ 00002

18. Inserire il criterio Snapshot e la configurazione di conservazione.

La conservazione di tre copie Snapshot giornaliere e otto copie Snapshot orarie & solo un esempio e pud
essere configurata in modo diverso a seconda delle esigenze del cliente.

Selezionare Timestamp come convenzione di denominazione. L'utilizzo della convenzione

(D di denominazione Recent non & supportato con il plug-in SAP HANA, in quanto la data e
I'ora della copia Snapshot viene utilizzata anche per le voci del catalogo di backup SAP
HANA.
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o, Conliguration o

Snapshot Detalls

Provide Snapshot copy related information.

Snapshol copy MName: Backup-ANA
Snapshol copy Labet

Policy Type @ ke Polcy O Use Pobcy Object
Snapshot copy Policies -
Enable Pobcy Pasicy Mame Retertion
~ Prrty “12
= daiy -3
I weekly 0
r Frsanthdy 0
Prevent Snapshol copry Deletion Mo e
Policy Relention Age
Haming Convention " Recent & Timestamp

19. Non sono richieste modifiche. Fare clic su Avanti.

Snapshot Details Continued

Prowvide Snapshot copy related information.

Consistency Group: r

Congistency Timeout MEDILM »
SraapDrive Discovery: o w
Consistency Group WAFL Sync: No v
Snapshot copy Delste by age only. N ~
Snapshot copy Dependency ignore: No L
Reztore Auto Detect Mo -
Igreore Applcation Ermors: No ¥
Snapshot Copy Disable: Mo v

20. Selezionare SnapVault e configurare i criteri di conservazione SnapVault e il tempo di attesa SnapVault.
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7 Configuration »

Data Prolection

Configure Snaphirror, SnapVault or both

Data Transter [T SnapMnor W SnapWVauit
SnapVault Policies A
Enable Policy Pobcy Name Retention
~ hourty 10
~ dlady '2‘3'
r weekly o
r manthly 0
SrapVaeul Retenton Age:
Snapaull wad time: 10

21. Fare clic su Aggiungi.

Data Protection Yolumes

Add SnapMirror and SnapYaull Volumes,

[J pata Protection Yolumes

Qasa | [ em @ Delate
Cortroler/Vaerver IP of Nam | Snaphlirror Volumes Snap'Valull Volumss
&

22. Selezionare un controller di storage di origine dall’elenco e fare clic su Avanti.
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Data Protection Volumes

Add SnapMirror and SnapVaull Volumes.

(J pata Protection Yolumes
Qada | [ Ea & Detete

Controfer/vserver IP or Nam | Snaphirmor Volumes SnapVaul Volumes
-]

Controder 'S l‘mn!al -
P or Name

23. Selezionare tutti i volumi memorizzati nel controller dello storage di origine e fare clic su Save (Salva).

{J Data Protection Volume Selection ]
Vialumies Srvaphliror
data_00001
clyta_00003
=
um
Snap\faull
data_00001
data_0O003
g
-

24. Fare clic su Aggiungi, selezionare il secondo controller storage di origine dall’elenco, quindi fare clic su
Avanti.
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Fa Configuration

Data Protection Volumes

Add SnapMirror and SnapVault Volumes,

(] pata Protection Volumes

Qaga | e & Dalete
Confrolerfvearver IP or Mam | Snspiinror Volumes Snapvalil Volumas
e
data_ 00001
m’TB Ak TR

E Select a Controller/Vserver

Cortrollar i/ sarver | hanatbi
F or Namsa:

B MNed

25. Selezionare tutti i volumi memorizzati nel secondo controller di storage di origine e fare clic su Save
(Salva).

[ Data Protection Vohsme Selection

Vaolurmies Snaphirror
data_DO002
e
-
SnapVaull
data_00002
=

26. La finestra Data Protection Volumes (volumi di protezione dati) visualizza tutti i volumi che devono essere
protetti nella configurazione creata. Fare clic su Avanti.
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, Configuraticon

Data Protection Yolumes

Add SnapMirror and SnapVaull Volumes.

{J Data Protection Volumes

& Add | [ FEat & ociete
Controller/Vserver P or Mam  Snaphieror Volumes SnapVaul Volumes
[
data_00001
el dﬂa_ 3
haraib data_00002

27. Immettere le credenziali per i controller di storage di destinazione e fare clic su Avanti. In questo esempio,
le credenziali utente “root” vengono utilizzate per accedere al sistema di storage. In genere, un utente di
backup dedicato viene configurato sul sistema di storage e quindi utilizzato con Snap Creator.

P Configuration

Data protection relationships

SnapMirror and SnapVault relationships

Verified ol Snaphirror relationships
Verified ol SnapVeull retslionzhips
=« hanazb

CortrollervVserver User. | rool

Controllar N server e mrb-nn--i
Pazsword

28. Fare clic su Avanti.
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DFMOnCommand Settings

Enter OnComemand credentials and other details and settings.

T Operations Manager console Alert

IF Netipp Management Console data protection capabt

Host

Lizar

Password

Tranzport w
Port

29. Fare clic su fine per completare la configurazione.

# Configuration *

Summary

Configuration MName. ANA_databaces backup
Mumber of Controlers'servers added 2
Cortrolles WVeasnser Name: hanala
Cordroler /v server User; rool

Cordrollér 'esrver Password '
ControllerVserver Name: hanaib
Condrollar V' earver User; rool
Controllarveerver Password "

Data profection Destinmtion Controllers/Veervers added
Cordrolles M server Name: hanalb
Controller/v'server User: rool
Cordroller V' sarver Password "

Global Controler 'V oerver credentials: No
Password Profection: Yes

|»

W odume:s:
hanaladata 00001 deda_00003,
hona1b:data_00D02,

Snapshol Copy Name: Backup- ANA
Snapshol Copy Policy Name Convention: Timestamg

lgnore Applcation Error. No
Snap\Vaull Updale: Yes
Snapault Wakt Time 10
SnapVaull Volumes:
CortrollerVserver. hanala
Wil

cota_00001

data 00003
Controlier/vserver, hanalb

Volumes v
i : LI—I

30. Fare clic sulla scheda SnapVault settings.
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31. Selezionare Si dall’elenco a discesa dell’opzione attesa ripristino SnapVault e fare clic su Salva.

# Moragemert »  sblserzandRiles = | D Dstar @ Polcy = [T Reporz e 4 Hep -

Configurations *= Bachgs * | Job Mordor Logs °

| Profiles and Configur ations @ | Configuration Content : HANA_ prolile_ANA > ANA_database backup
Bk Prosth 2 Retresh F
| Ao Fre el & actions ~ | & Rebosd | g Sewe
4 [IHANA profis ANA s z
Geheral | Confechion | Volmes | Shapthol teltings | ‘Shaphlros eltings Ll 5
& ANA_dalabase DR
+ ANA_dslalwze_backup
4 ANA_non_dalabase _fles DR SnapVault Policies
Enabsda Podey Pobcy Mty Rt
o hourly 10
- ey §
wreakly 1]
ety o
Prevvent Sraprehadl copyy Deletion [T L

SnapVault Reterbon Age

Snaphy'aul wad bine 10

bac Tranzier

Snnpymal Sneiahol cogn 2] W

Lhap'y sl Resloes Wink Wes .""'

Si consiglia di utilizzare una rete dedicata per il traffico di replica. Se si decide di farlo, € necessario
includere questa interfaccia nel file di configurazione di Snap Creator come interfaccia secondaria.

E inoltre possibile configurare interfacce di gestione dedicate in modo che Snap Creator possa accedere al
sistema di storage di origine o di destinazione utilizzando un’interfaccia di rete non associata al nome host

del controller di storage.

mgmtsrvO0l:/opt/NetApp/Snap Creator Framework 411/scServerd4.l.lc/engine/c

onfigs/HANA profile ANA
# vi ANA database backup.conf

G
igaddssas it aaadd

# Connection Options #
FHH A A R
HHHHHHFH AR EH

PORT=443

SECONDARY INTERFACES=hanala:hanala-rep/hana2b;hanalb:hanalb-rep/hana2b
MANAGEMENT INTERFACE S=hana2b:hana2b-mgmt



Configurazione di SAP HANA per ambienti SAN

Dopo aver configurato i backup dei dati, sara necessario aggiungere un nuovo comando
al file di configurazione di Snap Creator in ambienti in cui un sistema SAP HANA &
connesso tramite la rete SAN (Storage Area Network) Fibre Channel ai controller dello
storage.

Quando Snap Creator attiva un punto di salvataggio di backup sincronizzato globale in SAP HANA, I'ultimo
passaggio si verifica quando SAP HANA scrive il file
/hana/data/SID/mnt00001/hdb00001/snapshot_databackup 0 1. Questo file fa parte del volume di dati dello
storage e fa quindi parte della copia Snapshot dello storage. Questo file & obbligatorio quando si esegue un
ripristino in caso di ripristino del backup. A causa del caching dei metadati con il file system "X" (XFS) sull’host
Linux, il file non & immediatamente visibile a livello di storage. La configurazione XFS standard per il caching
dei metadati & di 30 secondi.

In Snap Creator, € necessario aggiungere un comando quiesce post-applicazione, che attende fino a quando
la cache dei metadati XFS non viene scaricata nel livello del disco.

E possibile verificare la configurazione del caching dei metadati utilizzando il seguente comando:

stlrx300s8-2:/ # sysctl -A | grep xfssyncd centisecs
fs.xfs.xfssyncd centisecs = 3000

1. Nel file di configurazione (install_path/scServerversion_number/ENGINE/configs), aggiungere il comando
/bin/sleep alla sezione Post Commands (comandi post) come mostrato nell’esempio seguente:

FHAFH A AR AR A

# Post Commands HHERH AR S
POST NTAP DATA TRANSFER CMDO1=

POST APP QUIESCE CMDOl=/bin/sleep 60

POST CLONE CREATE CMDOl=

Si dovrebbe consentire un tempo di attesa pari al doppio del valore del parametro
fs.xfs.xfsssyncd_centisecs. Ad esempio, con il valore predefinito di 30 secondi, il comando
sleep deve essere configurato con 60 secondi.

Configurazione dei backup dei log

| backup dei log devono essere memorizzati su un sistema storage diverso da quello
primario. Il sistema di storage utilizzato per il backup dei dati pud essere utilizzato anche
per il backup del registro.

Nello storage secondario, € necessario configurare un volume per i backup dei log. Assicurarsi che le copie
Snapshot automatiche siano disattivate per questo volume.

1. Montare il volume su ciascun nodo del database eseguendo il comando mount o modificando il file della
tabella del file system (fstab).
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hana2b:/vol/backup log ANA /mnt/backup log ANA nfs
rw,bg,vers=3,hard, timeo=600, rsize=65536,wsize=65536,actimeo=0,noatime
0O O

In SAP HANA Studio, la destinazione del backup del registro viene configurata come mostrato nella figura
seguente.

b E0F Nasgair Pl eees  Hew
i ¥y £ AL LA skl St Lm0 LR Winagyerest
sParmE = O ([P e £ "Badp AMA SYSTER ANA [ -0
2 A £ Bwckup ANA [SYSTEM) AMA = L Ui T OO0 Ak
repra Canfiqurston Baciip Cpalsg
By Wypyd Dube Wariay $aSorgm LepBeriep LyRege
|
Dermees Toid o P
Larmton Tt tecnn iag ANMA
&
Daivas wwrwe ™ e L
NELE BTN PP
poqeeniaby [y dubicl Sofs Baciagn. mn pel Gt ajewy) Sy Bey § F o wnains sotmeghc by Bahup, T g e e (ot Ty B & Nl kg e il
il fomie Lawun B isnzace u ey K
o i AT | i B L

Pulizia dei backup dei log

La gestione dei backup dei log in SAP HANA si basa su una funzione all’'interno di HANA
Studio o su un’istruzione SQL che consente di eliminare tutti i backup meno recenti di un
backup selezionato.

Snap Creator gestisce la gestione dei backup dei dati (copie Snapshot) eliminando le copie Snapshot sullo
storage primario o secondario e eliminando le voci corrispondenti all'interno del catalogo HANA, in base a una
policy di conservazione definita.

| backup dei log precedenti all’'ultimo backup dei dati vengono cancellati perché non sono necessari.

Snap Creator gestisce la gestione dei backup dei file di log a livello di file system e all'interno del catalogo di
backup SAP HANA. Come parte di ogni backup Snapshot con Snap Creator, vengono eseguiti i seguenti
passaggi:

* Leggere il catalogo di backup e ottenere I'ID di backup dei dati meno recenti o del backup Snapshot.

* Eliminare tutti i backup meno recenti.

Snap Creator gestisce solo le operazioni di pulizia per i backup in base alle copie Snapshot. Se
vengono creati backup aggiuntivi basati su file, € necessario assicurarsi che i backup basati su

@ file vengano eliminati dal catalogo di backup e dal file system. Se un backup di dati di questo
tipo non viene eliminato manualmente dal catalogo di backup, puo diventare il backup dei dati
meno recente e 'operazione di manutenzione del backup del registro non riesce.

Modifica della gestione dei backup dei log

E possibile modificare i parametri configurati per la gestione dei backup dei log se si
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desidera disattivare I'operazione di pulizia dei log.

1.
2.

3.

Selezionare il profilo SAP HANA che si desidera modificare.

Selezionare la configurazione che si desidera modificare e fare clic su SAP HANA Settings (Impostazioni
SAP HANA).

Modificare il parametro Enable LOG cleanup (attiva pulitura REGISTRO) e fare clic su Save (Salva).
0 Goverm = | ¥ Msind | g Geew
deruan | ConieR lin s | haptol il rechdece arSrgd Semdomal EeEigi e RESINGA o TR SRR R T ) m e

FAN inity Chach Samrc | dgmet | Evend semrgn | Commana

Esecuzione di backup del database

E possibile eseguire il backup del database SAP HANA utilizzando la GUI di Snap
Creator o la riga di comando. Per pianificare i backup, € possibile utilizzare lo scheduler
all'interno della GUI oppure la riga di comando in combinazione con uno scheduler
esterno come cron.

Panoramica dei backup del database

Quando Snap Creator esegue il backup del database, vengono eseguiti i seguenti
passaggi.

1.

N OO o AW
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Creare un punto di salvataggio di backup sincronizzato globale (copia Snapshot SAP HANA) per ottenere
un’immagine coerente sul layer di persistenza.

. Creare copie Snapshot dello storage per tutti i volumi di dati.

Nell’esempio, sono disponibili tre volumi di dati, distribuiti a entrambi i controller di storage, hanala e
hana1b.

. Registrare il backup Snapshot dello storage nel catalogo di backup SAP HANA.
. Eliminare la copia Snapshot SAP HANA.

. Avviare l'aggiornamento del SnapVault per tutti i volumi di dati.

. Controllare lo stato SnapVault e attendere il termine o il timeout configurabile.

. Eliminare le copie Snapshot dello storage ed eliminare i backup nel catalogo di backup SAP HANA in base

alla policy di conservazione definita per i backup nello storage primario e secondario.

. Eliminare tutti i backup dei log, che sono piu vecchi del backup dei dati meno recente sul file system e

allinterno del catalogo di backup SAP HANA.



Backup del database con la GUI di Snap Creator

E possibile eseguire il backup di un database con la GUI di Snap Creator.

1. Selezionare la configurazione HANA_database_backup, quindi selezionare azioni > Backup.
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2. Selezionare il criterio di backup e fare clic su OK.
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Il backup viene avviato. Creazione snap attiva “SnapVault update” e creazione snap attende fino a quando

i dati non vengono replicati nello storage secondario. Il tempo di attesa € stato configurato durante la
configurazione e puod essere adattato nella scheda SnapVault settings (Impostazioni di attesa). Snap
Creator attiva gli aggiornamenti SnapVault in parallelo per ogni volume sullo stesso controller di storage,

ma in sequenza per ogni controller di storage.

35



“Nﬂdm
P —
7] gl i i = [T R S W .
° ] - Rabest | 0 oy = | [ et | i by X Cama
man_ e sas
A B | i | b s | s s | St o | e | Sttt | it | AP | o s | et
| Bhs b [T LI
A, e fuiviaia_ B, O i al
gt
Ly T -
Lty
i, s Ju
-

Backup del database con la riga di comando di Snap Creator

E anche possibile eseguire il backup del database utilizzando la riga di comando di Snap
Creator.

1. Per eseguire il backup del database, eseguire il seguente comando.
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mgmtsrv0l:~ #

/opt/NetApp/Snap Creator Framework 411/scServerd4.l.l/snapcreator
--server

localhost --port 8443 --user scadmin --passwd scadmin --profile
HANA profile ANA --config

ANA database backup --action backup --policy daily —--verbose

[Wed Mar 5 14:17:08 2014] INFO: Validating policy: daily finished
successfully

#######4## Detecting Data ONTAP mode for hanala #########4#

#H4####4### Detecting Data ONTAP mode for hanalb ##########

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03031: Getting system version
details of [hanaZ2b]

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03032: Getting system version
details of [hana2b] finished successfully.

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03031: Getting system version
details of [hanala]

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03032: Getting system version
details of [hanala] finished successfully.

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03031: Getting system version
details of [hanalb]

[Wed Mar 5 14:17:13 2014] INFO: STORAGE-03032: Getting system version
details of [hanalb] finished successfully.

Truncated

Analisi dei backup disponibili in SAP HANA Studio
E possibile visualizzare I'elenco dei backup Snapshot dello storage in SAP HANA Studio.
Il backup evidenziato nella figura seguente mostra una copia Snapshot denominata “Backup-

ANA_Hourly 20140320103943.” Questo backup include copie Snapshot per tutti e tre i volumi di dati del
sistema SAP HANA. Il backup € disponibile anche nello storage secondario.
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Il nome della copia Snapshot viene utilizzato da Snap Creator come ID di backup quando Snap Creator
registra la copia Snapshot dello storage nel catalogo di backup SAP HANA. In SAP HANA Studio, il backup
Snapshot dello storage ¢ visibile nel catalogo di backup. L'ID di backup esterno (EBID) ha lo stesso valore del
nome della copia Snapshot, come mostrato nella figura seguente.
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Ad ogni esecuzione di backup, Snap Creator elimina i backup Snapshot nello storage primario e secondario in
base alle policy di conservazione definite per le diverse pianificazioni (orarie, giornaliere e cosi via).

Snap Creator elimina anche i backup all'interno del catalogo di backup SAP HANA se il backup non esiste
nello storage primario o secondario. Il catalogo di backup SAP HANA mostra sempre I'elenco completo dei
backup disponibili nello storage primario e/o secondario.



Backup basato su file SAP HANA e verifiche dell’integrita
del database

SAP consiglia di combinare i backup Snapshot basati su storage con un backup
settimanale basato su file per eseguire un controllo dell'integrita dei blocchi. Il controllo
dell'integrita del blocco pud essere eseguito dall’'interfaccia grafica utente (GUI) o
dall'interfaccia della riga di comando (CLI) di Snap Creator.

L'operazione di backup dei dati basata su file viene utilizzata per conservare le copie di backup dei file.
L'operazione Database Integrity Checks viene utilizzata quando le copie di backup devono essere scartate.

E possibile configurare una o entrambe le operazioni. Durante il backup on-demand, & possibile scegliere una
delle operazioni.

Modifica della configurazione per il backup basato su file

E possibile modificare i parametri configurati per il backup basato su file. La successiva
operazione di backup pianificata o on-demand basata su file riflette le informazioni
aggiornate.

1. Fare clic sul profilo SAP HANA.

2. Selezionare la configurazione che si desidera modificare e fare clic su HANA file Based Backup Settings
(Impostazioni backup basato su file HANA).
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3. Modificare le informazioni e fare clic su Salva.

Modifica della configurazione per i controlli di integrita del database

E possibile modificare i parametri configurati per i controlli di integrita del database. La
successiva operazione di Integrity Check pianificata o on-demand riflette le informazioni
aggiornate.

1. Fare clic sul profilo SAP HANA.

2. Selezionare la configurazione che si desidera modificare e fare clic su HANA Integrity Check Settings
(Impostazioni controllo integrita HANA).
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T

3. Modificare le informazioni e fare clic su Salva.

Pianificazione del backup basato su file

.....

Per le configurazioni SAP HANA, & possibile pianificare operazioni aggiuntive come
backup basato su file e controlli dell'integrita del database. E possibile pianificare
I'esecuzione dell’'operazione di backup basata su file a intervalli specifici.

1. Dal menu principale della GUI di Snap Creator, selezionare Management > Schedules e fare clic su

Create.

2. Nella finestra nuovo lavoro, immettere i dettagli del lavoro.

Il criterio di backup basato su file & impostato su “none” per impostazione predefinita.

11&) New Job X
Job Name: SAPFBBackup
Start Date: 2016-01-22 (9
Active: v
Profile SAP_HANA d
Configuration: | SCN_HANA v
Action: fileBasedBackup 84
Policy: _-V '
Frequency: b vl
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Pianificazione dei controlli di integrita del database

Per le configurazioni SAP HANA, & possibile pianificare operazioni aggiuntive come
backup basato su file e controlli dell'integrita del database. E possibile pianificare
I'esecuzione dei controlli di integrita del database a intervalli specifici.

1. Dal menu principale della GUI di Snap Creator, selezionare Management > Schedules e fare clic su
Create.

2. Nella finestra nuovo lavoro, immettere i dettagli del lavoro.

Il criterio di controllo dell’integrita € impostato su “none” per impostazione predefinita.

I 1&) New Job X

Job Name: SAPFBBackup

Start Date: 2016-01-22 3
Active: v

Profile: SAP_HANA D
Configuration: | SCN_HANA i
Action: integrityCheck v
Policy: none v
Frequency: ¥

¥

Esecuzione del backup basato su file dalla GUI di Snap Creator

E possibile eseguire il backup basato su file dall'interfaccia grafica utente (GUI) di Snap
Creator.

E necessario aver attivato il parametro file-based Backup nella scheda HANA file-based Backup Settings
(Impostazioni backup basato su file HANA).

1. Selezionare la configurazione HANA_database_backup.

2. Selezionare azioni > Backup basato su file.
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3. Impostare I'opzione Policy (criterio) su None (Nessuno) e fare clic su OK.
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Esecuzione del backup basato su file dalla riga di comando di Snap Creator

E possibile eseguire il backup basato su file utilizzando la riga di comando di Snap
Creator.

1. Per eseguire il backup basato su file, eseguire il seguente comando:
./snapcreator --server localhost --port 8443 --user sc --passwd sc

-—-profile hana testing --config HANA Test --action fileBasedBackup
--policy none --verbose

Esecuzione dei controlli di integrita del database dalla GUI di Snap Creator

E possibile eseguire i controlli di integrita del database dall’interfaccia grafica utente
(GUI) di Snap Creator.

E necessario aver attivato il parametro DB Integrity Check nella scheda HANA Integrity Check Settings
(Impostazioni controllo integrita HANA).

1. Selezionare la configurazione HANA_database_Integrity_check.
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2. Selezionare azioni > Integrity Check.
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3. Impostare 'opzione Policy (criterio) su None (Nessuno) e fare clic su OK.
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Esecuzione dei controlli di integrita del database dalla riga di comando di Snap
Creator

E possibile eseguire i controlli di integrita del database utilizzando la riga di comando di
Snap Creator.

1. Per eseguire i controlli di integrita del database, eseguire il seguente comando:

./snapcreator --server localhost —--port 8443 --user sc --passwd sc
-—profile hana testing --config HANA Test --action integrityCheck
--policy none --verbose

Ripristino e ripristino dei database SAP HANA

Utilizzate SAP HANA Studio e Snap Creator per ripristinare e ripristinare i database SAP
HANA.
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1. In SAP HANA Studio:

a.
b.
C.
d.
e.

f.

Selezionare Recover (Ripristina) per il sistema SAP HANA.
Il sistema SAP HANA viene arrestato.

Selezionare il tipo di ripristino.

Fornire posizioni per il backup dei log.

Viene visualizzato I'elenco dei backup dei dati

Selezionare backup per visualizzare I'ID del backup esterno.

2. Solo per un sistema storage che esegue Clustered Data ONTAP:

a.
b.

C.

Necessario solo se per il ripristino € stato utilizzato un backup diverso da quello piu recente.
Richiesto solo per “Volume SnapRestore” dallo storage primario.

Disattivare le relazioni SnapVault

3. In Snap Creator:

a.
b.

f.
g.

Selezionare “Restore” per il sistema SAP HANA.

Selezionare Restore from primary or secondary storage (Ripristina da storage primario o secondario),
a seconda della disponibilita del backup sullo storage primario.

Selezionare il controller dello storage, il nome del volume e il nome della copia Snapshot. Il nome della
copia Snapshot & correlato all'ID di backup precedente.

Per i sistemi SAP HANA a piu nodi, € necessario ripristinare piu volumi:
i. Scegliere Aggiungi altri elementi di ripristino.
i. Selezionare il controller dello storage, il nome del volume e il nome della copia Snapshot.
iii. Ripetere questa procedura per tutti i volumi richiesti.

Per i sistemi di database MDC (Multitenant Database Container) a singolo tenant, vengono ripristinati
sia i database DI SISTEMA che QUELLI TENANT.

Il processo di ripristino viene avviato

Ripristino completato per tutti i volumi.

4. Nei nodi del database, smontare e montare tutti i volumi di dati per eliminare gli "handle NFS obsoleti".
5. In SAP HANA Studio:

a.
b.
C.
d.

e.

Selezionare Refresh (Aggiorna) nell’elenco di backup.
Selezionare il backup disponibile per il ripristino (elemento verde).
Avviare il processo di ripristino.

Per i sistemi di database MDC (Multitenant Database Container) a singolo tenant, avviare il processo di
ripristino prima per il database DI SISTEMA e poi per il database TENANT.

Viene avviato il sistema SAP HANA.

6. (Facoltativo) ripristinare le relazioni SnapVault per tutti i volumi ripristinati.
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Ripristino e ripristino dei database dallo storage primario

E possibile ripristinare e ripristinare il database dallo storage primario.

CD Non & possibile ripristinare copie di backup basate su file da Snap Creator.

1. In SAP HANA Studio, selezionare Recover per il sistema SAP HANA.

Il sistema SAP HANA si spegne.

2. Selezionare il tipo di ripristino e fare clic su Avanti.
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Recovery of System ANA (on pishanar08)

Specify Recovery Type

Select a recoven type

@ Raecover the database to its most rnclﬂtitl_ttﬂ

) Recover the database to the following point in ime -

) Recover Database to a Speciic Data Hukup“

Advanced >> |

@ Mext > | Cancel

3. Fornire le posizioni di backup del registro e fare clic su Avanti.
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Recovery of System ANA (an cizshanar0s) b
Locate Log Backups

Specity location(s) of log backup fles to be used to recover the database

(D Even if no log backups were created. a location is still needed to read data that will be used for recoveny
Recovery of Log Backups

if the log backups were wiitten to the file system and subsequently moved. you need to speciy their curment

location If you do not specify an alternative location for the log backups, the systemn uses the location where
the log backups were first saved. The directory specified will be searched recursively

Locations | ]

| Remove All

Rémove

@

| < Back Next > Cancel

L'elenco dei backup disponibili viene visualizzato in base al contenuto del catalogo di backup.

4. Selezionare il backup richiesto e registrare I'ID del backup esterno.
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5. Disattivare la relazione SnapVault.

6.
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CD Questo passaggio € necessario solo con Clustered Data ONTAP.

Se € necessario ripristinare una copia Snapshot precedente alla copia Snapshot attualmente utilizzata
come copia Snapshot di base per SnapVault, & necessario prima disattivare la relazione SnapVault in
Clustered Data ONTAP. A tale scopo, eseguire i seguenti comandi sulla console del cluster di backup:

hana::> snapmirror quiesce -destination-path hana2b:backup hana data
Operation succeeded: snapmirror quiesce for destination
hana2b:backup hana data.

hana::> snapmirror delete -destination-path hana2b:backup hana data
Operation succeeded: snapmirror delete the relationship with destination

hana2b:backup hana data.

hana::> snapmirror release -destination-path hana2b:backup hana data
[Job 6551] Job succeeded: SnapMirror Release Succeeded

Nella GUI di Snap Creator, selezionare il sistema SAP HANA, quindi selezionare azioni > Ripristina.
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Viene visualizzata la schermata iniziale di Snap Creator Framework Restore Wizard (Ripristino guidato di
Snap Creator Framework).

7. Fare clic su Avanti.
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8. Selezionare primario e fare clic su Avanti.
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Pleann Sehin el Pebf [IEhary O s ifulary opson.

[Eresia ey Frucer e ® Peiray

St rrcliry

9. Selezionare Restore from primary storage (Ripristina dallo storage primario)

10. Selezionare il controller dello storage, il nome del volume e il nome Snapshot.

Il nome Snapshot & correlato all'ID di backup selezionato in SAP HANA Studio.

£ iwsgpmart = g v prabim+ | JiDaee @fumce [(Meccnse @ e M T

o = ‘ -

I Pradites ol Condiguratmmns = Configualion Canberd | HARA,_jrolie_ASA 3 KNA_td slanr_bacdun

O hadpruns B |y i
o T s _jbid, m PG ] il
o Al i Famrmwrrdd Ercrprtion
o A N _dalsbare_ties (9 Live kot ey
Loy Mt xn
Erumig Ling lrica ™ o M P Fara® -
Batined roaire ried B0 -
ey Ay -
% Srap Credtor Sragehol Copes A SrageFat Cope
AR Srageatel Cofy ra [T L ST R R
Aetow ik ‘ol b tlna b
= e Pl L

T Cnmasls

11. Fare clic su fine.
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o Mt + g Uyt ez, Wy Lo @t L N ool
O souiviey B Batesia B acteem = | Pniont | g Teew
O | [ o v | e metme .
ek edalis Tt Pt brpnon Summary
B MA s e S R | 5
taars = Bitars wohvma Rdsna o, 90004
Ryt Snasars raitra e L 2013320785
SIS st - e i e
ow Aavs RO 19 PR @ Folarr rrifaie All dats 0 et 1 Qate 02001 W b
rrvmrnd 15 iaas ol Badiaus AN heory 101 403308041
By 2l o Barun b dals D000 Soee e 310 2088 10 08 5F =l Be lead
il | bt Fom Fananh beSan iy ran peirct adadon i weyme § B eetry
Fems Frwan b 2]
12. Fare clic su Si per aggiungere altri elementi di ripristino.
F Macagemert = g Unern e foen s Can e oy Poley =+ [ Benorts = @ Heig -
l!-_ld:t.u * Configuralions =
s N b & Rt | o st | (@ Reked | B Soe
| @ T ABEA_peetie_ANA | [
{ Corvmctin | Volsses | Chagabel peSngs | ShapMeror tetings | Shan'Vil setingt | Clone teSngs | OnComeshalrsl |
 MBeh_catkeie DR m o =
o BRER_ (R St LR Pagavatd Ercrvption v
A AMA_fon_detsbade il DR Lt GRobal oty G
Log Files 0
Eresbiée Log Trace My

| Warning

6 Wioukd you ik b 300 more restore fems

on Mg configuralion? Select Moo slan
M enlire rEFiDre operabon o ¥es o add
redre FoSiorg ibems

13. Selezionare il controller dello storage, il nome del volume aggiuntivo e il nome Snapshot.

Il nome Snapshot & correlato all'lD di backup selezionato in SAP HANA Studio.
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Cortwiion | Vol | Shep # Restore x| g
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|
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] Conaole

14. Ripetere i passaggi da 10 a 13 fino all’aggiunta di tutti i volumi richiesti; nel nostro esempio, & necessario
selezionare data_00001, data_00002 e data_00003 per il processo di ripristino.

15. Una volta selezionati tutti i volumi, fare clic su OK per avviare il processo di ripristino.
& Marapeeant = B9 Usevneod Foies = 3 Dalle = "Pdni I'Hm'h:- ki Heip = ﬂ.u

Backigs *  Condigurobions ©

. Profiles and Configratiosn. | Conliguraticn Content : HANA_profile_ANA > ANA_database_hackgp

QD s Proiie & M | oy JT& =
7T AN, gt ANA Wokane flestore H
- = m Cobneisen | Volumes | SR b
- st b8 -Ummubﬂﬂhmw“mlfﬁknu himmﬂﬂhuhrd I
- A deisbase backu Paz zwond Pronymeon
# AA_nor, detstiese_ties DA L {skntead £y Al e vk il wrill ot pevirhed 1 il cony Decipe ARUA douty 21 AC0I0I04)
Ligg Files = AJ i i ol et D000 wil e persried o soeganol popy Bl AR houy 0 B0 T09
Eraten | e He A1 ok 1 e el _(OOCE] vk i prvnriodd o srepmrol gy Beectup. AN Aty X S0TA0
Parfaam sy p J whepa Tor spg rovicee,

AT el i e alstred e el e CREh N g s B de st

Il processo di ripristino viene avviato.
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A Management v g UsersandRoles ~ 7 Dsta~ @ Pokcy >  [* Reports = ) Hep - & Weicome. sc! ~ “
Configurations *
) profiles and Configurations  « || Configuration Content : HANA_profile_ANA > ANA_database_backup
Pri & Retr , &
O Add Profie Retresh | @) Actons - | & Reosd | g Save X Cose
# ] HANA_profie_ANA ANA ommand
m Connection | Volumes | Snapshot setings | SnapMirror settngs | SnapVaut setings | Clone setings | OnCommand/DFM | Archive Log Management | SAPHMANA | Agent| Event setings | C )
4 ANA_dstabase DR _— —
» ANA_database_backup Password Encrypton
o ANA
\_000_dstabase_fies DR Use G contig
Log Fles »
Enabie Log Trace No -
v
[ Console ¥
HANA_profile Al
Logs
3 Agent validation completed succesafully for agent localhost:9090 2
4 feeseeeees Plugin validation seeesesees
§ Plugin validation completed successfully for plugin hana »
6 #188802088 Running Restore Record id Finder ettessss
7 GEIINNENEE Restore ExtendedlepositoryRecord Id set: 113 sesseesens
& 8333308888 Pre Restore commands FSsssINES
9 Pre restore cosmands are not defined
10 sssssrsess Appl o Pre Restore $8R8RINES
11 Fre Restoze handling for plugin: hana
12 (localhost:9090 (4.1.1.1)] Application specific restorePfre cperation is not yet implemented for this plugin
13 Pre Restore handling for plugin: hana finished successfully
14 000NN Mpplication Pre Reatore finiahed successfully H0NNNNNN0 =

Attendere il completamento del processo di ripristino.
16. Su ciascun nodo di database, rimontare tutti i volumi di dati per eliminare gli handle NFS obsoleti.

Nell’esempio, tutti e tre i volumi devono essere rimontati in ciascun nodo del database.

mount -o remount /hana/data/ANA/mnt00001
mount -o remount /hana/data/ANA/mnt00002
mount -o remount /hana/data/ANA/mnt00003

17. Accedere a SAP HANA Studio e fare clic su Refresh per aggiornare I'elenco dei backup disponibili.
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18.

54

[ ] Recevery of System ANA {on cishanard®)
Salect Baghup
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Selected Point in Time
Database will be seoverad 1o s most recent state

Bachups
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Amarmatve Locatsn ™
@ < Bacr Cancai

Il backup ripristinato con Snap Creator viene visualizzato con un’icona verde nell’elenco dei backup.

Selezionare il backup e fare clic su Avanti.

] Recavery sf System AMA (sn cishanaid) ®
Sluet Backup
Sebrct & backup o recom the SAP MANA dalabase

Salected Fointin Time
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19. Selezionare le altre impostazioni desiderate e fare clic su Avanti.

Aecovury of Systern ANA on cmahanakl)

Oihar Sethings

Ensure that ™ snapehct is awailable in the SAF HANA system

Check: Avadabilly of Log Batkups

i can have tha Tysiem chack whither ol required lag backups aie madable ot the beginning of the recovery process Flog backups e meising
thiny will be Bsted and the recewey pracess will stop befors amy data is changed I you choses net to perform this check now, it will still be

| | perforrned but iater in the process This may resull in 8 wgreBcant loss of Urne o the complete recovery must be repasted Sus 9 mizsing log
backups

Check the availabiity of log bsckups stored in the redevant lecationis)
W Fae Symm'

[ Thied-Party Backup Tool iBlacking

mitialze Log Ases

T yeu 99 nat want 10 Iecovel o] SnTes residmg A Bhe log area, select this option ARer the feCoveny, he 16§ entnes will e deleled Bom the log
aren

] jatnicze Log Area”
Inetall New Licensa Ky

If you rcaver thi databass fom B difeient System, the old Bcense Kiy wil no longer be vald
il can

= Selact a niw licenss key to instail now

- Imstal @ new ioense Bey manually sfiel the database has Been reloveled
[ matall Hew License Hey

@ | <Back _E | concs

20. Fare clic su fine.



Becowery 87 SyFlem ANE 1on cophamard)

Raview Regovery Setlings
Firvianw tha recovary Seftings and chosse Finih' 19 st tha recorty vou £an medty the a0oveny setings by choosing Back®

System infarmatien

SystEm APLA
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erdian 10070 286119
Racevery Definthon

R owny Typa “Snapthot (Fow o= Tems R owery (Lot Mow)
Backup O 1FE0am ™0
Baciup Start Tims 20140320 02 39 4T (Facfc Standaed Temay
Log Backup Lecabon rEr AN AN D b kupdiag
rtpice Leg Area L

Chac Axadagity of Leg Backups Vs

Canfigurstisn File Handling
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Viene avviato il processo di ripristino.

Hest chanadd
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21. Al termine del ripristino, riprendere le relazioni SnapVault, se necessario.
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Began ry 1 Syviers ANA Jam comananEl) «

Raegavery Dxecutien Tummary
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Fracowzadits Tora e 20, J00a 327 S A GART.OF OO
Pefeviind 18 Lig Poilda THOO0SS

i) Lhase

Ripristino e ripristino dei database dallo storage secondario
E possibile ripristinare e ripristinare il database dallo storage secondario.

1. In SAP HANA Studio, selezionare Recover per il sistema SAP HANA.
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2. Selezionare il tipo di ripristino e fare clic su Avanti.
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Il sistema SAP HANA viene arrestato.
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Recovery of System ANA (en cishanardl)

Specity Recovery Type
Select a recovery type

@ [Recover the database to fts most recent state’”

() Recover the database to the following point in time *

' Recover Database 1o a Specific Data Blchlp“

© [_men> ][ conce

| Advanced >>

3. Fornire le posizioni di backup del registro e fare clic su Avanti.
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Recovery of System ANA (on cishanar08)

Locate Log Backups

Specity location{s) of log backup files to be used to recover the database

(D) Even ifno log backups were created. a location is still needed to read data that will be used for recovery
Recovery of Log Backups

If the log backups ware written to the file system and subsequently moved. you need to speciy their current

locatien. if you do not speciy an altmative location for the fog backups. the system uses the location whire
the log backups were first saved The directory specified will be searched recursively

Locations [

fust/sap/ANAHDBA Backupilag

Remove All

@

< Back _' Cancel

L'elenco dei backup disponibili viene visualizzato in base al contenuto del catalogo di backup.

4. Selezionare il backup richiesto e annotare I'ID del backup esterno.
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Hecevary ol System ANA (eh'cahanaiod)

Select Backup
@ To recover this snapshol. & must be available m the data arsa

Salected Poind ih Tima

Database wiil be recovred o 3 most recent state

Bachups
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Alteimatie Location ®

@} ; < [Gack . Cancel

5. Accedere alla GUI di Snap Creator.

6. Selezionare il sistema SAP HANA, quindi fare clic su azioni > Ripristina.

/' Mansgement ~ g UsersendRoles ~ | Dota ~ @@ Polcy = [=/ Reports = &) Help ~

Cﬂ'ﬂi’lﬂhﬂl % Badu.m % inhlt'ln'mr M

(| Profiles and Configurations <« | Configuration Content : HANA_profile_ANA > ANA_database_backup

& Add Profile & Retresh
4 [ HANA profie_AMNA,
# ANA_database DR
4 ANA dalsbase backup
»# ANA_non_databaze_fies DR
i’m @® Use Poky ) Use Policy Object
[a] Archive Log cies
) Qescs holicy Name Retertion
£ Unquiesce
g pourhy 12
=g Mounk
=g Umount i A
== O5svV eakly 0




9. Inserire le informazioni richieste. Il nome Snapshot & correlato all'ID di backup selezionato in SAP HANA
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Viene visualizzata la schermata di benvenuto.
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11. Fare clic su Si per aggiungere altri elementi da ripristinare.
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12. Fornire le informazioni necessarie per tutti i volumi che devono essere ripristinati.
data_00002 e data_00003 devono essere selezionati per il processo di ripristino.
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13. Una volta selezionati tutti i volumi, selezionare OK per avviare il processo di ripristino.

Attendere il completamento del processo di ripristino.
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14,

15.

16. 1l backup ripristinato con Snap Creator viene visualizzato con un’icona verde nell’elenco dei backup.

17.

Su ciascun nodo del database, rimontare tutti i volumi di dati per pulire “Stali NFS Handles”.

Nell’esempio, tutti e tre i volumi devono essere rimontati in ciascun nodo del database.

mount -o remount /hana/data/ANA/mnt00001
mount -o remount /hana/data/ANA/mnt00002
mount -o remount /hana/data/ANA/mnt00003

Accedere a SAP HANA Studio e fare clic su Refresh per aggiornare I'elenco di backup.

Recovery ol System AMA fon coshanardl ]
Saelect Backup

Swlect 3 pachup t recover this SAP HAMA databate

Selected Point in Time
Database will be recovered to #3 most recent slate
Backups

The ovaniea shows backups that weie ietonded in the backup calalog as succesthd The backup o the top i3 astimated to have the shodest redovery
time

Start Tima Lecaton Backup Prafa Ayaidabie =
P LI ET R TREr MENRITE PR SHAFESHLT uw
20140805 10004 | ManadataiAbA | swapshor |0

20040404 1N DOOE | Manargataithia SHAPSHOT | O
SRLARGMHOT

2004-04-02 11 0004 Mana/aata/ana SHAPSHOT |O I

2140401 021855 | As/sap/ANAMDBA2rackul COMPLETE DA O

-_ [

Rehesh | Shos Mot

Details of Selected Rem

Start Time 20140403 110004 Destnation Typs SHAPSHOT

Scw 476 GE Backup i PR S e S kA External Backup 10 Backup-ANA-daily 0140403200000
Backup Mami ManaldatL AHASHAR SHOT

Adtwnatve Lecabon T

':i} < Back [ Hent > ] Cancel

Selezionare il backup e fare clic su Avanti.

Selezionare le altre impostazioni desiderate e fare clic su Avanti.
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18. Fare clic su fine.
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Viene avviato il processo di ripristino.

Recovery of Sisterm ANA [on ciahnnardd) o

Recovery Progrem Information
(@ Prapare Racoviny - Stopping System

Host: cishanar1o
¥ Recovery of host Cishanan 0’ pending
Nama Serar O Process running but state unknown

Hest: cishanarll
4 Recovery of hast ‘cishanail 1’ pending
Hame Server £ Process mEnning but state unknown

Hest: cishanards
¥ Recovery of host ‘cishanar(d’ pendng

Daemon Process natiaking
Hama Server B Running
index Sare Inmaiging
Stastics Senver IntiabTing
XSEngine nitakaing
Preprocessor B Funning

19. Al termine del processo di ripristino, riprendere le relazioni SnapVault, se necessario.

-1 Recovery of Systern ANA jon cimbanandd) o
Recovary Execution Summary

| System AMA receversd,

12 volurme s were resoveied

Recoweted to Time Apt T_ 2014 100 23 5T P GMT07 00
Facomited o Log Posdson 3108000

Ripresa di una relazione SnapVault dopo un ripristino

Qualsiasi ripristino non eseguito utilizzando l'ultimo backup Snapshot eliminera la
relazione SnapVault nei sistemi di storage primario.
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Al termine del processo di ripristino, &€ necessario ripristinare la relazione SnapVault in modo da poter eseguire
nuovamente i backup con Snap Creator. In caso contrario, Snap Creator emettera un messaggio di errore,
perché non riesce piu a trovare la relazione SnapVault nei sistemi di storage primari.

Il trasferimento dei dati richiesto si basa su un trasferimento delta, se esiste ancora una copia Snapshot
comune tra il volume di origine e il volume di destinazione.

Ripresa di una relazione SnapVault con Data ONTAP in 7-Mode

Se si esegue il ripristino utilizzando un backup Snapshot diverso da quello piu recente, €
necessario ripristinare la relazione SnapVault in modo che Snap Creator possa
continuare a eseguire i backup.

1. Riprendere la relazione SnapVault con Data ONTAP in 7-Mode immettendo il seguente comando.
SnapVault start -r -S source_controller:source_volumebackup_controller:backup_volume

Eseguire questo passaggio per tutti i volumi appartenenti al database SAP HANA.

hana2b> snapvault start -r -S hanala:/vol/data 00001/mnt00001
hana2b:/vol/backup data 00001/mnt00001

The resync base snapshot will be: Backup-ANA-SV daily 20140406200000
Resync may alter the data in this gtree.

Are you sure you want to resync the gtree? y

Mon Apr 7 14:08:21 CEST [hanalb:replication.dst.resync.success:notice]:
SnapVault resync of

/vol/backup data 00001/mnt00001 to hanala:/vol/data 00001/mnt00001 was
successful.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

hana2b> snapvault start -r -S hanalb:/vol/data 00002/mnt00002
hana2b:/vol/backup data 00002/mnt00002

The resync base snapshot will be: Backup-ANA-SV daily 20140406200000
Resync may alter the data in this gtree.

Are you sure you want to resync the gtree? y

Mon Apr 7 14:09:49 CEST [hanalb:replication.dst.resync.success:notice]:
SnapVault resync of

/vol/backup data 00002/mnt00002 to hanalb:/vol/data 00002/mnt00002 was
successful.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.
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hana2b> snapvaul

t start -r -S hanala:/vol/data 00003/mnt00003

hana2b:/vol/backup data 00003/mnt00003

The resync base
Resync may alter
Are you sure you
Mon Apr 7 14:10
SnapVault resync
/vol/backup data
successful.

snapshot will be: Backup-ANA-SV daily 20140406200000

the data in this gtree.

want to resync the gtree? y

:25 CEST [hanalb:replication.dst.resync.success:notice]:
of

- 00003/mnt00003 to hanala:/vol/data 00003/mnt00003 was

Transfer started.

Monitor progress

with 'snapvault status' or the snapmirror log.

Al termine del trasferimento dei dati, € possibile pianificare nuovamente i backup utilizzando Snap Creator.

Ripresa di una relazione SnapVault con Clustered Data ONTAP

Se si esegue il ripristino utilizzando un backup Snapshot diverso da quello piu recente, &
necessario ripristinare la relazione SnapVault in modo che Snap Creator possa

continuare a eseguire i

backup.

1. Ricreare e risincronizzare la relazione SnapVault.

hana::> snapmirr
-path

hana2b:backup ha
Operation succee
hana2b:backup ha

hana::> snapmirr
—-type XDP

Warning: All dat
daily 2014043012
hanaZ2b:backup ha
Do you want to c¢
[Job 6554] Job i
"hana2b:backup h
[Job 6554] Job s

or create -source-path hanala:hana data -destination

na data -type XDP
ded: snapmirror create the relationship with destination
na data.

or resync -destination-path hanaZb:backup hana data

a newer than Snapshot copy sc-backup-

1000 on volume

na data will be deleted.

ontinue? {yln}: vy

s gqueued: initiate snapmirror resync to destination
ana data".

ucceeded: SnapMirror Resync Transfer Queued

2. Per riavviare effettivamente il trasferimento SnapVault, € necessaria una copia Snapshot manuale.
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hana::> snapshot create -vserver hanala -volume hana data -snapshot

SV_resync

hana::> snapshot modify -vserver hanala -volume hana data -snapshot
Sv_resync -snapmirror-label daily

hana::> snapmirror update -destination-path hana2b:backup hana data
Operation is queued: snapmirror update of destination
hanaZ2b:backup hana data.

3. Verificare che la relazione SnapVault venga visualizzata nell’elenco di destinazione.

hana::> snapmirror list-destinations -source-path hanala:hana data

Progress
Source Destination Transfer Last
Relationship
Path Type Path Status Progress Updated Id
hanala:hana data
XDP hana2b:backup hana data
Transferring
38.46KB 04/30 18:15:54

9137£fb83-
cba9-11e3-85d7-123478563412

Ripristino dei database dopo un guasto dello storage primario

In seguito a un errore dello storage primario o all’eliminazione di tutte le copie Snapshot
dai volumi dello storage primario, Snap Creator non sara in grado di gestire il ripristino, in
guanto non esistera piu una relazione SnapVault sui sistemi di storage primario.

Ripristino dei database dopo un errore dello storage primario con Data ONTAP in 7-Mode

E possibile ripristinare un database SAP HANA dopo un errore di un sistema storage
primario che esegue Data ONTAP in 7-Mode.
1. In questo caso, il ripristino deve essere eseguito direttamente sul sistema di storage secondario utilizzando
il seguente comando: SnapVault restore --s snapshot_name -S

backup_controller:backup_volumesource _controller:source volume

Eseguire questo passaggio per tutti i volumi appartenenti al database SAP HANA.
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hanala> snapvault restore -s Backup-ANA-SV hourly 20140410103943 -S
hana2b:/vol/backup data 00001/mnt00001 hanala:/vol/data 00001/mnt00001
Restore will overwrite existing data in /vol/data 00001/mnt00001.

Are you sure you want to continue? y

Thu Apr 10 11:55:55 CEST [hanala:vdisk.gtreePreserveComplete:info]:
Qtree preserve is complete for /vol/data 00001/mnt00001.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

hanala> snapvault restore -s Backup-ANA-SV hourly 20140410103943 -S
hana2b:/vol/backup data 00003/mnt00003 hanala:/vol/data 00003/mnt00003
Restore will overwrite existing data in /vol/data 00003/mnt00003.

Are you sure you want to continue? y

Thu Apr 10 11:58:18 CEST [hanala:vdisk.gtreePreserveComplete:info]:
Qtree preserve is complete for /vol/data 00003/mnt00003.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

hanalb> snapvault restore -s Backup-ANA-SV hourly 20140410103943 -S
hana2b:/vol/backup data 00002/mnt00002 hanalb:/vol/data 00002/mnt00002
Restore will overwrite existing data in /vol/data 00002/mnt00002.

Are you sure you want to continue? y

Thu Apr 10 12:01:29 CEST [hanalb:vdisk.gtreePreserveComplete:info]:
Qtree preserve is complete for /vol/data 00002/mnt00002.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

Al termine del processo di ripristino, si utilizza SAP HANA per eseguire il ripristino.

Ripristino dei database dopo un errore dello storage primario con Clustered Data ONTAP

E possibile ripristinare un database SAP HANA dopo un errore di un sistema storage
primario che esegue Clustered Data ONTAP.

Supponendo che il volume primario venga perso completamente, € necessario creare un nuovo volume
primario e ripristinarlo dal volume di backup.

1. Creare un volume primario con la protezione dei dati di tipo.
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hana::> volume create -vserver hanala -volume hana data -aggregate

aggr _sas 101 -size 300G -state online -type DP -policy default -autosize
-mode grow_ shrink -space-guarantee none

-snapshot-policy none -foreground true

[Job 6744] Job is queued: Create hana data.

[Job 6744] Job succeeded: Successful

2. Ripristinare tutti i dati dal volume di backup.

hana::> snapmirror restore -destination-path hanala:hana data -source
-path hana2b:backup hana data -source-snapshot sc-backup-

daily 20140505121000

[Job 6746] Job is queued: snapmirror restore from source
"hana2b:backup hana data" for the

snapshot sc-backup-daily 20140505121000.

hana::> job show -id 6746

Owning
Job ID Name Vserver Node State
6746 SnapMirror restore hana hanaOl Running

Description: snapmirror restore from source
"hana2b:backup hana data" for the snapshot sc-backup-
daily 20140505121000

Al termine del processo di ripristino, si utilizza SAP HANA per eseguire il ripristino.

Parametri del plug-in SAP HANA

La seguente tabella elenca i parametri del plug-in SAP HANA, fornisce le impostazioni dei parametri e descrive
i parametri.

Parametro Impostazione Descrizione
HANA SID Esempio: ABC SID del database HANA.
NODI_HANA Esempio: Node1, node2, node3 Elenco separato da virgole di nodi

HANA su cui & possibile eseguire
le istruzioni hdbsql.

HANA_NOME_UTENTE Esempio: BackupUser Nome utente del database HANA.
I privilegio minimo richiesto per
questo utente & IL privilegio ADMIN
DI BACKUP.
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Parametro Impostazione

HANA_PASSWORD Esempio: Hfasth87r83r

ISTANZA_HANA Esempio: 42

HANA_HDBSQL_CMD Esempio: /Usr/sa p/hdbclient/
hdbsql

HANA_OSDB_USER Esempio: Utente1

HANA_USERSTORE_KEYS Esempio: Node1:key1, node

2:key2, node3:ke y3

HANA_FILE_BACKUP_ENABLE  “Y” 0 “N”

PERCORSO_BACKUP_FILE_HAN Esempio:/hana/data/SCN/mnt0000
A 1

HANA_ FILE_BACKUP_PREFIX Esempio:
SnapCreator <HANA FILE_BACK
UP_PREFIX>__<CURRENT_TIME
STAMP>

HANA_INTEGRITY_CHECK_ENA “Y” 0 “N”
BLE

Descrizione

Password del database HANA.

Numero di istanza del nodo HANA.

Percorso del comando HANA
hdbsql. Se questo parametro non &
impostato, viene utilizzato hdbsql
nel percorso di ricerca. Il valore
predefinito & hdbsql.

L'utente del sistema operativo per
eseguire hdbsql (di solito sidadm)
deve avere il binario hdbsql nel
percorso di ricerca e il permesso
per eseguirlo.

Elenco separato da virgole delle
chiavi dell’archivio utenti HANA e
delle coppie di nodi mediante le
quali &€ possibile eseguire le
istruzioni hdbsq|.

Determina se Snap Creator deve
attivare il backup basato su file per
il plug-in SAP HANA. Questa
impostazione ¢ utile quando si
desidera eseguire 'operazione di
backup basata su file SAP HANA.

(Facoltativo) percorso alla directory
in cui & possibile memorizzare il
backup del file di database. Se
questo parametro non & impostato,
utilizzare il valore predefinito.

(Facoltativo) aggiunge un prefisso
al nome del file di backup.
Predefinito:

SnapCreator_ <CURRENT_TIME
STAMP>

Determina se Snap Creator deve
attivare Integrity Check per il plug-
in SAP HANA. Questa
impostazione & usuale quando si
desidera eseguire 'operazione
SAP HANA Integrity Check.
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Parametro

Impostazione

PERCORSO_BACKUP_FILE_TEM Esempio:/temp

P_HANA

HANA_LOG_CLEANUP_ENABLE

uYn o “Nn

Risoluzione dei problemi

Descrizione

(Facoltativo) percorso in cui &
possibile memorizzare il file di
database temporaneo per Integrity
Check. In caso di dubbi, utilizzare
impostazione predefinita.

Attiva la pulizia del log Catalog.

La sezione relativa alla risoluzione dei problemi fornisce informazioni sui codici di errore e
sui messaggi di errore e include la descrizione o la risoluzione del problema.

La seguente tabella elenca i messaggi di errore del plug-in SAP HANA.

Codice di errore

hdb-00001

hdb-00002

hdb-00003
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Messaggio di errore

Impossibile trovare un nodo HANA
accessibile per I'esecuzione dei
comandi hdbsql utilizzando i
parametri di configurazione forniti.
Verificare e aggiornare le
impostazioni HANA nella
configurazione e riprovare.

Creazione snapshot database per [
SID] non riuscita.

Eliminazione snapshot database
per [ SID] non riuscita.

Descrizione/risoluzione

Verificare che i nodi HANA siano in
esecuzione e raggiungibili e che il
numero di istanza fornito sia
corretto.

Controllare se nel database € gia
stata creata una snapshot del
database HANA. Se gia creato,
eliminare lo snapshot del database
HANA o eseguire un’operazione
senza richieste. Se non ¢ gia stato
creato, controllare i registri per
verificare la presenza di altri
messaggi di errore e dettagli.

Controllare se un’istantanea del
database HANA ¢ gia stata
eliminata. In caso affermativo,
questo errore pud essere ignorato.
In caso contrario, controllare i
parametri del plug-in SAP HANA e
assicurarsi che i nodi siano
raggiungibili e che il numero di
istanza fornito sia corretto.



Codice di errore

hdb-00004

hdb-00005

hdb-00006

hdb-00007

hdb-00008

hdb-00009

hdb-00010

Messaggio di errore

La connessione al nodo
[hana_Node] con istanza [istanza]
non e riuscita perché la
connessione & stata rifiutata.

[l database [sid] ha gia
un’istantanea.

Impossibile risolvere il nome host [
hana_Node].

Nome utente o password non
validi. Verificare le credenziali e
riprovare.

L’esecuzione del comando
[hdbsql_cmd] su [hana_Node] non
€ riuscita.

Impossibile trovare HANA [
informazioni].

Raccolta di informazioni sul
sistema operativo non riuscita.

Descrizione/risoluzione

[ nodo HANA con istanza
visualizzata nel messaggio non &
raggiungibile. Questo pud essere
solo un avvertimento, in quanto il
plug-in tentera di eseguire i
comandi hdbsql su altri nodi.
Controllare i registri per verificare
se I'operazione é stata eseguita
correttamente.

Lo snapshot del database HANA
esiste gia nel database. Eliminare
lo snapshot del database HANA o
eseguire un’'operazione senza
richieste per risolvere il problema.

Impossibile risolvere il nome host
del nodo HANA. Controllare le voci
del server DNS o degli host etc.

[l nome utente e la password forniti
per il database HANA non sono
corretti. Correggere le voci nel file
di configurazione e riprovare.

[l plug-in non é riuscito ad eseguire
il comando hdbsql su tutti i nodi
HANA forniti nella configurazione.
Verificare i nodi HANA e i parametri
dellistanza e assicurarsi che
almeno un nodo HANA sia attivo e
raggiungibile.

L'operazione SCDUMP del plug-in
SAP HANA non ¢ stata in grado di
recuperare una particolare
informazione dai database HANA.
Verificare i nodi HANA e i parametri
dell'istanza e assicurarsi che
almeno un nodo HANA sia attivo e
raggiungibile.

La raccolta di informazioni sul
sistema operativo non & riuscita
nel’ambiente Windows; il plug-in
SAP HANA non & supportato in
Windows. Utilizzare un sistema
operativo SLES.
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Codice di errore

hdb-00011

hdb-00012

hdb-00013

hdb-00014

hdb-00015

hdb-00016
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Messaggio di errore

Raccolta di informazioni sul
sistema operativo non riuscita.

Raccolta delle informazioni
SnapDrive non riuscita.

[l parametro HANA_NODES non &
impostato. Controllare le
impostazioni HANA nel file di
configurazione.

Impossibile trovare un nodo HANA
accessibile per I'esecuzione dei
comandi hdbsqlutilizzando i
parametri di configurazione forniti.
Verificare e aggiornare le
impostazioni HANA nella
configurazione e riprovare.

[l parametro HANA_INSTANCE
non & impostato. Controllare le
impostazioni HANA nel file di
configurazione.

[l parametro HANA_PASSWORD
non € impostato. Controllare le
impostazioni HANA nel file di
configurazione.

Descrizione/risoluzione

Snap Creator non € riuscito a
raccogliere informazioni sul
sistema operativo per 'operazione
SCDUMP. Controllare il file di
configurazione dell’agente e
correggere le impostazioni.

[l plug-in SAP HANA & supportato
solo in un ambiente NFS. La
configurazione per il database
HANA ha abilitato SnapDrive;
impostare SNAPDRIVE=Nnel file di
configurazione.

[l parametro HANA Nodes
(HANA_NODES) & necessario per
il plug-in SAP HANA. Impostare |l
parametro e riprovare.

Verificare che i nodi HANA siano in
esecuzione e raggiungibili e che il
numero di istanza fornito sia
corretto.

[l parametro HANA instance
(HANA_INSTANCE) & necessario
per il plug-in SAP HANA. Impostare
il parametro e riprovare.

[l parametro HANA password
(HANA_PASSWORD) &
obbligatorio per il plug-in SAP
HANA. Impostare il parametro e
riprovare.



Codice di errore

hdb-00017

Dove andare

Messaggio di errore

Percorso di hdbsql, valore del
parametro HANA _HDBSQL_CMD
non valido.

Descrizione/risoluzione

Si e verificata una delle seguenti
condizioni:

* |l percorso hdbsqgl non & stato
specificato

* |l percorso hdbsqgl fornito non &
corretto.

Assicurarsi che il client HANA
hdbsql sia installato sull’host di
gestione in cui € installato Snap
Creator Agent e fornire il percorso
corretto del binario hdbsqgl nei
parametri HANA; quindi riprovare.

Ulteriori informazioni su Snap Creator, incluse informazioni specifiche sulla release, sono

disponibili sul NetApp Support Site.

* "Guida all'installazione di Snap Creator Framework 4.3.3"

Descrive come installare Snap Creator Server e Agent. L'installazione dell’agente include il plug-in SAP

Hana.

* "Guida all’amministrazione di Snap Creator Framework 4.3.3"

Descrive come amministrare Snap Creator Framework al termine dell'installazione.

* "Note sulla versione di Snap Creator Framework 4.3.3"

Descrive nuove funzionalita, importanti precauzioni, problemi noti e limitazioni per il prodotto Snap Creator

Framework 4.1.1.

» "Discussioni su SNAP Creator Framework"

Connettiti con i colleghi, fai domande, scambia idee, trova risorse e condividi le Best practice di Snap

Creator.

* "Video NetApp: SnapCreatorTV"

Guarda i video che illustrano le principali tecnologie Snap Creator.
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https://docs.netapp.com/us-en/snap-creator-framework/installation/index.html
https://docs.netapp.com/us-en/snap-creator-framework/administration/index.html
https://docs.netapp.com/us-en/snap-creator-framework/releasenotes.html
http://community.netapp.com/t5/Snap-Creator-Framework-Discussions/bd-p/snap-creator-framework-discussions
http://www.youtube.com/SnapCreatorTV
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