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Layout generali del database e configurazioni di
storage consigliati

Conoscere i layout generali dei database e le configurazioni di storage consigliati puo
aiutare a evitare problemi relativi a gruppi di dischi, tipi di file e spazi delle tabelle.

* Non includere nel database file di piu tipi DI file system SAN o di gestore di volumi.
Tutti i file che costituiscono un database devono risiedere nello stesso tipo di file system.

« SnapManager richiede un multiplo di blocchi di dimensioni 4K.
* Includere l'identificatore del sistema di database nel file oratab.

Includere una voce nel file oratab per ciascun database da gestire. SnapManager si affida al file oratab per
determinare quale sede Oracle utilizzare.

» Se si desidera registrare i backup di SnapManager con Oracle Recovery Manager (RMAN), & necessario
creare profili abilitati per RMAN.

Se si desidera sfruttare il nuovo ripristino basato su volume o il ripristino completo del gruppo di dischi,
prendere in considerazione le seguenti linee guida relative ai file system e ai gruppi di dischi:
 Piu database non possono condividere lo stesso gruppo di dischi ASM (Automatic Storage Management).
» Un gruppo di dischi contenente file di dati non pud contenere altri tipi di file.
* Il numero di unita logica (LUN) per il gruppo di dischi del file di dati deve essere I'unico oggetto nel volume
di storage.

Di seguito sono riportate alcune linee guida per la separazione dei volumi:

« | file di dati di un solo database devono essere presenti nel volume.

+ E necessario utilizzare volumi separati per ciascuna delle seguenti classificazioni di file: File binari di
database, file di dati, file di log di ripristino online, file di log di ripristino archiviati e file di controllo.

* Non € necessario creare un volume separato per i file di database temporanei perché SnapManager non
esegue il backup dei file di database temporanei.

Definizione della home database con il file oratab

SnapManager utilizza il file oratab durante le operazioni per determinare la home
directory del database Oracle. Affinché SnapManager funzioni correttamente, é
necessario che nel file oratab sia presente una voce per il database Oracle. Il file oratab
viene creato durante l'installazione del software Oracle.

Il file oratab si trova in posizioni diverse in base al sistema operativo host, come mostrato nella tabella
seguente:

Sistema operativo host Percorso del file

Linux /etc/oratab



Sistema operativo host Percorso del file

Solaris /var/opt/oracle/oratab

IBM AIX /etc/oratab

Il file oratab di esempio contiene le seguenti informazioni:

+ASM1:/u0l/app/11.2.0/grid:N # line added by Agent
oelpro:/ull/app/11.2.0/oracle:N # line added by Agent

# SnapManager generated entry (DO NOT REMOVE THIS LINE)
smoclone:/ul0l/app/11.2.0/oracle:N

Una volta installato Oracle, assicurarsi che il file oratab si trovi nella posizione specificata nella
tabella precedente. Se il file oratab non si trova nella posizione corretta per il sistema operativo
in uso, contattare il supporto tecnico per assistenza.

Requisiti per I'utilizzo di database RAC con SnapManager

E necessario conoscere i consigli per I'utilizzo di database RAC (Real Application
Clusters) con SnapManager. | consigli includono numeri di porta, password e modalita di
autenticazione.

* In modalita di autenticazione del database, il listener su ciascun nodo che interagisce con un’istanza del
database RAC deve essere configurato in modo da utilizzare lo stesso numero di porta.

Il listener che interagisce con l'istanza primaria del database deve essere avviato prima di iniziare un
backup.

* In modalita di autenticazione del sistema operativo o in un ambiente di gestione automatica dello storage
(ASM), il server SnapManager deve essere installato e in esecuzione su ciascun nodo dell’ambiente RAC.

* La password dell’'utente del database (ad esempio, per un amministratore di sistema o un utente con il
privilegio sysdba) deve essere la stessa per tutte le istanze di database Oracle in un ambiente RAC.

Requisiti per I'utilizzo di database ASM con SnapManager

E necessario conoscere i requisiti per 'utilizzo dei database di gestione automatica dello
storage (ASM) con SnapManager. La conoscenza di questi requisiti pud aiutare a evitare
problemi con le specifiche ASMLIb, le partizioni e i cloni, tra le altre cose.

« SnapManager (3.0.3 o versioni successive) utilizza il nuovo privilegio sysasm disponibile con Oracle 11gR2
invece del privilegio sysdba per amministrare un’istanza di Oracle ASM.

Se si utilizza il privilegio sysdba per eseguire comandi amministrativi sull'istanza di ASM, viene visualizzato
un messaggio di errore. |l database utilizza il privilegio sysdba per accedere ai gruppi di dischi. Se ci si
connette all'istanza ASM utilizzando il privilegio sysasm, si dispone dell’accesso completo a tutti i gruppi di
dischi e alle funzioni di gestione di Oracle ASM disponibili.



@ Se si utilizza Oracle 10gR2 e 11gR1, & necessario continuare a utilizzare il privilegio sysdba.

« SnapManager (3.0.3 o versioni successive) supporta il backup di database memorizzati direttamente su
gruppi di dischi ASM quando il gruppo di dischi contiene anche un volume ACFS (Automatic Cluster file
System).

Questi file sono indirettamente protetti da SnapManager e potrebbero essere ripristinati con il contenuto
rimanente di un gruppo di dischi ASM, ma SnapManager (3.0.3 o versione successiva) non supporta
ACFS.

ACFS é una tecnologia di gestione dello storage per file system scalabile e multipiattaforma
disponibile con Oracle 11gR2. ACFS estende la funzionalita ASM per supportare i file dei
clienti gestiti al di fuori del database Oracle.

* SnapManager (3.0.3 o versione successiva) supporta il backup dei file memorizzati nei gruppi di dischi
ASM quando il gruppo di dischi contiene anche file OCR (Registro cluster Oracle) o file di dischi di voto;
tuttavia, le operazioni di ripristino richiedono un metodo piu lento, basato su host o PFSR (Partial-file Snap
Restore).

Si consiglia di disporre di dischi OCR e di voto su gruppi di dischi che non contengono file di database.

» Ogni disco utilizzato per ASM deve contenere una sola partizione.

 La partizione che ospita i dati ASM deve essere allineata correttamente per evitare gravi problemi di
performance.

Cio implica che il LUN deve essere del tipo corretto e che la partizione deve avere un offset che € un
multiplo di 4K byte.

@ Per ulteriori informazioni su come creare partizioni allineate a 4K, vedere I'articolo della
Knowledge base 1010717.

 La configurazione ASM non ¢ specificata come parte della specifica del clone.
Prima di aggiornare I'host a SnapManager (2.2 o versione successiva), € necessario rimuovere
manualmente le informazioni di configurazione ASM nelle specifiche dei cloni create con SnapManager
21.

« SnapManager 3.1, 3.1p1 e 3.2 o versioni successive supportano ASMLib 2.1.4.
» SnapManager 3.1p4 o versioni successive supportano ASMLib 2.1.4,2.1.7 e 2.1.8.

Periferiche di partizione supportate
E necessario conoscere i diversi dispositivi di partizione supportati in SnapManager.

La seguente tabella fornisce informazioni sulle partizioni e su come attivarle per i diversi sistemi operativi:



Sistema operativo Partizione singola Partizione multipla Dispositivi senza  File system o
partizione dispositivi RAW

Red Hat Enterprise  Si No No ext3*
Linux 5x o.

Oracle Enterprise
Linux 5 volte

Red Hat Enterprise  Si No No ext3 o ext4*
Linux 6 x

Oracle Enterprise
Linux 6 volte

SUSE Linux Si No No ext3*
Enterprise Server 11

SUSE Linux No No Si ext3
Enterprise Server 10

Red Hat Enterprise  Si No Si ASM con ASMIib**
Linux 5x o versione
successiva

Oracle Enterprise
Linux 5x o versioni
successive

SUSE Linux Si No Si ASM con ASMlib**
Enterprise Server 10
SP40R

SUSE Linux
Enterprise Server 11

SUSE Linux Si No No ASM senza
Enterprise Server 10 ASMIib**
SP4 o versione

successiva

SUSE Linux
Enterprise Server 11

Per ulteriori informazioni sulle versioni dei sistemi operativi supportate, fare riferimento alla matrice di
interoperabilita.

Supporto per ASMLIib

SnapManager supporta diverse versioni di ASMLib, sebbene vi siano diversi fattori da



considerare quando si utilizza ShapManager con ASMLIb.

SnapManager supporta ASMLib 2.1.4, 2.1.7 e 2.1.8. Tutte le operazioni SnapManager possono essere
eseguite con ASMLib 2.1.4,2.1.7e 2.1.8.

Se & stato eseguito I'aggiornamento da ASMLib 2.1.4 ad ASM 2.1.7, € possibile utilizzare gli stessi profili e
backup creati con ASMLib 2.1.4 per ripristinare i backup e creare i cloni.

Quando si utilizza SnapManager con ASMLib, & necessario considerare quanto segue:
» SnapManager 3.1 non supporta ASMLib 2.1.7.
SnapManager 3.1p4 o versioni successive supportano ASMLib 2.1.4,2.1.7 e 2.1.8.
» Dopo aver eseguito un aggiornamento rolling da SnapManager 3.1 a 3.2, i backup creati utilizzando

ASMLIib 2.1.7 funzionano solo se il repository viene rollback a SnapManager 3.1 e ASMLIib 2.1.7 viene
roligrade a ASMLib 2.1.4.

» Dopo aver eseguito un aggiornamento a rotazione da SnapManager 3.1 a 3.2, i backup creati utilizzando
ASMLib 2.1.7 non funzionano se il repository viene rollback a SnapManager 3.1 con ASMLib 2.1.7.

Il rollback ha esito positivo, ma i profili e i backup non possono essere utilizzati.

Supporto per database ASM senza ASMLib

Per impostazione predefinita, SnapManager supporta ASM senza ASMLIb. |l requisito di
base € che i dispositivi utilizzati per i gruppi di dischi ASM devono essere partizionati.

Quando ASMLIib non ¢ installato, le autorizzazioni dei dispositivi relative ai gruppi di dischi ASM vengono
modificate in root:disk quando si eseguono le seguenti operazioni:

* Riavviare I'host

* Ripristinare un database dallo storage primario utilizzando VBSR (Volume-Based SnapRestore)

* Ripristinare un database dallo storage secondario
E possibile impostare le autorizzazioni appropriate per il dispositivo assegnando true alla variabile di
configurazione oracleasm.support.without.asmlib in smo.conf | dispositivi relativi ai gruppi di dischi ASM

vengono aggiunti o rimossi dal file initasmdisks ogni volta che vengono aggiunti o rimossi nuovi dispositivi
dall’host. Il file initasmdisks si trova in /etc/initasmdisks.

Ad esempio, se si imposta oracleasm.support.without.asmlib=true e si esegue un montaggio di backup, i nuovi

dispositivi vengono aggiunti agli initasmdisks. Quando I'host viene riavviato, le autorizzazioni e la proprieta del
dispositivo vengono mantenute dagli script di avvio.

@ Il valore predefinito per oracleasm.support.without.asmlib € false.

Informazioni correlate

Periferiche di partizione supportate



Script supportati

Gli script asmmain.sh e asmquerydisk.sh consentono di modificare I'utente, il gruppo e
'utente della griglia, tutti utilizzati per eseguire query sui dischi ASM. Gli script devono
essere sempre eseqguiti dalla directory principale.

asmmain.sh ¢ il file di script principale chiamato da qualsiasi operazione che aggiunga o elimini dispositivi. Lo
script asmmain.sh chiama un altro script internamente, che deve essere eseguito dalla directory principale che
dispone di credenziali oracle Grid. Questo script interroga i dispositivi del gruppo di dischi ASM, quindi
aggiunge tali voci nel file initasmdisk con I'autorizzazione e la proprieta dei dispositivi. E possibile modificare i
permessi e la proprieta di questo file in base al proprio ambiente e al modello regex utilizzato per la
corrispondenza solo con /dev/mapper/*p1.

Lo script asmquerydisk.sh viene utilizzato per eseguire query nell’elenco dei dischi, utilizzato per creare il
gruppo di dischi ASM. E necessario assegnare valori a ORACLE_BASE, ORACLE_HOME e ORACLE_SID, a
seconda della configurazione.

Gli script si trovano in /opt/NetApp/smo/plugins/emplies/noasmlib. Tuttavia, questi script devono essere
spostati in /opt/NetApp/smo/plugins/noasmlib prima di avviare il server SnapManager per Oracle sull’host.

Limitazioni dell’utilizzo di script per supportare un database ASM senza ASMLib

E necessario conoscere alcune limitazioni all’utilizzo di script per supportare un database
ASM senza ASMLib.

« Gli script forniscono una soluzione alternativa per qualsiasi versione del kernel, ma solo se ASMLib non &
installato.

* Le autorizzazioni per gli script devono essere impostate in modo che sia possibile accedervi da utenti root,
grid, oracle o equivalenti.

* Gli script non supportano il ripristino da una posizione secondaria.

Implementazione ed esecuzione degli script

E possibile implementare ed eseguire gli script asmmain.sh e asmquerydisk.sh per
supportare i database ASM senza ASMLIib.

Questi script non seguono la sintassi pre-scripts o post-scripts e il workflow viene chiamato quando
intitasmdisks & attivato. E possibile modificare qualsiasi elemento correlato alle impostazioni di configurazione
negli script. Si consiglia di verificare se tutti gli script funzionano come previsto eseguendo una rapida
esecuzione a secco.

Questi script non danneggiano il sistema in caso di guasti né influiscono sul sistema. Questi

@ script vengono eseguiti per aggiornare i dischi relativiad ASM in modo che dispongano delle
autorizzazioni e della proprieta appropriate, in modo che i dischi siano sempre sotto il controllo
dell'istanza di ASM.

1. Creare i gruppi di dischi ASM con i dischi partizionati.
2. Creare il database Oracle sui GRUPPI DI DISCHI.

3. Arrestare il server SnapManager per Oracle.



(D In un ambiente RAC, & necessario eseguire questo passaggio su tutti i nodi RAC.

4. Modificare il file smo.conf in modo da includere i seguenti parametri:

oracleasm.support.without.asmlib = true

a.
b. oracleasm.support.without.asmlib.ownership = true

3

oracleasm.support.without.asmlib.username = nome utente del’ambiente dell'istanza ASM
d. oracleasm.support.without.asmlib.groupname = nome del gruppo dell’ambiente di istanze ASM

Queste modifiche impostano i permessi solo per il percorso assoluto, il che significa che invece di
partizione device, i permessi saranno impostati solo per il device dm-*.

5. Modificare gli script dei plug-in disponibili in /opt/NetApp/smo/plugins/emplies/noasmlib per includere le
impostazioni di configurazione negli script.

6. Copiare gli script in /opt/NetApp/smo/plugins/noasmlib prima di avviare il server SnapManager per Oracle
sull’host.

7. Accedere alla directory /opt/NetApp/smo ed eseguire un’esecuzione a secco eseguendo il seguente script:
sh plugins/noasmlib/asmmain.sh

Viene creato il file etc/initasmdisks, che ¢ il file principale utilizzato.

E possibile confermare che il file etc/initasmdisks contenga tutti i dispositivi relativi al database ASM
configurato, ad esempio:

chown -R grid:oinstall /dev/mapper/360a98000316b61396c3£394645776863pl
chmod 777 /dev/mapper/360a98000316b61396c3£394645776863pl
chown -R grid:oinstall
/dev/mapper/360a980003754322f7a2b433469714239p1
chmod 777 /dev/mapper/360a980003754322f7a2b433469714239p1
chown -R grid:oinstall
/dev/mapper/360a980003754322f7a2b433469714241p1
chmod 777 /dev/mapper/360a980003754322f7a2b433469714241pl
chown -R grid:oinstall
/dev/mapper/360a980003754322f7a2b433469714243p1
chmod 777 /dev/mapper/360a980003754322f7a2b433469714243p1

8. Avviare il server SnapManager per Oracle.

9. Configurare SnapDrive per UNIX aggiungendo quanto segue al file snapdrive.conf.disconnect-lun-before-
vbsr=on

10. Riavviare il server SnapDrive per UNIX.

(D In un ambiente RAC, & necessario eseguire i passaggi da 3 a 10 per tutti i nodi RAC.

Il file /etc/initasmdisks creato deve essere eseguito da uno degli script di avvio o da uno script appena definito
in rc3.d. Il file /etc/initasmdisks deve essere sempre eseguito prima dell’avvio del servizio oracleha.

Esempio



# 1s -1ltr *ohasd*

lrwxrwxrwx 1 root root 17 Aug 7 02:34 S96ohasd ->
/etc/init.d/ohasd

lrwxrwxrwx 1 root root 17 Aug 7 02:34 Kl5ohasd ->
/etc/init.d/ohasd

Nell’esempio seguente, sh -x/etc/initasmdisks non sara disponibile per impostazione predefinita ed
necessario aggiungerlo come prima riga della funzione start stack () in uno script ohasd:

start stack()
{

sh -x /etc/initasmdisks
# see init.ohasd.sbs for a full rationale case S$PLATFORM in Linux

}

Supporto per database Oracle RAC ASM senza ASMLib

Se si utilizzano database Oracle RAC, i nodi RAC devono essere aggiornati con il file
initasmdisks ogni volta che viene eseguita un’operazione nel nodo RAC master.

Se non e richiesta alcuna autenticazione per accedere ai nodi RAC dal nodo master, asmmain.sh esegue una
copia sicura (SCP) dei dischi di initasmsu tutti i nodi RAC. Il file initasmdisks del nodo master viene chiamato
ogni volta che viene eseguito il ripristino e lo script asmmain.sh puod essere aggiornato per richiamare lo stesso
script in tutti i nodi RAC.

Il file /etc/initasmdisks creato che deve essere eseguito da uno degli script di avvio o da uno script appena
definito in rc3.d. Il file /etc/initasmdisks deve essere sempre eseguito prima dell’avvio del servizio oracleha.

Supporto per database Oracle 10g ASM senza ASMLib

Ry

Se si utilizza Oracle 10g, il comando asmcmd non € disponibile per I'elenco dei dischi. E

possibile utilizzare la query sql per ottenere I'elenco dei dischi.

Lo script disk_list.sql € incluso negli script esistenti forniti nella directory degli esempi per supportare le query

sgl. Quando si esegue lo script theasmquerydisk.sh, lo script disk_list.sql deve essere eseguito manualmente.

Le righe di script di esempio vengono aggiunte con i commenti nel file asmquerydisk.sh. Questo file pud
essere posizionato nella posizione /home/grid o in un’altra posizione a scelta.

Script di esempio per supportare database ASM senza ASMLib

Gli script di esempio sono disponibili nella directory plugins/emesemes/noasmlib della
directory di installazione di SnapManager per Oracle.

asmmain.sh

#!/bin/bash



griduser=grid
gridgroup=oinstall

# Run the script which takes the disklist from the asmcmd

# use appropriate user , here grid user is being used to run
# asmcmd command.

su -c¢ "plugins/noasmlib/asmdiskquery.sh" -s /bin/sh grid

cat /home/grid/disklist

# Construct the final file as .bak file with propre inputs

awk -v guser=$griduser -v ggroup=Sgridgroup '/"\/dev\/mapper/ { print
"chown -R "guser":"ggroup" "S$1; print "chmod 777 " $1; 1}
/home/grid/disklist > /etc/initasmdisks.bak

# move the bak file to the actual file.
mv /etc/initasmdisks.bak /etc/initasmdisks

# Set full full permission for this file to be called while rebooting and
restore
chmod 777 /etc/initasmdisks

# If the /etc/initasmdisks needs to be updated in all the RAC nodes

# or /etc/initasmdisks script has to be executed in the RAC nodes, then
the following

# section needs to be uncommented and used.

#

# Note: To do scp or running scripts in remote RAC node via ssh, it needs
password less login

for root user with ssh keys shared between the two nodes.

The following 2 lines are used for updating the file in the RAC nodes:
scp /etc/initasmdisks root@racnodel:/etc/initasmdisks
scp /etc/initasmdisks root@racnode2:/etc/initasmdisks

#
#
#
#
#
#
# In order to execute the /etc/initasmdisks in other RAC nodes

# The following must be added to the master RAC node /etc/initasmdisks
file

# from the asmmain.sh script itself. The above scp transfer will make sure
# the permissions and mode for the disk list contents are transferred to
the other RAC nodes

# so now appending any command in the /etc/initasmsdisks will be retained
only in the master RAC node.

# The following lines will add entries to the /etc/initasmsdisks file in
master RAC node only. When this script is executed

# master RAC node, /etc/initasmdisks in all the RAC nodes will be
executed.



# echo 'ssh racnodel /etc/initasmdisks' >> /etc/initasmdisks
# echo 'ssh racnode2 /etc/initasmdisks' >> /etc/initasmdisks

asmquerydisk.sh

#!/bin/bash

export ORACLE BASE=/u0l/app/oracle

export ORACLE HOME=/u0l/app/grid/product/11.2.0.3/grid
export ORACLE SID=+ASM

export PATH=$ORACLE_HOME /bin:S$SPATH

# Get the Disk List and save this in a file called dglist.
asmcmd lsdsk > /home/grid/disklist

# In oracle 10g the above used command 'asmcmd' is not available so use
SQL

# query can be used to take the disk list. Need to uncomment the following
# line and comment the above incase oracle 10g is being in use.

# The disk list.sgl script is availbe in this noasmlib examples folder
itself

# which can be modified as per customer needs.

# sglplus "/as sysdba" @/home/grid/disk list.sqgl > /home/grid/disklist

disk_list.sql

# su - oracle

-bash-4.15 cat disk list.sqgl
select path from vSasm disk;
exit

-bash-4.1$

Requisiti per I'utilizzo di database con NFS e SnapManager

E necessario conoscere i requisiti per I'utilizzo dei database con NFS (Network file
System) e SnapManager. | consigli includono I'esecuzione come root, il caching degli
attributi e i collegamenti simbolici.
« E necessario eseguire SnapManager come root; SnapManager deve essere in grado di accedere ai file
system che contengono file di dati, file di controllo, log di ripristino online, log di archiviazione e la home
page del database.

Impostare una delle seguenti opzioni di esportazione NFS per garantire che root possa accedere ai file
system:

10



o root=nome host

o rw=nome host, anon=0

« E necessario disattivare il caching degli attributi per tutti i volumi che contengono file di dati del database,
file di controllo, log di ripristino e archiviazione e home page del database.

Esportare i volumi utilizzando le opzioni noac (per Solaris e AIX) o actimeo=0 (per Linux).

« E necessario collegare i file di dati del database dallo storage locale a NFS per supportare i collegamenti
simbolici solo a livello di mount point.

Layout di volumi di database di esempio

Per informazioni sulla configurazione del database, fare riferimento ai layout dei volumi
del database di esempio.

Database a istanza singola

Tipi di file

Binari Oracle

File di dati

File di dati temporanei

File di controllo

Registri di ripristino

Registri di archiviazione

Nomi dei volumi

orabin_host name

oradata_sid

oatemp_sid

Oacntrl01_sid (multiplex)

Oacntrl02_sid (multiplex)

Oralog01_sid (multiplex)

Oralog02_sid (multiplex)

oraarch_sid

Real Application Clusters (RAC)

Tipi di file

Binari Oracle

File di dati

File di dati temporanei

Nomi dei volumi

orabin_host name

oradata_dbname

ortamp_dbname

Volume dedicato per i
tipi di file

Si

Si

Si

Si

Si

Si

Volume dedicato per i
tipi di file

Si

Si

Si

Copie Snapshot
automatiche

Acceso

Spento

Spento

Spento

Spento

Spento

Copie Snapshot
automatiche

Acceso

Spento

Spento
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Tipi di file

File di controllo

Registri di ripristino

Registri di archiviazione

File del cluster

Nomi dei volumi

Oracntrl01_dbname
(multiplex)

Oracntrl02_dbname
(multiplex)

Oralog01_dbname
(multiplato)

Oralog02_dbname
(multiplex)

oraarch_dbname

oracrs_clustername

Volume dedicato per i
tipi di file

Si

Si

Si

Si

Copie Snapshot
automatiche

Spento

Spento

Spento

Acceso

Singola istanza di un database ASM (Automatic Storage Management)

Tipi di file

Binari Oracle

File di dati

File di dati
temporanei

File di controllo

Registri di ripristino

Registri di
archiviazione
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Nomi dei volumi

orabin_host name

oradata_sid

oatemp_sid

Oacntrl01_sid
(multiplex)

Oacntrl02_sid
(multiplex)

Oralog01_dbname
(multiplato)

Oralog02_dbname
(multiplex)

oraarch_sid

Nomi LUN

orabin_host
namelun

oradata_sidlun

Oratemp_sidlun

Oracntrl01_sidlun
(multiplex)

Oracntrl02_sidlun
(multiplex)

Oralog01_dbnamelu
n (multiplex)

Oralog02_dbnamelu
n (multiplex)

Oraarch_sidlun

Volume dedicato

per i tipi di file
Si

Si

Si

Si

Si

Copie Snapshot
automatiche

Acceso

Spento

Spento

Spento

Spento

Spento



Database RAC ASM

Tipi di file

Binari Oracle

File di dati

File di dati
temporanei

File di controllo

Registri di ripristino

Registri di
archiviazione

File del cluster

Nomi dei volumi

orabin_host name

oradata_sid

oatemp_sid

Oacntrl01_sid
(multiplex)

Oacntrl02_sid
(multiplex)

Oralog01_dbname
(multiplato)

Oralog02_dbname
(multiplex)

oraarch_sid

oracrs_clustername

Nomi LUN

orabin_host
namelun

oradata_sidlun

Oratemp_sidlun

Oracntrl01_sidlun
(multiplex)

Oracntrl02_sidlun
(multiplex)

Oralog01_dbnamelu

n (multiplex)

Oralog02_dbnamelu

n (multiplex)

Oraarch_sidlun

oracrs_clusternamel

un

Volume dedicato
per i tipi di file
Si

Si

Si

Si

Si

Si

Copie Snapshot
automatiche

Acceso

Spento

Spento

Spento

Spento

Spento

Acceso
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