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Procedure del nodo di rete

Potrebbe essere necessario eseguire procedure su un nodo di griglia specifico. Sebbene
sia possibile eseguire alcune di queste procedure da Grid Manager, la maggior parte
delle procedure richiede I'accesso a Server Manager dalla riga di comando del nodo.

Server Manager viene eseguito su ogni nodo grid per supervisionare I'avvio e I'arresto dei servizi e per
garantire che i servizi si uniscano e abbandonino correttamente il sistema StorageGRID. Server Manager
monitora inoltre i servizi su ogni nodo grid e tenta automaticamente di riavviare tutti i servizi che segnalano gli
errori.

@ L'accesso a Server Manager deve essere effettuato solo se il supporto tecnico lo ha richiesto.
@ Al termine dell’operazione con Server Manager, chiudere la sessione corrente della shell dei
comandi e disconnettersi. Inserire: exit

Scelte
* "Visualizzazione dello stato e della versione di Server Manager"

* "Visualizzazione dello stato corrente di tutti i servizi"

* "Avvio di Server Manager e di tutti i servizi"

* "Riavvio di Server Manager e di tutti i servizi"

* "Interruzione di Server Manager e di tutti i servizi"

* "Visualizzazione dello stato corrente di un servizio"

* "Interruzione di un servizio"

« "Attivazione della modalita di manutenzione dell’appliance"
* "Forzare I'interruzione di un servizio"

* "Avvio o riavvio di un servizio"

» "Rimozione dei rimaps delle porte"

» "Rimozione dei rimaps delle porte sugli host bare metal"
+ "Riavvio di un nodo Grid"

* "Chiusura di un nodo di rete"

» "Spegnere un host"

« "Spegnere e accendere tutti i nodi della griglia"

+ "Utilizzo di un file DoNotStart"

+ "Risoluzione dei problemi di Server Manager"

Visualizzazione dello stato e della versione di Server
Manager

Per ciascun nodo Grid, & possibile visualizzare lo stato e la versione correnti di Server
Manager in esecuzione su tale nodo Grid. E inoltre possibile ottenere lo stato corrente di
tutti i servizi in esecuzione su quel nodo della griglia.



Di cosa hai bisogno

E necessario disporre di Passwords . txt file.

Fasi
1. Accedere al nodo Grid:

a. Immettere il seguente comando: ssh admin@grid node IP
b. Immettere la password elencata in Passwords. txt file.
C. Immettere il seguente comando per passare a root: su -
d. Immettere la password elencata in Passwords. txt file.

Una volta effettuato 'accesso come root, il prompt cambia da $ a. #.

2. Visualizzare lo stato corrente di Server Manager in esecuzione sul nodo grid: service servermanager
status

Viene riportato lo stato corrente di Server Manager in esecuzione sul nodo grid (in esecuzione o meno). Se
lo stato di Server Manager € running, l'ora in cui € stato eseguito dall’ultimo avvio. Ad esempio:

servermanager running for 1d, 13h, Om, 30s

Questo stato equivale allo stato visualizzato nell'intestazione del display della console locale.

3. Visualizzare la versione corrente di Server Manager in esecuzione su un nodo Grid: service
servermanager version

Viene visualizzata la versione corrente. Ad esempio:

11.1.0-20180425.1905.39c9493

4. Disconnettersi dalla shell dei comandi: exit

Visualizzazione dello stato corrente di tutti i servizi

E possibile visualizzare lo stato corrente di tutti i servizi in esecuzione su un nodo Grid in
gualsiasi momento.

Di cosa hai bisogno

E necessario disporre di Passwords. txt file.

Fasi

1. Accedere al nodo Grid:

a. Immettere il seguente comando: ssh admin@grid node IP

b. Immettere la password elencata in Passwords. txt file.



C. Immettere il seguente comando per passare a root: su -
d. Immettere la password elencata in Passwords . txt file.

Una volta effettuato 'accesso come root, il prompt cambia da $ a. #.
2. Visualizzare lo stato di tutti i servizi in esecuzione sul nodo grid: storagegrid-status

Ad esempio, I'output per il nodo di amministrazione primario mostra lo stato corrente dei servizi AMS, CMN
e NMS in esecuzione. Questo output viene aggiornato immediatamente se lo stato di un servizio cambia.

150 - ADM1

Operating Sy 4.9.0 Verified
Operating Sys Debian 9.4 Verified
StorageGRID Webscale Release 11.1.8 fied
Networking fied
Storage Subsyst Verified
Database Engine +default Running
Network Monitoring : Running
Time Synchronization .8plB+dfsg Running
ams 1.0 Running
cmn 1.8 Running
.0 Runni

dynip g
nginx .18.3 Running
g Running

prometheus 1.5.2+ds
' 11.1.8 1ing
11.1.0 wnning
11.1.0 Running
attrDownSampl Running
attrDownSamp2 . Running
node exporter 3.13.0+ds Running

3. Tornare alla riga di comando, premere Ctrl+C.

4. Se si desidera, visualizzare un report statico per tutti i servizi in esecuzione sul nodo Grid:
/usr/local/servermanager/reader.rb

Questo report include le stesse informazioni del report continuamente aggiornato, ma non viene aggiornato
se lo stato di un servizio cambia.

5. Disconnettersi dalla shell dei comandi: exit

Avvio di Server Manager e di tutti i servizi

Potrebbe essere necessario avviare Server Manager, che avvia anche tutti i servizi sul
nodo Grid.

Di cosa hai bisogno

E necessario disporre di Passwords. txt file.

A proposito di questa attivita



L'avvio di Server Manager su un nodo grid in cui € gia in esecuzione comporta il riavvio di Server Manager e di
tutti i servizi sul nodo grid.

Fasi
1. Accedere al nodo Grid:

]

- Immettere il seguente comando: ssh admin@grid node IP

(o

. Immettere la password elencata in Passwords. txt file.

(9]

. Immettere il seguente comando per passare a root: su -

o

. Immettere la password elencata in Passwords. txt file.

Una volta effettuato 'accesso come root, il prompt cambia da $ a. #.

2. Avviare Server Manager: service servermanager start

3. Disconnettersi dalla shell dei comandi: exit

Riavvio di Server Manager e di tutti i servizi

Potrebbe essere necessario riavviare il server manager e tutti i servizi in esecuzione su
un nodo grid.

Di cosa hai bisogno

E necessario disporre di Passwords. txt file.

Fasi
1. Accedere al nodo Grid:

a. Immettere il seguente comando: ssh admin@grid node IP
b. Immettere la password elencata in Passwords. txt file.
C. Immettere il seguente comando per passare a root: su -
d. Immettere la password elencata in Passwords . txt file.

Una volta effettuato 'accesso come root, il prompt cambia da $ a. #.
2. Riavviare Server Manager e tutti i servizi sul nodo grid: service servermanager restart

Server Manager e tutti i servizi sul nodo grid vengono arrestati e quindi riavviati.

@ Utilizzando il restart il comando & identico a quello utilizzato da stop seguito dal
comando start comando.

3. Disconnettersi dalla shell dei comandi: exit

Interruzione di Server Manager e di tutti i servizi

Server Manager € progettato per essere eseguito in qualsiasi momento, ma potrebbe
essere necessario interrompere Server Manager e tutti i servizi in esecuzione su un nodo



grid.
Di cosa hai bisogno

E necessario disporre di Passwords. txt file.

A proposito di questa attivita

L'unico scenario che richiede I'arresto di Server Manager mantenendo il sistema operativo in esecuzione &
quando & necessario integrare Server Manager ad altri servizi. Se & necessario arrestare Server Manager per
la manutenzione dell’hardware o per la riconfigurazione del server, arrestare l'intero server.

Fasi
1. Accedere al nodo Grid:
a. Immettere il seguente comando: ssh admin@grid node IP
b. Immettere la password elencata in Passwords. txt file.
C. Immettere il sequente comando per passare a root: su -
d. Immettere la password elencata in Passwords . txt file.

Una volta effettuato 'accesso come root, il prompt cambia da $ a. #.
2. Arrestare Server Manager e tutti i servizi in esecuzione sul nodo grid: service servermanager stop

Server Manager e tutti i servizi in esecuzione sul nodo grid vengono terminati senza problemi. L’arresto dei
servizi puo richiedere fino a 15 minuti.

3. Disconnettersi dalla shell dei comandi: exit

Visualizzazione dello stato corrente di un servizio

E possibile visualizzare lo stato corrente di un servizio in esecuzione su un nodo Grid in
qualsiasi momento.

Di cosa hai bisogno

E necessario disporre di Passwords . txt file.

Fasi
1. Accedere al nodo Grid:
a. Immettere il seguente comando: ssh admin@grid node IP
b. Immettere la password elencata in Passwords. txt file.
C. Immettere il seguente comando per passare a root: su -
d. Immettere la password elencata in Passwords . txt file.

Una volta effettuato 'accesso come root, il prompt cambia da $ a. #.

2. Visualizzare lo stato corrente di un servizio in esecuzione su un nodo grid: “service servicename status
lo stato corrente del servizio richiesto in esecuzione sul nodo grid viene segnalato (in esecuzione o meno).
Ad esempio:



cmn running for 1d, 14h, 21m, 2s

3. Disconnettersi dalla shell dei comandi: exit

Interruzione di un servizio

Alcune procedure di manutenzione richiedono l'interruzione di un singolo servizio
mantenendo in esecuzione altri servizi sul nodo grid. Interrompere i singoli servizi solo
quando richiesto da una procedura di manutenzione.

Di cosa hai bisogno

E necessario disporre di Passwords. txt file.

A proposito di questa attivita

Quando si utilizza questa procedura per “arrestare amministrativamente” un servizio, Server Manager non
riavviera automaticamente il servizio. E necessario avviare il servizio singolo manualmente o riavviare Server
Manager.

Se & necessario arrestare il servizio LDR su un nodo di storage, tenere presente che potrebbe essere
necessario un po' di tempo per arrestare il servizio in presenza di connessioni attive.

Fasi
1. Accedere al nodo Grid:

a. Immettere il seguente comando: ssh admin@grid node IP
b. Immettere la password elencata in Passwords. txt file.
C. Immettere il seguente comando per passare a root: su -
d. Immettere la password elencata in Passwords . txt file.

Una volta effettuato 'accesso come root, il prompt cambia da $ a. #.
2. Interruzione di un singolo servizio: service servicename stop

Ad esempio:

service ldr stop

@ L'interruzione dei servizi puo richiedere fino a 11 minuti.

3. Disconnettersi dalla shell dei comandi: exit

Informazioni correlate
"Forzare l'interruzione di un servizio"



Attivazione della modalita di manutenzione dell’appliance

Prima di eseguire specifiche procedure di manutenzione, € necessario attivare la
modalita di manutenzione dell’apparecchio.

Di cosa hai bisogno
+ E necessario accedere a Grid Manager utilizzando un browser supportato.
« E necessario disporre dell'autorizzazione Maintenance (manutenzione) o Root Access (accesso root). Per
ulteriori informazioni, consultare le istruzioni per 'amministrazione di StorageGRID.
A proposito di questa attivita

L'attivazione della modalita di manutenzione di un’appliance StorageGRID potrebbe rendere I'appliance non
disponibile per 'accesso remoto.

@ La password e la chiave host per un’appliance StorageGRID in modalita di manutenzione
rimangono le stesse di quando 'appliance era in servizio.

Fasi
1. Da Grid Manager, selezionare Nodes.
2. Dalla vista ad albero della pagina Nodes (nodi), selezionare il nodo di storage dell’appliance.

3. Selezionare Tasks.

Cwerview Hardware Metwork Storage Objects ILM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Flaces the appliance’s compute controller Maintenance Mode
into maintenance mode.

4. Selezionare Maintenance Mode (modalita di manutenzione).

Viene visualizzata una finestra di dialogo di conferma.



A Enter Maintenance Mode on SGA-106-15

You must place the appliance’s compute controller into maintenance mode to perform certain
maintenance procedures on the appliance.

Attention: All StorageGRID semnvices on this node will be shut down. Wait a few minutes for the
node to reboot into maintenance mode.

If vou are ready to start, enter the provisioning passphrase and click OK.

Provisioning Passphrase

5. Inserire la passphrase di provisioning e selezionare OK.

Una barra di avanzamento e una serie di messaggi, tra cui "richiesta inviata", "interruzione StorageGRID" e
"riavvio", indicano che I'appliance sta completando la procedura per accedere alla modalita di
manutenzione.

Owerview Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restaris the node.

Maintenance Mode

Attention: Your request has been sent, but the appliance might take 10-15 minutes to enter
maintenance mode. Do not perform maintenance procedures until this tab indicates
maintenance mode i5 ready, or data could become comupted.

. Reguest Sent

Quando I'appliance € in modalita di manutenzione, un messaggio di conferma elenca gli URL che &
possibile utilizzare per accedere al programma di installazione dell’appliance StorageGRID.



Overview Hardware Metwork Storage Objects ILM Evenits Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode

This node is currently in maintenance mode. Navigate to one of the URLs listed below and
perform any necessary maintenance procedures.

= hitps 72 16.2.106:8443
= hitpsAH10.224 2 106:8443
= hitps 47 47 2 106:8443
=  hitps /169254 0.1:8443

When you are done with any reguired maintenance procedures, you must exit maintenance
mode by clicking Reboot Controller from the StorageGRID Appliance Installer

6. Per accedere al programma di installazione dell’appliance StorageGRID, selezionare uno degli URL
visualizzati.

Se possibile, utilizzare 'URL contenente l'indirizzo IP della porta Admin Network dell’appliance.

@ Accesso https://169.254.0.1:8443 richiede una connessione diretta alla porta di
gestione locale.

7. Dal programma di installazione dell’appliance StorageGRID, verificare che I'appliance sia in modalita di
manutenzione.

A This nodeis in maintenance mode. Perform any reguired maintenance pracedures. If you want to exit maintenance mode
manually to resume rormal operation, goto Advanced = Reboot Contraller to reboot the cantraller,

8. Eseguire le attivita di manutenzione richieste.

9. Dopo aver completato le attivitd di manutenzione, uscire dalla modalita di manutenzione e riprendere |l
normale funzionamento del nodo. Dal programma di installazione dell’appliance StorageGRID, selezionare
Avanzate > Riavvia controller, quindi selezionare Riavvia in StorageGRID.



NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode
Reboot Controller Upgrade Firmware
Feguest a controller reboot. [ Reboot Controller ]

Rebool info SlorageGRID ] Reboot inlo Mainlenance Mode |

Il riavvio dell’appliance e il ricongiungersi alla griglia possono richiedere fino a 20 minuti. Per confermare
che il riavvio & stato completato e che il nodo ha ricongiungersi alla griglia, tornare a Grid Manager. La
scheda Nodes dovrebbe visualizzare uno stato normale + per il nodo appliance, che indica che non sono
attivi avvisi e che il nodo € connesso alla griglia.

NetApp® StorageGRID® Help ~ | Root ~ | Sign Out

Dashboard " Alerts ~ m Tenants ILM ~ Configuration « Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

# Data Center 1
' |DC1-ADM1
' |DC1-ARC1
«|DC1-G1

Network Storage Objects ILM Load Balancer

1 hour 1 day 1 week 1 menth Custom

»|DC1-51 Network Traffic @
«|DC1-52

»|DC1-53

6.0 Mbps

TR A A

Forzare l'interruzione di un servizio

Se € necessario interrompere immediatamente un servizio, & possibile utilizzare force-
stop comando.

Di cosa hai bisogno

E necessario disporre di Passwords . txt file.

Fasi
1. Accedere al nodo Grid:
a. Immettere il seguente comando: ssh admin@grid node IP
b. Immettere la password elencata in Passwords. txt file.
C. Immettere il seguente comando per passare a root: su -

d. Immettere la password elencata in Passwords . txt file.
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Una volta effettuato 'accesso come root, il prompt cambia da $ a. #.

2. Forzare manualmente l'interruzione del servizio: service servicename force-stop

Ad esempio:
service ldr force-stop

Il sistema attende 30 secondi prima di terminare il servizio.

3. Disconnettersi dalla shell dei comandi: exit

Avvio o riavvio di un servizio

Potrebbe essere necessario avviare un servizio che & stato arrestato oppure arrestare e

riavviare un servizio.

Di cosa hai bisogno

E necessario disporre di Passwords. txt file.

Fasi
1. Accedere al nodo Grid:

a. Immettere il seguente comando: ssh admin@Qgrid node IP
b. Immettere la password elencata in Passwords. txt file.
C. Immettere il seguente comando per passare a root: su -
d. Immettere la password elencata in Passwords . txt file.

Una volta effettuato 'accesso come root, il prompt cambia da $ a. #.

2. Decidere quale comando emettere, in base al fatto che il servizio sia attualmente in esecuzione o
interrotto.

° Se il servizio & attualmente arrestato, utilizzare start comando per avviare il servizio manualmente:

service servicename start

Ad esempio:

service ldr start

° Se il servizio € in esecuzione, utilizzare restart comando per arrestare e riavviare il servizio:
service servicename restart

Ad esempio:

service ldr restart

11



Utilizzando il restart il comando € identico a quello utilizzato da stop seguito dal
comando start comando. E possibile che si verifici problemi restart anche se il servizio
e attualmente arrestato.

3. Disconnettersi dalla shell dei comandi: exit

Rimozione dei rimaps delle porte

Se si desidera configurare un endpoint per il servizio Load Balancer e si desidera
utilizzare una porta che ¢é gia stata configurata come porta mappata di un remap di porta,
€ necessario prima rimuovere il remap di porta esistente, altrimenti 'endpoint non sara
efficace. E necessario eseguire uno script su ciascun nodo Admin e nodo gateway che
dispone di porte remapped in conflitto per rimuovere tutti i remap delle porte del nodo.

@ Questa procedura rimuove tutti i rimap delle porte. Se hai bisogno di conservare alcuni rimaps,
contatta il supporto tecnico.

Per informazioni sulla configurazione degli endpoint del bilanciamento del carico, vedere le istruzioni per
'amministrazione di StorageGRID.

Se il remap della porta fornisce I'accesso al client, il client deve essere riconfigurato in modo da
@ utilizzare una porta diversa configurata come endpoint del bilanciamento del carico, se

possibile, per evitare la perdita di servizio, altrimenti la rimozione del mapping delle porte

causera la perdita dell’accesso al client e dovrebbe essere pianificata in modo appropriato.

Questa procedura non funziona per un sistema StorageGRID implementato come container su
@ host bare metal. Consultare le istruzioni per la rimozione dei rimaps delle porte sugli host bare
metal.

Fasi
1. Accedere al nodo.

a. Immettere il seguente comando: ssh -p 8022 admin@node IP

La porta 8022 & la porta SSH del sistema operativo di base, mentre la porta 22 & la porta SSH del
container Docker che esegue StorageGRID.

b. Immettere la password elencata in Passwords. txt file.
C. Immettere il seguente comando per passare a root: su -

d. Immettere la password elencata in Passwords . txt file.
Una volta effettuato I'accesso come root, il prompt cambia da $ a. #.

2. Eseguire il seguente script: remove-port-remap.sh

3. Riavviare il nodo.

Seguire le istruzioni per riavviare un nodo Grid.
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4. Ripetere questi passaggi su ogni nodo Admin e nodo gateway con porte remapped in conflitto.

Informazioni correlate

"Amministrare StorageGRID"
"Riavvio di un nodo Grid"

"Rimozione dei rimaps delle porte sugli host bare metal"

Rimozione dei rimaps delle porte sugli host bare metal

Se si desidera configurare un endpoint per il servizio Load Balancer e si desidera
utilizzare una porta che € gia stata configurata come porta mappata di un remap di porta,
€ necessario prima rimuovere il remap di porta esistente, altrimenti I'endpoint non sara
efficace. Se si esegue StorageGRID su host bare metal, seguire questa procedura invece
della procedura generale per rimuovere i rimaps delle porte. E necessario modificare il
file di configurazione del nodo per ogni nodo Admin e nodo gateway che ha porte
remapped in conflitto per rimuovere tutti i remap delle porte del nodo e riavviare il nodo.

@ Questa procedura rimuove tutti i rimap delle porte. Se hai bisogno di conservare alcuni rimaps,
contatta il supporto tecnico.

Per informazioni sulla configurazione degli endpoint del bilanciamento del carico, vedere le istruzioni per
'amministrazione di StorageGRID.

@ Questa procedura pud causare una perdita temporanea del servizio quando i nodi vengono
riavviati.

Fasi

1. Accedere all’host che supporta il nodo. Accedere come root o con un account che dispone
dell’autorizzazione sudo.

2. Eseguire il seguente comando per disattivare temporaneamente il nodo: sudo storagegrid node
stop node-name

3. Utilizzando un editor di testo come vim o pico, modificare il file di configurazione del nodo per il nodo.

Il file di configurazione del nodo € disponibile all'indirizzo /etc/storagegrid/nodes/node-
name.conf.

4. Individuare la sezione del file di configurazione del nodo che contiene i rimap delle porte.

Vedere le ultime due righe nell’esempio seguente.
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ADMIN NETWORK CONFIG = STATIC

ADMIN NETWORK ESL = 10.0.0.0/8, 172.19.0.0/16, 172.21.0.0/16
ADMIN NETWORK GATEWAY = 10.224.0.1

ADMIN NETWORK IP = 10.224.5.140

ADMIN NETWORK MASK = 255.255.248.0

ADMIN NETWORK MTU = 1400

ADMIN NETWORK TARGET = ethl

ADMIN NETWORK TARGET TYPE = Interface
BLOCK_DEVICE VAR LOCAL = /dev/sda2

CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK GATEWAY = 47.47.0.1

CLIENT NETWORK IP = 47.47.5.140

CLIENT NETWORK MASK = 255.255.248.0

CLIENT NETWORK MTU = 1400

CLIENT NETWORK TARGET = eth?2

CLIENT NETWORK TARGET TYPE = Interface

GRID NETWORK CONFIG = STATIC

GRID NETWORK GATEWAY = 192.168.0.1

GRID NETWORK IP = 192.168.5.140

GRID NETWORK MASK = 255.255.248.0

GRID NETWORK MTU = 1400

GRID NETWORK TARGET = ethO

GRID NETWORK TARGET TYPE = Interface

NODE TYPE = VM API Gateway

<strong>PORT REMAP = client/tcp/8082/443</strong>
<strong>PORT REMAP INBOUND = client/tcp/8082/443</strong>

. Modificare LE voci PORT_REMAP e PORT_REMAP_INBOUND per rimuovere i rimap delle porte.

PORT REMAP =
PORT REMAP INBOUND =

. Eseguire il seguente comando per convalidare le modifiche apportate al file di configurazione del nodo per

il nodo: sudo storagegrid node validate node-name
Risolvere eventuali errori 0 avvisi prima di passare alla fase successiva.

Eseguire il seguente comando per riavviare il nodo senza i rimaps delle porte: sudo storagegrid node
start node-name

Accedere al nodo come admin utilizzando la password elencata in Passwords. txt file.
Verificare che i servizi vengano avviati correttamente.

a. Visualizzare un elenco degli stati di tutti i servizi sul server:sudo storagegrid-status

Lo stato viene aggiornato automaticamente.



b. Attendere che tutti i servizi abbiano lo stato di in esecuzione o verificato.
C. Uscire dalla schermata di stato:ctr1+cC

10. Ripetere questi passaggi su ogni nodo Admin e nodo gateway con porte remapped in conflitto.

Riavvio di un nodo Grid
E possibile riavviare un nodo Grid da Grid Manager o dalla shell dei comandi del nodo.

A proposito di questa attivita
Quando si riavvia un nodo Grid, il nodo si spegne e si riavvia. Tutti i servizi vengono riavviati automaticamente.

Se si prevede di riavviare i nodi di storage, tenere presente quanto segue:

» Se una regola ILM specifica un comportamento di acquisizione di doppio commit o la regola specifica
Balanced (bilanciato) e non € possibile creare immediatamente tutte le copie richieste, StorageGRID
commuta immediatamente tutti gli oggetti acquisiti di recente su due nodi di storage sullo stesso sito e
valuta ILM in un secondo momento. Se si desidera riavviare due o piu nodi di storage su un determinato
sito, potrebbe non essere possibile accedere a questi oggetti per la durata del riavvio.

» Per garantire I'accesso a tutti gli oggetti durante il riavvio di un nodo di storage, interrompere I'acquisizione
di oggetti in un sito per circa un’ora prima di riavviare il nodo.

Informazioni correlate
"Amministrare StorageGRID"

Scelte
* "Riavvio di un nodo Grid da Grid Manager"

» "Riavvio di un nodo grid dalla shell dei comandi"

Riavvio di un nodo Grid da Grid Manager
Il riavvio di un nodo Grid da Grid Manager genera il reboot sul nodo di destinazione.

Di cosa hai bisogno
« E necessario accedere a Grid Manager utilizzando un browser supportato.

+ E necessario disporre dell'autorizzazione Maintenance (manutenzione) o Root Access (accesso root).

+ E necessario disporre della passphrase di provisioning.

Fasi
1. Selezionare nodi.

2. Selezionare il nodo della griglia che si desidera riavviare.

3. Selezionare la scheda Tasks.
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DC3-53 (Storage Node)

Cwerview Hardware Metwork: Storage Objects ILM Events Tasks
Reboot
Reboot shuts down and restarts the node. Reboot

4. Fare clic su Reboot (Riavvia).

Viene visualizzata una finestra di dialogo di conferma.

A Reboot Node DC3-53

Reboot shuts down and restarts a node, based on where the node is installed:

» Rebooting a VMware node reboots the virtual machine.
» Hebooting a Linux node reboots the container.
» Rebooting a StorageGRID Appliance node reboots the compute controller.

If you are ready to reboot this node, enter the provisioning passphrase and click OK.

Provisioning Passphrase

Se si sta riavviando il nodo di amministrazione primario, la finestra di dialogo di conferma
ricorda che la connessione del browser a Grid Manager viene temporaneamente persa
quando i servizi vengono arrestati.

5. Inserire la passphrase di provisioning e fare clic su OK.
6. Attendere il riavvio del nodo.
L'arresto dei servizi potrebbe richiedere del tempo.
Quando il nodo viene riavviato, I'icona grigia (amministrativamente in basso) viene visualizzata sul lato
sinistro della pagina Nodes (nodi). Una volta riavviati tutti i servizi, I'icona torna al colore originale.
Riavvio di un nodo grid dalla shell dei comandi

Se é necessario monitorare piu da vicino I'operazione di riavvio 0 se non si riesce ad
accedere a Grid Manager, € possibile accedere al nodo Grid ed eseguire il comando di
riavvio di Server Manager dalla shell dei comandi.
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Di cosa hai bisogno

* E necessario disporre di Passwords. txt file.

Fasi
1. Accedere al nodo Grid:

a. Immettere il seguente comando: ssh admin@grid node IP
b. Immettere la password elencata in Passwords. txt file.
C. Immettere il sequente comando per passare a root: su -
d. Immettere la password elencata in Passwords . txt file.

Una volta effettuato I'accesso come root, il prompt cambia da $ a. #.
2. Facoltativamente, interrompere i servizi: service servermanager stop

Linterruzione dei servizi &€ un passaggio facoltativo, ma consigliato. L’arresto dei servizi puo richiedere fino
a 15 minuti e potrebbe essere necessario accedere al sistema in remoto per monitorare il processo di
arresto prima di riavviare il nodo nella fase successiva.

3. Riavviare il nodo Grid: reboot

4. Disconnettersi dalla shell dei comandi: exit

Chiusura di un nodo di rete

E possibile chiudere un nodo Grid dalla shell dei comandi del nodo.

Di cosa hai bisogno

* E necessario disporre di Passwords. txt file.

A proposito di questa attivita

Prima di eseguire questa procedura, esaminare le seguenti considerazioni:

* In generale, non & necessario spegnere piu di un nodo alla volta per evitare interruzioni.

* Non spegnere un nodo durante una procedura di manutenzione, a meno che non venga espressamente
richiesto dalla documentazione o dal supporto tecnico.

* Il processo di shutdown si basa sulla posizione in cui € installato il nodo, come segue:
o L’arresto di un nodo VMware arresta la macchina virtuale.
o L'arresto di un nodo Linux arresta il container.
o L'arresto di un nodo appliance StorageGRID arresta il controller di calcolo.

» Se si prevede di arrestare i nodi di storage, tenere presente quanto segue:

> Se una regola ILM specifica un comportamento di acquisizione di doppio commit o la regola specifica
Balanced (bilanciato) e non € possibile creare immediatamente tutte le copie richieste, StorageGRID
commuta immediatamente tutti gli oggetti acquisiti di recente su due nodi di storage sullo stesso sito e
valuta ILM in un secondo momento. Se si desidera arrestare due o piu nodi di storage in un
determinato sito, potrebbe non essere possibile accedere a questi oggetti per la durata della chiusura.

o Per garantire I'accesso a tutti gli oggetti quando un nodo di storage viene spento, interrompere
I'acquisizione di oggetti in un sito per circa un’ora prima di spegnere il nodo.
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Fasi
1. Accedere al nodo Grid:
a. Immettere il seguente comando: ssh admin@grid node IP
b. Immettere la password elencata in Passwords. txt file.
C. Immettere il sequente comando per passare a root: su -
d. Immettere la password elencata in Passwords. txt file.

Una volta effettuato 'accesso come root, il prompt cambia da $ a. #.

2. Arrestare tutti i servizi: service servermanager stop

L'arresto dei servizi puo richiedere fino a 15 minuti e potrebbe essere necessario accedere al sistema in
remoto per monitorare il processo di arresto.

3. Disconnettersi dalla shell dei comandi: exit
Dopo essere stato spento, € possibile spegnere il nodo della rete.
"Spegnere un host"

Informazioni correlate

"Amministrare StorageGRID"

Spegnere un host

Prima di spegnere un host, & necessario interrompere i servizi su tutti i nodi della rete su
tale host.

Fasi
1. Accedere al nodo Grid:
a. Immettere il seguente comando: ssh admin@grid node IP
b. Immettere la password elencata in Passwords. txt file.
C. Immettere il seguente comando per passare a root: su -
d. Immettere la password elencata in Passwords . txt file.

Una volta effettuato 'accesso come root, il prompt cambia da $ a. #.
2. Arrestare tutti i servizi in esecuzione sul nodo: service servermanager stop

L'arresto dei servizi puo richiedere fino a 15 minuti e potrebbe essere necessario accedere al sistema in
remoto per monitorare il processo di arresto.

3. Ripetere i passaggi 1 e 2 per ciascun nodo dell’host.
4. Se si dispone di un host Linux:
a. Accedere al sistema operativo host.

b. Arrestare il nodo: storagegrid node stop
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c. Arrestare il sistema operativo host.
5. Se il nodo € in esecuzione su una macchina virtuale VMware o si tratta di un nodo appliance, eseguire il
comando shutdown: shutdown -h now

Eseguire questa operazione indipendentemente dal risultato dell' service servermanager stop
comando.

@ Dopo aver eseguito il shutdown -h now su un nodo appliance, &€ necessario spegnere e
riaccendere I'appliance per riavviare il nodo.

Per I'appliance, questo comando spegne il controller, ma I'appliance &€ ancora accesa. Completare la fase
successiva.

6. Se si sta spegnendo un nodo appliance:
o Per I'appliance di servizi SG100 o SG1000
i. Spegnere I'apparecchio.
i. Attendere che il LED di alimentazione blu si spenga.
> Per I'appliance SG6000
i. Attendere che il LED verde cache Active (cache attiva) sul retro del controller dello storage si

spenga.

Questo LED si accende quando i dati memorizzati nella cache devono essere scritti sui dischi.
Prima di spegnere il prodotto, attendere che il LED si spenga.

i. Spegnere I'apparecchio e attendere che il LED di alimentazione blu si spenga.
> Per I'appliance SG5700

i. Attendere che il LED verde cache Active (cache attiva) sul retro del controller dello storage si
spenga.

Questo LED si accende quando i dati memorizzati nella cache devono essere scritti sui dischi.
Prima di spegnere il prodotto, attendere che il LED si spenga.

i. Spegnere I'apparecchio e attendere che il LED e il display a sette segmenti si interrompano.

7. Disconnettersi dalla shell dei comandi: exit

Informazioni correlate
"SG100 SG1000 Services appliance"

"Appliance di storage SG6000"

"Appliance di storage SG5700"

Spegnere e accendere tutti i nodi della griglia

Potrebbe essere necessario spegnere l'intero sistema StorageGRID, ad esempio, se si
sta spostando un data center. Questi passaggi forniscono una panoramica di alto livello
della sequenza consigliata per I'esecuzione di uno shutdown e di un startup controllati.
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Quando si spengono tutti i nodi di un sito o di una griglia, non sara possibile accedere agli oggetti acquisiti
mentre i nodi di storage sono offline.

Interruzione dei servizi e chiusura dei nodi di rete

Prima di spegnere un sistema StorageGRID, € necessario arrestare tutti i servizi in
esecuzione su ciascun nodo di rete e quindi arrestare tutte le macchine virtuali VMware, i
container Docker e le appliance StorageGRID.

A proposito di questa attivita
Se possibile, interrompere i servizi sui nodi della griglia in questo ordine:

* Interrompere prima i servizi sui nodi gateway.

* Interrompere per ultimi i servizi sul nodo di amministrazione primario.

Questo approccio consente di utilizzare I'’Admin Node primario per monitorare lo stato degli altri nodi della
griglia il pit a lungo possibile.

Se un singolo host include piu di un nodo di griglia, non spegnere I'host fino a quando non sono
@ stati arrestati tutti i nodi su tale host. Se I'host include il nodo di amministrazione primario,
arrestare I’host per ultimo.

@ Se necessario, & possibile migrare i nodi da un host Linux a un altro per eseguire la
manutenzione degli host senza influire sulle funzionalita o sulla disponibilita del grid.

"Linux: Migrazione di un nodo grid a un nuovo host"

Fasi
1. Impedire a tutte le applicazioni client di accedere alla griglia.

2. Accedi a ciascun nodo gateway:
a. Immettere il seguente comando: ssh admin@grid node IP
b. Immettere la password elencata in Passwords. txt file.
C. Immettere il sequente comando per passare a root: su -

d. Immettere la password elencata in Passwords . txt file.
Una volta effettuato I'accesso come root, il prompt cambia da $ a. #.
3. Arresta tutti i servizi in esecuzione sul nodo: service servermanager stop

L’arresto dei servizi pud richiedere fino a 15 minuti e potrebbe essere necessario accedere al sistema in
remoto per monitorare il processo di arresto.

4. Ripetere i due passaggi precedenti per arrestare i servizi su tutti i nodi di storage, i nodi di archivio e i nodi
di amministrazione non primari.

E possibile interrompere i servizi su questi nodi in qualsiasi ordine.
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Se siesegue il service servermanager stop Per arrestare i servizi su un nodo di

@ storage dell’appliance, € necessario spegnere e riaccendere I'appliance per riavviare il
nodo.

5. Per il nodo di amministrazione principale, ripetere i passaggi per accesso al nodo e. interruzione di tutti i
servizi sul nodo.

6. Perinodi in esecuzione su host Linux:
a. Accedere al sistema operativo host.
b. Arrestare il nodo: storagegrid node stop
c. Arrestare il sistema operativo host.
7. Perinodiin esecuzione sulle macchine virtuali VMware e per i nodi di storage dell’appliance, eseguire il

comando shutdown: shutdown -h now

Eseguire questa operazione indipendentemente dal risultato dell' service servermanager stop
comando.

Per I'appliance, questo comando arresta il controller di calcolo, ma 'appliance € ancora accesa.
Completare la fase successiva.

8. Se si dispone di nodi appliance:
> Per I'appliance di servizi SG100 o SG1000
i. Spegnere I'apparecchio.
i. Attendere che il LED di alimentazione blu si spenga.
o Per l'appliance SG6000
i. Attendere che il LED verde cache Active (cache attiva) sul retro del controller dello storage si

spenga.

Questo LED si accende quando i dati memorizzati nella cache devono essere scritti sui dischi.
Prima di spegnere il prodotto, attendere che il LED si spenga.

i. Spegnere 'apparecchio e attendere che il LED di alimentazione blu si spenga.
o Per l'appliance SG5700

i. Attendere che il LED verde cache Active (cache attiva) sul retro del controller dello storage si
spenga.

Questo LED si accende quando i dati memorizzati nella cache devono essere scritti sui dischi.
Prima di spegnere il prodotto, attendere che il LED si spenga.

i. Spegnere 'apparecchio e attendere che il LED e il display a sette segmenti si interrompano.

9. Se necessario, disconnettersi dalla shell dei comandi: exit

La griglia StorageGRID ¢ stata chiusa.

Informazioni correlate
"SG100 SG1000 Services appliance"

"Appliance di storage SG6000"

21


https://docs.netapp.com/it-it/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/it-it/storagegrid-115/sg6000/index.html

"Appliance di storage SG5700"

Avvio dei nodi della griglia

Seguire questa sequenza per avviare i nodi della griglia dopo un arresto completo.

Se l'intero grid & stato spento per piu di 15 giorni, &€ necessario contattare il supporto tecnico
prima di avviare qualsiasi grid node. Non tentare di eseguire le procedure di ripristino che
ricostruiscono i dati Cassandra. Cio potrebbe causare la perdita di dati.

A proposito di questa attivita
Se possibile, accendere i nodi della rete in questo ordine:

¢ Prima di tutto, alimentare i nodi di amministrazione.

» Alimentare per ultimo i nodi gateway.

@ Se un host include piu nodi di rete, i nodi torneranno automaticamente in linea all’accensione
dell’host.

Fasi

1. Accendere gli host per il nodo di amministrazione primario e tutti i nodi di amministrazione non primari.

@ Non sara possibile accedere ai nodi di amministrazione fino a quando i nodi di storage non
saranno stati riavviati.

2. Accendere gli host per tutti i nodi di archiviazione e i nodi di storage.
E possibile accendere questi nodi in qualsiasi ordine.

3. Accendere gli host per tutti i nodi gateway.
4. Accedere a Grid Manager.

5. Fare clic su Nodes (nodi) e monitorare lo stato dei nodi della griglia. Verificare che tutti i nodi tornino allo
stato “green”.
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Utilizzo di un file DoNotStart

Se si eseguono diverse procedure di manutenzione o configurazione sotto la direzione
del supporto tecnico, potrebbe essere richiesto di utilizzare un file DoNotStart per
impedire I'avvio dei servizi all’avvio o al riavvio di Server Manager.

@ Aggiungere o rimuovere un file DoNotStart solo se richiesto dal supporto tecnico.

Per impedire I'avvio di un servizio, inserire un file DoNotStart nella directory del servizio che si desidera
impedire I'avvio. All'avvio, Server Manager cerca il file DoNotStart. Se il file & presente, non & possibile avviare
il servizio (e i servizi da esso dipendenti). Quando il file DoNotStart viene rimosso, il servizio precedentemente
interrotto viene avviato al successivo avvio o riavvio di Server Manager. | servizi non vengono avviati
automaticamente quando il file DoNotStart viene rimosso.

Il modo piu efficiente per impedire il riavvio di tutti i servizi consiste nell'impedire I'avvio del servizio NTP. Tutti i
servizi dipendono dal servizio NTP e non possono essere eseguiti se il servizio NTP non & in esecuzione.

Aggiunta di un file DoNotStart per un servizio

E possibile impedire I'avvio di un singolo servizio aggiungendo un file DoNotStart alla
directory del servizio su un nodo Grid.

Di cosa hai bisogno

E necessario disporre di Passwords . txt file.

Fasi
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1. Accedere al nodo Grid:

a. Immettere il seguente comando: ssh admin@grid node IP
b. Immettere la password elencata in Passwords. txt file.
C. Immettere il seguente comando per passare a root: su -
d. Immettere la password elencata in Passwords. txt file.

Una volta effettuato I'accesso come root, il prompt cambia da $ a. #.
2. Aggiunta di un file DoNotStart: touch /etc/sv/service/DoNotStart

dove service indica il nome del servizio che non pud essere avviato. Ad esempio,

touch /etc/sv/ldr/DoNotStart

Viene creato un file DoNotStart. Non & necessario alcun contenuto di file.

Al riavvio di Server Manager o del nodo grid, Server Manager viene riavviato, ma il servizio non viene
attivato.

3. Disconnettersi dalla shell dei comandi: exit

Rimozione di un file DoNotStart per un servizio

Quando si rimuove un file DoNotStart che impedisce I'avvio di un servizio, &€ necessario
avviarlo.

Di cosa hai bisogno

E necessario disporre di Passwords. txt file.

Fasi
1. Accedere al nodo Grid:

a. Immettere il seguente comando: ssh admin@Qgrid node IP
b. Immettere la password elencata in Passwords. txt file.
C. Immettere il sequente comando per passare a root: su -
d. Immettere la password elencata in Passwords . txt file.

Una volta effettuato 'accesso come root, il prompt cambia da $ a. #.
2. Rimuovere il file DoNotStart dalla directory di servizio: rm /etc/sv/service/DoNotStart

dove service € il nome del servizio. Ad esempio,

rm /etc/sv/1ldr/DoNotStart
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3. Avviare il servizio: service servicename start

4. Disconnettersi dalla shell dei comandi: exit

Risoluzione dei problemi di Server Manager

Il supporto tecnico potrebbe indirizzare I'utente alle attivita di risoluzione dei problemi per
determinare l'origine dei problemi relativi a Server Manager.

Accesso al file di log di Server Manager
Se si verifica un problema durante I'utilizzo di Server Manager, controllare il file di log.

| messaggi di errore relativi a Server Manager vengono acquisiti nel file di log di Server Manager, che si trova
allindirizzo: /var/local/log/servermanager.log

Controllare questo file per i messaggi di errore relativi agli errori. Se necessario, inoltrare il problema al
supporto tecnico. Potrebbe essere richiesto di inoltrare i file di registro al supporto tecnico.

Servizio con stato di errore
Se sirileva che un servizio € entrato in uno stato di errore, tentare di riavviare il servizio.

Di cosa hai bisogno

E necessario disporre di Passwords. txt file.

A proposito di questa attivita

Server Manager monitora i servizi e riavvia quelli che si sono arrestati inaspettatamente. Se un servizio non
riesce, Server Manager tenta di riavviarlo. Se si verificano tre tentativi non riusciti di avvio di un servizio entro
cinque minuti, il servizio entra in uno stato di errore. Server Manager non tenta un altro riavvio.

Fasi
1. Accedere al nodo Grid:

a. Immettere il seguente comando: ssh admin@grid node IP
b. Immettere la password elencata in Passwords. txt file.
C. Immettere il sequente comando per passare a root: su -
d. Immettere la password elencata in Passwords . txt file.

Una volta effettuato I'accesso come root, il prompt cambia da $ a. #.
2. Confermare lo stato di errore del servizio: service servicename status

Ad esempio:

service ldr status

Se il servizio si trova in uno stato di errore, viene visualizzato il seguente messaggio: servicename in
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error state.Ad esempio:

ldr in error state

@ Se lo stato del servizio & disabled, Consultare le istruzioni per la rimozione di un file
DoNotStart per un servizio.

3. Tentare di rimuovere lo stato di errore riavviando il servizio: service servicename restart
Se il servizio non viene riavviato, contattare il supporto tecnico.
4. Disconnettersi dalla shell dei comandi: exit

Informazioni correlate

"Rimozione di un file DoNotStart per un servizio"
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